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Chapter 1

Introduction

1.1 Newtonian mechanics

In newtonian mechanics the state of a mechanical system is described by a finite
number of real parameters. The set of all possible positions, of a material point for
example, is a finite dimensional smooth manifold M, called the configuration space.
A motion of the system is a smooth curve v : I — M, where I C R is an open
interval. The velocity field of 4 is smooth curve 4 : I — T'M. The (total space of
the) tangent bundle TM of M is called the phase space.

According to Newton, the total force is a vector field F' that acts on the points
of the configuration space. Locally, a motion is a solution of the second order
differential equation F' = m&, where m is the mass. Equivalently, 7 is locally a
solution of the first order differential equation

<i> B (%F(Z,v,t)) '

Consider a system of N particles in R? subject to some forces. If z; denotes the
position of the i-th particle then the configuration space is (R3)" and Newton’s law

of motion is
d2l’i . . .
mlﬁ :E(I’l,.-.,Z'N,fl'l,-.-,l']\[,t), 1SZSN7
where m; is the mass and F; is the force on the i-th particle. Relabeling the variables
setting ¢, ¢>*1 and ¢3 2 the coordinates of z; in this order, the configuration space

becomes R”, n = 3N, and the equations of motion take the form

-dij—F' 1 n -1 .n 1< i<
m] dt2 - j(q sy 5,4 554 7t)7 _j =N

Suppose that the forces do not depend on time and are conservative. This means
that there is a smooth function V : R™ — R such that

ov

F’j(qlv "'7qn7 q17 cey qn) = _a—qjv

1<j<n
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For instantce, this is the case if N particles interact by gravitational attraction.
Rewritting Newton’s law as a system of first oder ordinary differential equations

dg’ - d?v7 oV
P I—— - ;
g =V MigE T g SIS

or changing coordinates to p; = mjvj we have
dqj 1 d2pj oV
— = —p;, —L=—2— 1<j<n,
it om0 a2 T oage ==

The solutions of the above system of ordinary differential equations are the integral
curves of the smooth vector field

ov 0o
X = Z p] aq] ]2: 8(]) ap]

Note that the smooth function

n

1
H(q17 "'7qn7p17 7pn) = Z %pi + V(q17 ’qn)
j=1""

is constant along solutions, because

ov

dH = 9 ——dg’ —l-z—p]dpj

and so dH(X) = 0. Actually, H completely determines X in the following sense.
Let

n
w= Z dg? A dp;.
j=1

Then,

n

, - 1 OV
ixw=y_dg(X)dp; - Z dp;(X)dq’ = ) —=pidpi+ ) 55da’ = dH.
j=1 I =1

7j=1

The smooth 2-form w is closed and non-degenerate. The latter means that given
any smooth 1-form 7 the equation iyw = n has a unique solution Y. Indeed, for
any smooth vector field Y we have

" 0 . 0
Y= Z ’819 aqﬂ ;W(Y’@)%

and so iyw = 0 if and only if Y = 0.

Returning to Newtonian mechanics, we give the following definition.



1.1. NEWTONIAN MECHANICS )

Definition 1.1. An (autonomous) newtonian mechamical system is a triple
(M,g,X), where M is a smooth manifold, g is a Riemannian metric on M and X
is a smooth vector field on TM such that 7, X = id. A motion of (M,g,X) is a
smooth curve v : I — M such that ¥ : I — TM is an integral curve of X. The

1
smooth function T : TM — R defined by T'(v) = 3 g(v,v) is called the kinetic energy.

Examples 1.2. (a) Let M = R, so that we may identify TM with R? and 7 with
the projection onto the first coordinate. If g is the euclidean riemannian metric on
R and

1
X =v+ —(—k*r — pv) = k>0, p>0,
m v
then obviously 7, X = id and a motion is a solution of the second order differential

equation
mi = —k*x — pi.

This mechanical system describes the oscillator.
(b) The geodesic vector field G of a Riemannian n-manifold (M, g) defines a
newtonian mechanical system. Locally it has the expression

G=) var— 2 Mgy
k=1 i,j,k=1

where Ffj are the Christofell symbols.
(¢) The motion of a particle of unit mass on the unit circle S* under the influence
of a vertical downward unit force is governed by Newton’s law which states

I = —sinx

<x>:< U ), x mod 27.
v —sinz

Here the phase space is the tangent bundle TS = S x R and the corresponding
vector field can be lifted on the universal covering space R x R to the smooth vector
field

or equivalently

X(z,v) =v=— —sinz - —,

ox ov
which is invariant under horizontal translations by integer multiples of 2. The force
acting is conservative with potential V' (z) = — cosx. The mechanical energy

is a constant of motion.

We observe that H is a Morse function. Indeed, the critical points of H are the
points (nm,0), n € Z, where H(2km,0) = —1 and H((2k + 1)7,0) = 1 for every
k € Z. Moreover, the Hessian at the critical points is

D?H (nm,0) = <COSO”7T (1)> = <(_S)n (1)> .
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Thus, (nm,0) is a non-degenerate critical point of H of Morse index 0 if n is even
and of Morse index 1 if n is odd. By the Morse Lemma, for every k € Z there
exist an open neighbourhood Uy C ((2k — 1)7, (2k + 1)) x R of (2km,0) and € > 0
such that H~!(c) N Uy is a smooth simple close curve for —1 < € < —1 + €. Since
there are no critical values in the interval (—1,1), for every —1 < ¢ < 1 the level set
H=1(c) N Uy is a smooth simple closed. The level set H~!(c) is a countable union
of smooth simple closed curves for |c| < 1. If ¢ > 1, then

HY(e) ={(z,\/2(c+cosz)): z € R}U{(x,—/2(c+ cosz)) : € R}.

The two graphs are disjoint if ¢ > 1. If ¢ = 1, they intersect transversally at the
points ((2k + 1)7,0), k € Z, by the Morse Lemma. The phase portrait of X is
depicted in the following picture.

Often a mechanical system has potential energy. This is a smooth function
V: M — R. Let gradV be the gradient of V' with respect to the Riemannian
metric. If for every v € T M we set

— d
dV = —
gradV o

. (v + tgradV (mw(v)),

then gradV € X(T'M) and m.gradV = 0, since 7(v + tgradV(n(v))) = w(v), for
every t € R. Locally, if g = (g;;) and (gi;) ™! = (¢%), then

OV D & v D
gradV = 'Zlg J 5 D and  gradV = 'Zlg J 5 Do
,J= 1,]=

Definition 1.3. A newtonian mechanical system with potential energy is a triple
(M,g,V), where (M,g) is a Riemannian manifold and V' : M — R is a smooth
function called the potential energy.

The corresponding vector field on TM is ¥ = G — gradV, where G is the
geodesic vector field. The smooth function £ =T + V oxw : TM — R is called the
mechanical energy.
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Proposition 1.4.

(Conservation of energy) In a newtonian mechanical system

with potential energy (M, g, V') the mechanical energy is a constant of motion.

Proof. We want to show that Y(E) = 0. We compute locally, where we have

1 & o
=5 > o +V

ij=1

k=1 “,j=1

Recall that

ok _lzn: kl(agil N
U9 I\ o

=1
We can now compute

n

i,5,k= 1

k=1 Nij=1

e - (e + 3

and

> ok

39;‘1 _
ozt

892‘]‘ )
oxt’”

(S Y 5

k=1 “i,j=1

) vk

_Z<Z rh i ; %ﬂ) (2_; gikvi>

" LoV oV — Jy;
_ k Zk ZJ ot k
=3 = (N ) (D) 5 3 G
k=1 1 i,5,k= 1
S i 59 it 0Gij\ i
r kl J J\,,
() (S e
k=1 “r=1 1,7=1 [=1
1= 995 ik L~ (Oga  Ogi Bgij\ i
=5 2 g g 2 (gt g ) =0 O

ivjvkzl Zv]vl:]-

A smooth curve v : I — M is a motion of a newtonian mechanical system on
M with potential energy V if and only if v satisfies the second order differential

equation

V44 = —gradV

where V is the Levi-Civita connection on M. In case V has an upper bound, then
a motion is a geodesic with respect to a new Riemannian metric on M, possibly
reparametrized. So, suppose that there exists some e > 0 such that V(x) < e for

every x € M. On M we consider the new Riemannian metric g* = (e —

V)g. Let ~

be a montion with mechanical energy e, that is

1
2

S9( (), 7(8) + V((t) = e
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for every t € I. Since e > V(v(t)), we have 4(t) # 0 for every ¢t € I. The function
s: I — R with
t
s(t) =V2 [ (e=V(y(r))dr,

to
where tq € I, is smooth and strictly increasing. Let v* =y o s™1.
Theorem 1.5. (Jacobi-Maupertuis) If v is a motion of the mechanical system
(M,g,V) and V(x) < e for every x € M, then its reparametrization v* is a geodesic
with respect to the Riemannian metric g* = (e — V)g.

Proof. 1t suffices to carry out the computation locally. The Christofell symbols of
the metric g* are given by the formula

1 v v
Ak =1k 4 = [, g,
i ”+2(6—V)< P Ok an’”zalg 94

If in the local coordinates we have v = (z', 22, ..., 2"), then

dzxk dzF  dt B 1 dzxk

ds At ds  Be—V) dt

and so
d2zk B 1 d2 2k N 1 dx¥ Z@_Vd_:nl
ds?2 ~ 2e—-V)?2 &t ' 2e-V)3 dt — Ox! dt
Since o
dz* dx’ ov
>r k L s kl
d2t ; Udt dt Z o1Y
and
- dxt da?
2w~ AV
substituting we get
d?zF " dz® dxd
— Af——— =
ds? Z U ds ds
3,j=1
1 " dzt da? ov 1 oV dxt
- - k22 = ’fl
2(e — V)2 igz:l Yodt dt 2(e — V)2 Z a7 20e —V)3 dt Z ozl dt
1 " 1 dz* &= OV dxt 1 drk &~ OV da?

Ly pdotde? 1 det N~ OVidat 1 det s OV dad
2e—-V)? 4= Yadt dt Ale—V)? dt 02" dt A(e—V)? dt = Oxd dt

1 OV )\ (= datdal
@ﬁﬁ@@ﬂX%ﬁﬁﬁf

- N2 S a L
2(e — V)2 ; at? + 4(e = V)3 <l:1 9l? ,Zlgj dt dt 0

Z7‘7:
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1.2 Lagrangian mechanics

Let (M,g,V) be a newtonian mechanical system with potential energy V and let
L :TM — R be the smooth function L =T — V o 7, where T is the kinetic energy
and 7 : TM — M is the tangent bundle projection.

Theorem 2.1. (d’Alembert-Lagrange) A smooth curve v : I — M is a motion of
the mechanical system (M, g, V') if and only if

9L 63) = 2Z(30)

for everyt € I and i =1, 2..., n, where n is the dimension of M.

Proof. Suppose that in local coordinates we have v = (z', 22, ...,2"). Recall that
is a motion of (M, g, V) if and only if

Since

L~ i
=3 > gid'd! = V()

for every i =1, 2,..., n we have o
(00 ~ g6 = (Z ) - %m; Pt it 4 IV (1)) =
y Z a‘(ﬁ? #5913 gy - 5 85; ™l + %(v(t)) =
Jj=1l1=1 j=1 m,l=1
g; (aag? B 5855)@%”;:% i + 2~ ((1)).

Taking the image of the vector with these coordinates by (g:;) ™' = (¢%), we see
that the equations in the statement of the theorem are equivalent to

n

0= Zn:g““ > Ogim _ 109mi \ i 5 +Zn:gikg~éij +zn: OV i —
i—1 =1 al 2 Oxt =1 Y i—1 Oat

k ik - m sl ik _
Tt Z Zg (83:1 2 ay’)x v +;8xig

m,l=1 i=1

x—l—ZFkxmxl—kzaz . O

m,l=1
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Generalizing we give the following definition.

Definition 2.2. An autonomous Lagrangian system is a couple (M, L), where M is
a smooth manifold and L : TM — R is a smooth function, called the Lagrangian. A
Lagrangian motion is a smooth curve « : I — M which locally satisfies the system
of differential equations

d oL, . oL

E (ZM (’Y(t))) Ozt ( (t))
fort € I and ¢ = 1, 2..., n, where n is the dimension of M. These equations are
called the Euler-Lagrange equations.

The variational interpretation of the Euler-Lagrange equations is given by the
Least Action Principle due to Hamilton.

Theorem 2.3. (Least Action Principle) Let (M, L) be a Lagrangian system. A
smooth curve v : [a,b] — M is a Lagrangian motion if and only if for every smooth
variation T : (—e, €) x [a,b] — M of v with fixed endpoints, so that T'(0,t) = ~(t) for
a <t<b, we have

o) b or
g s:o/a L(S s, 1))t = 0.

Proof. It suffices to carry out the computations locally. We have

9
Os

iy
ot

L(—(s,t))dt =

b oar b9
B / L(% (s, 1))t = / 5l

brn n
[z %ww)g—f(o,t) +3 gt

(88—1;(3, t))] dt

s=0

/ab L; gfi( Z (fi gr(o t))} dt =
/ Ll LG5 0.0 + j( 2 <t>>§—§<o,t>)—g%(gmt)))g_gwdt:

/ [axz 0) = 5 (56 )| G 0.0t

I’ r
because ?9_3(0"‘) = g—S(O, b) = 0 since the variation is with fixed endpoints. This
means that )
0 or
— L t))dt =0
2 Szo/a (G (1)

if and only if P oL
S (5 G) = 5 (3(0)
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or
for i =1, 2..., n, because 8_(O’t) can take any value. [J
S
Example 2.4. Consider a particle of charge e and mass m in R? moving under
the influence of an electromagnetic field with electrical and magnetic components F
and B, respectively. The fields F¥ and B satisfy Maxwell’s equations

curlE + 18_3 =0, divB =0,
c ot
curlB — 1—8E =4rnJ, divE =4mp
c Ot

where ¢ is the speed of light, p is the charge density and J is the charge current
density. By the Poincaré lemma, there exists a vector potential A = (Ay, Ay, A3)

such that B = curlA. So

10A
(E+——) =
curl( +c@t) 0

and there exists a scalar potential V : R® — R such that

10A
E=— s
gradV/ c ot’

the gradient being euclidean.
Suppose the electromagnetic field does not depend on time and let L : R — R
be the Lagrangian

L(z,v) = %m(v,v) + e(%(A(x),v) _ V(@)

We shall describe only the first for ¢ = 1 of the corresponding Fuler-Lagrange
equations, the other two being analogous. The right hand side is

oL _ oV E<% )
oxt ~ Coxt T Vog
The left hand side is
dt((‘)vl)_mv +c[v oxt TV 2 Y 83:3]'

It follows that the first of the Euler-Lagrange equations takes the form

oV e 0A 0A 0A 0A
1OV e 2 O0A1, 3 1 043
v = T + c[v (8:171 8:172) v (ax?’ Ozt )]

1
The right hand side is the first coordinate of the vector e(E + —v x B). Since the
c

other two equations are analogous and have the same form by cyclically permuting
indices, we conclude that the Euler-Lagrange equations give Lorentz’s equation of

motion

2
d E+1d—$xB).

R
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We globalize the above situation as follows. Let (M, g) be a pseudo-Riemannian
n-manifold, A be a smooth 1-form on M and V : M — R a smooth function. The
Lagrangian

L(z,v) = %mg(v,v) + Az (v) — V(x)

generalizes the motion of a charged particle of mass m under the influence of an elec-
tromagnetic field. Let (U,z', 2%, ...,2") be a local system of coordinates on M and
(r=H(U), 2t 22, ..., 2", v, v?, ...,v") be the corresponding local system of coordinates
on T'M. In local coordinates L is given by the formula

1,2 n 1 2
Lz x*, ..., 2" v, v°, :—m g ngfu]—kg A,
i,j=1

where (g;;) is the matrix of the pseudo-Riemannian metric g and A = Y " | A;dxt
on U. A smooth curve v : I — M is a Lagrange motion if and only if it satisfies the
Fuler-Lagrange equations. In our case the right hand side of the Fuler-Lagrange
equations is

E?L dgij dx® dx? 0A; dzt OV
E?xk JZ_: oxk dt dt Z oxk dt  Oxk’
and the left hand side
d oL dgir da? da’ - d%;i "\ 0Ay, da
7t (o 1)) =m o 0ad dt o ;gk az * £ Pat dt

So the Euler-Lagrange equations are equivalent to

ozk  Oxt

i=1 i=1 ij=1

" 0A;  OA, dit OV A’z " By 10g;; dx* dx?
> ) =mY gz tm Y (G Do

On the other hand
9 DA; G, Z": (8Ak DA, dx’

5= 2 5 0050 = 2 Gt ~ 5 ar

i,j=1

dA(Y(t),

Recall that the covariant derivative formula along v gives

A2zt 9 f: ldxi dzxi 0

dt2 9zl 4= U dt dt dal
=1 i,5,0=1

Vg =
and so

Z Z dx® dx?
l —_—
(mV’Y’y7 8 k =m glk‘ dt2 +m glk) 7,] dt dt .

7]7

n
1 (0gix | Ogjr  0gij
ko= =24 L)
;glk K 2<8x1 T T ek )

Since
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we get
- dx’ dad " dg; 10g;; . dzt da?
> T = > (i ~ 294

P Ut dt 4= 9xd  20zFdt dt
1,9,0=1 1,j=1

We conclude now that the Euler-Lagrange equations have the form
.0 .0 0
g(mv’y’%@) = _dA(’%@)_g(grad‘/a @)7 k=1,2,..n

or independently of local coordinates
mV sy = —grad(iy(dA)) — gradV,
where the gradient is taken with respect to the pseudo-Riemannian metric g.

As in newtonian mechanical systems with potential energy, one can define the
notion of mechanical energy for Lagrangian systems also. In order to do this, we
shall need to define first the Legendre transformation. So let L : TM — R be a
Lagrangian and p € M, v € T, M. The derivative

(Ll1yat)so » To(TyM) = T,M — R
can be considered as an element of the dual tangent space T; M.

Definition 2.5. The Legendre transformation of a Lagrangian system (M, L) is
the map £ : TM — T*M defined by L(p,v) = (L|1,11)+- In other words, for every
w € T, M we have

L(p,v)(w) L(p,v + tw).

" dt],
It is worth to note that £ is not in general a vector bundle morphism, as it may
not be linear on fibers. For instance, if M = R and L(z,v) = " (this Lagrangian
has no physical meaning), then £ : TR — T*R = R? is given by L(z,v) = (z,€?),
which is not linear in the variable v.

1
Example 2.6. If L = 3 g — V is the Lagrangian of a newtonian mechanical system

with potential energy (M, g,V), then for every p € M and v, w € T,M we have
L(p,v)(w) = g(v,w). Thus, in this particular case the Legendre transformation
L:TM — T*M is the natural isomorphism defined by the Riemannian metric.

Definition 2.7. The energy of a Lagrangian system (M, L) is the smooth function
E :TM — R defined by E(p,v) = L(p,v)(v) — L(p,v).

If (', 22,...,2") is a system of local coordinates on M with corresponding local

coordinates (z!,22,...,2", v}, v? ...,v™) on TM, then
n
E 1,2 n 1 2 ny _ oL 7 L 1,2 n 1 2 n
(x4, 2%, .., 2™ v v, L 0" = 551 (4,27, .., 2™ v, 0%, L 0™,

1=1
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In the case of a newtonian mechanical system with potential energy (M, g,V)
the above definition gives

1 1
E(p,v) = £(p,v)(®) = L(p,v) = g(0,0) = 59(0,0) + V(p) = 59(0,0) + V(1)
which coincides with the previous definition.

Example 2.8. We shall compute the Legendre transformation and the energy of

the Lagrangian system of example 2.4 using the same notation. Considering local

coordinates (z',z2,...,2", v, v?, ...,v") on T M, we have

1 n o n .
(Llznn) (0, 0%, o 0™) = 3m > g +> A’ = V(p).
ij=1 i=1
Differentiating we get
(L|TPM)*U =m Z gijvid'Uj — Z Aldv’
ij=1 i=1
We conclude now that
L(p,v)(w) = (L|1,m)s0(w) = mg(v, w) + Ap(w).

The energy here is

B(p,0) = L(p. )(v) ~ L(p,v) = gmg(v,0) + V(7).

and so does not depend on the 1-form A, which represents the magnetic field. This
reflects the fact that the magnetic field does not produce work.

Theorem 2.9. (Conservation of energy) In a Lagrangian system the energy is a
constant of motion.
Proof. Considering local coordinates on M, let v = (z!, 22, ...,2") be a Lagrangian

motion. Then ‘
. "L QL dat )
EG(1) = Y 5o = L)
i=1

and differentiating

d - O’L dr'dx?  OPL di'd*x) "\ 0L d*x°
g PO () ”Z:: (&ﬂ@xﬂ dt dt " dviow di de > 2 vt

_z": OL dr' <~ OL d*a'
Ox' dt  — Ov' dt? B

i=1
P Wi L i (oL
ovidzd dt dt — Ovidvs dt dt? — oxt dt -

i,7=1
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But from the Euler-Lagrange equations we have

oL _i(aL)_ [ 0’L dij+ O’L d*zi
oxt  dt ovt’ Ov'Oxi dt  OviOvI dit?

d
and so substituting we get %(E(y(t))) =0. 0

Apart from the energy, one can have constants of motion from symmetries of
the Lagrangian.

Theorem 2.10. (Noether) Let (M, L) be a Lagrangian system and X a complete
smooth vector field on M with flow (¢¢)ier. If L((¢¢)sp(v)) = L(v) for every v €
T,M,pe M andt € R, then the smooth function fx : TM — R defined by

Fr(v) = tim 2@ F#X (@) ~ L)

s—0 S

s a constant of motion.

Proof. Considering local coordinates, let ¢; = (¢}, ¢?,...,%). Since L is (¢¢)«
invariant, if vy = (2!, 22, ...,2") is a Lagrangian motion, differentiating the equation

L((#s)sy() (7(t))) = L(¥(t)) with respect to s, we have

" Pt " AL [ 8¢ dz)
< > —0 * Z Ot <8a:j83> o dt
s ij=1 S

2:1

Since fx(v) is the directional derivative of L|z, , a in the direction of X (m(v)) and

ol 0
*= Z ( >t=0 o'’

we have

n .
OL [ 09
Y(t)) = . 5
et =55 (5)
=1 S
Using now the Euler-Lagrange equations we compute

A INd (oL (96 —~OL d (0¢\
S UIx(G(0) = Zﬁ<a> ( D >8:0 T a%< Os >Szo -

1=

" 0L (0¢ - %" dz?
; dxt ( Js )8:0 * Z o' (8&:9'83)5:0% =0

7j_

Examples 2.11. (a) Let (M, g, V') be a newtonian mechanical system with potential
energy and X be a complete vector field, which is a symmetry of the system. Then
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fx() = g(v,X(7(v))). The restriction to a fiber of the tangent bundle of fx is
linear in this case.

(b) Let X be a complete vector field which we assume to be a symmetry of
the Lagrangian system of example 2.3. For instance, this is the case if the flow
of X preserves the pseudo-Riemannian metric on M and the 1-form A. Then the
Lagrangian is X-invariant and the first integral provided form Noether’s theorem
is fx(v) = mg(v, X) — A(X).

Let (M,L) be a Lagrangian system. Let (z!,...,2",v!,...,o™) be a system of
local coordinates in TM coming from local coordinates (x!,...,2") on M and let
(q',...,q"™, p1, ..., pn) be the corresponding local coordinates on 7% M, so that 2/ = ¢/,

1 < j < n. The local representation of the Legendre transformation is

1 n j_ = ]
T, T ,]z::lv 8:Ej) Z@vﬂdx

The local forms

oL
Ry
— JvJ
7j=1
over all charts on T'M fit together and give a global smooth 1-form 67, on T'M. This
may be verified directly. Alternatively, we note that

; oL
il ioL)d(x' o L ——da’.
qu ;p0)(w0) o
The local 1-forms Zpidqi on T*M fit together to a global smooth 1-form 6 on
i=1
T*M. Actually, 6 is precisely the 1-form defined by

0a(v) = a(msa(v))

for v € T,(T*M) and a € T*M, where w : T*M — M is the cotangent bundle
projection. Indeed,

Oliocatly = Ze L +Ze -)dpi.

9.

i) = 0, and therefore 6( o

If now a = (¢*, 42, ...,¢", p1, p2s .., P ), then W*“(ap-
(2

Moreover,
0 0
H(G_qi) = a(ﬂ*a(a—qi)) = Dpi-

It follows that
6 | locally = Z pqu

The smooth 1-form 6 is called the Lz’ouvzlle canOnzcal 1-form on T* M.
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Remark 2.12. The 2-form dfy, in local coordinates (z',...,2",v',...,v") on TM is
given by the formula

~ PL g S PL G g
dOr 1ocatly = Z 5 07 de’ A dx + Z T dv? A dat.

i,j=1 1,j=1

It follows that df; is non-degenerate if and only if the vertical Hessian matrix

0%L
Ovi vt 1<ij<n

is everywhere invertible. A Lagrangian system is called non-degenerate if the vertical
Hessian of the Lagrangian is everywhere invertible.

1.3 The equations of Hamilton

A Lagrangian system (M, L) is called hyperregular if the Legendre transformation
L:TM — T*M is a diffeomorphism. For example a newtonian mechanical system
with potential energy and the system of example 2.4 are hyperregular.

Definition 3.1. In a hyperregular Lagrangian system as above, the smooth
function H = Fo L' : T*M — R, where E is the energy, is called the Hamiltonian
function of the system.

Example 3.2. Let (M,g,V) is a newtonian mechanical system with potential
energy. The Legendre transformation gives

. . oL n .
7=1

The inverse Legendre transformation is given by

n
T 1 T 1]
=q, v —E 9" pj.
j=1

So we have

1 & o
E = 3 .Zl gijv'v! + V(zt, 22, ..., 2"),
27-]:

1 & o
L= 5 .Zl gijv'v! — V(zt, 22, ..., 2")
,J]=

and therefore

1 < -
H=g lzlg”pipj +V(g.q,....q").
27.]:
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Theorem 3.3. (Hamilton) Let (M, L) be a hyperreqular Lagrangian system on the
n-dimensional manifold M. A smooth curve v : 1 — M is a Lagrangian motion if
and only if the smooth curve Lo% : I — T*M locally solves the system of differential

equations
OH . OH

8]9@'7 plz_a—qlu

-1

q:

Proof. In the local coordinates (z',z2,...,2™) of a chart on M the Legendre trans-
formation is given by the formulas

; ; oL .
qzle7 p22@7 Z:1,2,...,7'L,

where (z',22,...,2", v, v?,...,v") are the local coordinates of the corresponding
chart on T'M. Inversing,

)

xl:ql7 % :yi(ql7q27"’7qn7p17p27"'7pn)7 Z’:1727 "'7n

for some smooth functions y', 32,...,y". From the definitions of the energy E and
the Hamiltonian H, we have

n
H=EoL™ "= piy/ = L(g" ¢ . d" y", 4% - y")
=1

and differentiating the chain rule gives

"oy OL Oy’ y
_'_ijy Zavjail

~ oy oL oy _ 0L
2:129; Z ovi dg Ozt
If v(t) = (z!(t),22(t),...,2™(t)) is a smooth curve in local coordinates on M, then
oL oL ,. oL

LG(1)) = (1), (1), ... 2" (D), 591 V0), 53 (7)), -, 55 (3(2)))-

Now ~ is a Lagrangian motion if and only if

i d (oL \ OL
B a5 (56) = 556

or equivalently
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The equations provided by Theorem 3.3 on T*M are Hamilton’s equations. The
cotangent bundle T*M is called the phase space of the Lagrangian system (M, L).

Corollary 3.4. The Hamiltonian is constant on solutions of Hamilton’s equations.

Proof. Indeed, if v(t) = (¢*(t), ..., ¢"(t), p1(t), ..., pn (t)) is the local form of a solution
of Hamilton’s equations then

dH(y(8))(Y(t)) =

OH OH oOH 3H
Za B Zaq pi Zzapz =00

The equations of Hamilton have a global formulation on 7% M in the sense that
a solution is the integral curve of a smooth vector field defined globally on T M.
Recall that the Liouville canonical 1-form 6 on T* M has a local expression

6 | locally = Z pqu

Let w = —d0, so that
n
w|locally = Z dqz A dpi-

Since for every smooth vector field Y on T*M we have

& 0.0
V- Z alar - L

it follows that w is a non-degenerate, closed 2-form on T*M. Thus, given a smooth
function H : T*M — R, there exists a unique smooth vector field X on 7% M such
that ixw = dH, called the Hamiltonian vector field. Locally this global equation
takes the form

> dg'(X)dpi = dpi(X)dg' =
=1 =1

i=1

OH . . ~=0H
8qu +;a—dp

oOH
Op;

H
and therefore dp;(X) = 90

oqt

and dg¢'(X) =

. These are precisely Hamilton’s

equations.
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Chapter 2

Basic symplectic geometry

2.1 Symplectic linear algebra

A synplectic form on a (real) vector space V of finite dimension is a non-degenerate,
skew-symmetric, bilinear form w : V x V — R. This means that the map
WV — V* defined by @(v)(w) = w(v,w), for v, w € V, is a linear isomorphism.
The pair (V,w) is then called a symplectic vector space.

Lemma 1.1. (Cartan) Let V' be a vector space of dimension n and w be a skew-
symmetric, bilinear form on V. If w # 0, then the rank of @ is even. If dimw (V') =
2k, there exists a basis I*, 12,...,1°* of &(V) such that

k
w=Y A
j=1

Proof. Let {v1,v2,...,u,} be a basis of V and {v},v3,...,v}} be the corresponding
dual basis of V*. If a;; = w(v;,v;), i < j, then

w= E aijv; Avj.
i<j

Since w # 0, there are some 1 < ¢ < j < n such that a;; # 0. We may assume that
a1z # 0, changing the numbering if necessary. Let

1 1 <
ll = — (’Ul) = v§ + — aljv’?,
a2 a2 J

j=3

n
2 ~ * *
I“ =0(vy) = —agpv] + E ag;v;.
Jj=3

The set {I1,1%,v3,...,v}} is now a new basis of V*. If wy = w — I} A [?, then
(:)1(1)1) = algll — ll(’Ul)l2 + 12(1)1)11 = a1211 —0- algll =0,

21
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@1(’02) = 12 — ll(’L)g)l2 + l2(’02)l1 = l2 - l2 + 0=0.

Thus, wy is an element of the subalgebra of the exterior algebra of V' generated by
V3,500 If w1 = 0, then w = " A2, If wy # 0, we repeat the above taking wy
in the place of w. So, inductively, we arrive at the conclusion, since V has finite

dimension. O

Corollary 1.2. If w is a skew-symmetric, bilinear form of rank 2k of a vector
space, then k is the mazximal positive integer such that w A ... Nw # 0 (k times).

Proof. Indeed from Cartan’s lemma, the (k + 1)-fold wedge product of w with itself
is equal to 0 and the k-fold is w A ... Aw = k! - I" A AR #£0. 0

By Cartan’s lemma, if (V,w) is a symplectic vector space of finite dimen-
sion, there exists some n € N such that dimV = 2n and there exists a basis
{ai,...,an,b1,...,b,} of V* such that

w=a; ANbi+ags Aby+---+a, A b,.

This basis is dual to a basis {vy,...,vn,u1,...,u,} of V which is called a sym-
plectic basis and is characterized by the properties w(v;,v;) = w(u;,u;) = 0 and
w(vi, uj) = ;5 for 1 <i4,5 < n.

W<V, weset Wt ={veV: :www)=0 forevery w e W}. Obviously,
WL <V and (W) ={a € V*:a|ly = 0}, since @ is an isomorphism.

Lemma 1.3. Let (V,w) be a symplectic vector space of dimension 2n and Wy, W,
W be subspaces of V.. Then the following hold:

(a) dim W + dim W+ = dim V = 2n.

(b) WAt =Ww.

(c) W1 < Wy if and only if W5~ < Wit.

(d) le‘ QWQJ‘ = (W1 +W2)J_.

(e) (Wy N Wo)t = Wit + Wi

Proof. (a) Since (W) coincides with the anihilator of W, its dimension is dim V —
dim W and W+ has the same dimension, because & is an isomorphism.

(b) Evidently, W < W+ and since dim W = dim W+, by (a), we have W =
WJ_J_

(c) If Wi < W, then obviously Wi~ < Wit. Conversely, if W5t < Wit, then
from (b) we have Wy = Wi-+ < Wit = W,

(d) From (c) we have (W; + Wo)t < Wit N Wyt and if v € Wi N W3- and
wy € W1, wy € Wy, then

w(v,w; +w2) = w(v,wr) +w(v,wz) =0+ 0=0.

Thus, v € (W + Wa)*, which shows that (W1 +Wo)t = Wit nwi-.
(e) From (b) and (d) we have (W1 N Wa)t = (Wit + WihH)+t+ = Wit + Wik,
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Example 1.4. Let W be a vector space of dimension n. On W x W* consider the
skew-symmetric, bilinear form w defined by

w((w,a), (W', ad)) = d(w) —alw).

If now @(w,a) = 0, then 0 = w((w, a), (w',0)) = —a(w’) for every w' € W. Thus
a = 0. Similarly, 0 = w((w,a),(0,a’)) = a/(w) for every ' € W*. Hence w = 0.
This shows that (W x W* w) is a symplectic vector space.

Let (V,w) be a symplectic vector space of dimension 2n. A subspace W <V is
called

(i) isotropic, if W < W+, and then dim W < n,

(ii) coisotropic, if W+ < W, and then dim W > n,

(iii) Lagrangian, if W = W+, and then dim W = n, and

(iv) symplectic, if W N W+ = {0}, and then dim W is even.

For instance, in Example 1.4, the subspaces W x {0} and {0} x W* are
Lagrangian. Obviously, any 1-dimensional subspace is isotropic.

Proposition 1.5. Every isotropic subspace of a symplectic vector space (V,w) is
contained in a Lagrangian subspace.

Proof. Let W <V be an isotropic subspace, which is not Lagrangian itself. There
exists v € W+ \ W. Then (v) is an isotropic subspace of V and therefore (v) <
(v)r N W+, By Lemma 1.3(c), W < (v)*, and thus W < (v)* N W+, since W is
isotropic. From Lemma 1.3(d) we have now

(V) + W < () nW = ((0) + W)™,

which means that (v) + W is isotropic. Since dim V' is finite, repeating this process
we arrive after a finite number of steps at a Lagrangian subspace. [J

Corollary 1.6. Every symplectic vector space contains a Lagrangian subspace. [J

The Lagrangian subspaces of a symplectic vector space can be characterized as
follows.

Proposition 1.7. Let W be a linear subspace of a symplectic vector space (V,w) of
dimension 2n. The following assertions are equivalent.

(i) W is Lagrangian.

(ii) W is isotropic and dim W = n.

(iii) W is isotropic and has an isotropic complement in V.

Proof. Obviously, assertions (i) and (ii) are equivalent. To prove that they imply
(iii), we construct and isotropic complement of the Lagrangian subspace W. Let
vy ¢ W and Uy = (v1). Then Uj is isotropic and W N U; = {0}. Therefore,

W+ U =Wt4 Ui =V
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In the second step we choose vy € Ull such that vy ¢ W+U; and put Uy = Uy @ (v1).
Then Us is isotropic, because

Uy = (’Ul,’U2> < Ull N <U2>J' = U2J'

and WNUs = {0}, so that VV—I—U2l = V. Inductively, if an isotropic subspace Uj_1 of
dimension k—1 has been defined such that WNUy_; = {0}, we put Uy = Up_1D (vg),
where vy, € U/Ij_1 is such that vy ¢ W + Ug_1. Obviously, W N U, = {0}, so that
W + Ukl =V and

Uk = Ug—1 ® (vg) < U,ﬁ‘_l N <Uk>J‘ = U,ﬁ‘.

Since at each step the dimension increases by 1, we have dimU,, = n and U, is a
Lagrangian complement of W in V.

For the converse it suffices to prove that (iii) implies W+ < W. Let v € W+, If
U is an isotropic complement of W in V| there exist unique w € W and u € U such
that v = w + u. Since U is isotropic, we have

u=v—weWtnU*+=W+0U)* =v+={0}.
Consequently, v =w € W. O

A linear map f : (V,w) — (V’',w’) between symplectic vector spaces is called
symplectic if f*w' = w. Evidently, every symplectic linear map is injective.

Theorem 1.8. For every positive integer n there exists exactly one symplectic
vector space of dimension 2n, up to symplectic linear isomorphism.

Proof. Let (V,w) be a symplectic vector space of dimension 2n. It suffices to
construct a symplectic linear isomorphism from (V,w) to the standard Example 1.4.
By Corollary 1.6, there exists a Lagrangian subspace W of V. By Proposition 1.7,
there exists a Lagrangian subspace U of V such that V=W @ U. Let F': U — W*
be the linear map defined by F(u)(w) = w(w,u). Since W is Lagrangian, F' is a
linear isomorphism. Therefore, f =id® F : V — W & W* is a linear isomorphism.
Moreover,

Fug)(wr) — F(ur)(wa) = w(wy, ug) — w(wa, u1) = w(wy + w1, wa + ug)

for every wq, wo € W and uq, ug € U, because W and U are Lagrangian. It follows
that f is symplectic. [

Example 1.9. Let h denote the usual hermitian product on C". As a real vector
space C" = R?" carries the symplectic structure

w(z,w) = —Imh(z,w).
A real subspace W is isotropic if and only if h(wq,ws) € R for every wy, wy € W.

Let J : C* — C" be multiplication by i. Then h(z,u) = h(J(z),J(u)) for every z,
u € C" and so W is isotropic if and omly if J(W) is. Obviously, W N J(W) = {0},
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since W is a real subspace. It follows that W is Lagrangian if and only if
h(w,ws) € R for every wy, we € W and C* = W & J(W). Thus, C" is the
complexification of the real space W and the real and imaginary subspaces W and
J (W), respectively, are Lagrangian.

Let (V,w) be a symplectic vector space. A complex structure on V' is a linear
automorphism J : V' — V such that J? = —id. It is said to be compatible with
the symplectic structure if it is symplectic and w(v, J(v)) > 0 for all non-zero v € V.

Theorem 1.10. On every symplectic vector space (V,w) there exists a compatible
complex structure J and a positive definite inner product g given by the formula
g(u,v) = w(u, J(v)) for every u, v e V.

Proof. Let (,) be any positive definite inner product on V. All adjoints below
are taken with respect to this inner product. Since w is non-degenerate and skew-
symmetric, there exists a unique skew-symmetric linear automorphism A : V — V
such that w(u,v) = (A(u),v) for every u, v € V. So, A = —A and —A? = A'A
is a positive definite self-adjoint linear automorphism of V', which has a unique
square root. This means that there exists a unique positive definite self-adjoint
linear automorphism B : V — V such that B> = —A%. Let J = AB~'. Then

Ji=B YA =-BlA=BA ' =]}
which means that J is orthogonal. Moreover,
B? = —A? = AA' = JBB'J' = JB*J! = (JBJ )2

From the uniqueness of the square root of —A% we get B = JBJ~! and therefore
JB =BJ and J = AB~! = B~'A. We conclude that A and B commute and

J? = A(B*)7'A = A(-A?)"1A = —id.

Also,
w(J(u), J(v)) = (A*B~}(u), AB™(v)) = (= B(u), B~ A(v))

= <_u7 BB_lA(U» < ( )> <A(u)7v> = w(uﬂ})

for every u, v € V. Finally, the formula g( ,v) = w(u, J(v)) defines a positive defi-
nite inner product, because g(u,v) = (AJ 1 (u),v) = (B(u),v) for every u, v € V. O

Having a compatible complex structure J on a symplectic vector space (V,w),
the latter becomes a complex vector space by setting i - v = J(v) for every v € V.
Moreover, h = g — iw is a positive definite hermitian product on V. The triple
(V,w, J) is called a Kéhler vector space.

Returning to the proof of Theorem 1.10, we note that the compatible complex
structure J is a function of the initially chosen positive definite inner product. Every
compatible complex structure arises in this way, because w(u,v) = g(J(u),v). If
we start with two positive definite inner products s; and sy on V which lead to
compatible complex structures J; and Jo, respectively, then the linear path s, =
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(1 —t)sy +tse, 0 <t <1, gives a path from J; to Jo. This shows that the space
J(V,w) of the compatible complex structures is path connected. We shall prove
later that it is actually contractible.

2.2 The symplectic linear group

Recall that for every n € N there exists only one symplectic vector space of dimension
2n (up to symplectic linear isomorphism). So we need only consider R™ x (R™)* with
the canonical symplectic structure w of Example 1.4. If (,) denotes the euclidean
inner product on R?", then R™ x (R™)* can be identified with R?" =2 R" ©R", where

the symplectic form is given by the formula

w((m,y), (xlvy/)) = <x,y'> - <$I7y>'

The complex structure J : R?® — R?" is the orthogonal transformation J(x,y) =
(—y,z) for x, y € R". Then, J? = —id and

w((z,y), («',9) = (J(z,y), (@', y)).

A linear map f : R?" — R?" with matrix A (with respect to the canonical basis)
is symplectic if and only if

(Ju,w) = w(v,w) = w(Av, Aw) = (JAv, Aw) = (A'JAv, w),

for every v, w € R?". So, f is symplectic if and only if A'’JA = J. The set of
symplectic linear maps

Sp(n,R) = {A € R . ALJA = J}

is a Lie group, as a closed subgroup of GL(2n,R), and is called the symplectic group.
To see that Sp(n,R) is a Lie group in an elementary way which gives directly its
Lie algebra, let F': GL(2n,R) — s0(2n,R) be the smooth map

F(A) = A'JA.

Then, Sp(n,R) = F~!(J) and it suffices to show that .J is a regular value of F. The
derivative of F' at A is Fia(H) = H'JA+ A'JH, H € R*?"_ Let A € Sp(n,R)

and B € so0(2n,R). If H = —%AJB, since A'J = JA™!, then

H'JA+ A'JH = —%(JB)tJ + J(—%JB) = —%BtJtJ - %J2B = B.

This shows that Fi4 is a linear epimorphism. Hence Sp(n,R) is a Lie group with
Lie algebra
sp(n,R) = {H € R**?" . H'.J + JH = 0}.

equipped with the usual Lie bracket of matrix groups and has dimension 2n? + n.
Let h: C"* x C" — C be the usual hermitian product defined by

h(u,v) = (u,v) — iw(u,v).
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If now A € GL(2n,R), then identifying R?" with C" we have
A € U(n) if and only if h(Au, Av) = h(u,v) for every u, v € R?"
if and only if (Au, Av) = (u,v) and w(Au, Av) = w(u,v) for every u, v € R?"
if and only if A € O(2n,R) N Sp(n,R)
if and only if JA = AJ and (Au, Av) = (u,v) for every u, v € R?"
if and only if A € O(2n,R) N GL(n,C)
if and only if (AJu, Av) = (JAu, Av) = (Ju,v) for every u, v € R?"
if and only if A € Sp(n,R) N GL(n,C).
In other words,

O(2n,R) N Sp(n,R) = O(2n,R) N GL(n,C) = Sp(n,R) N GL(n,C) = U(n).

Note that every element A € Sp(n,R) preserves the volume and det A = 1. If \ is
an eigenvalue of A with multiplicity k£ € N, then since

det(A — My,) = det(Al — Mo,) = det(J 1AL — A]y,)J) =
det(A™! — \Io,) = det A7t - det(I, — AA) = A*" - det(A — %[zn)

1
and A # 0, because A is invertible, we conclude that — is also an eigenvalue of A of

multiplicity k. Hence tha total multiplicity of all eigenvalues not equal to 1 or —1
is even. It follows that if —1 is an eigenvalue of A, it occurs with even multiplicity
and the same holds for 1, if it is an eigenvalue of A. Finally, if A\, u are two real
eigenvalues of A and A\u # 1, then the corresponding eigenspaces are w-orthogonal,
because if Ax = Ax and Ay = uy, then

(J(2),y) = w(z,y) = w(Az, Ay) = (JA(2), A(y)) = Au(J (), y)

and therefore we must have w(z,y) = 0.
There is a symplectic version of the well known polar decomposition for the
general linear groups. If A € Sp(n,R), then

(AN JA = AJA ' = AJJAT T = -7t =T
and
(APAYJATA = A'ATA'A = A'TA=J

and therefore A' and R = A'A are also symplectic. Also R is symmetric and
RJR=Jor JR= R 'J and RJ = JR™!. Moreover, R is positive definite (with
respect to the euclidean inner product). So there exists a unique positive definite,
symmetric matrix S such that S%2 = R, and S € Sp(n,R), since

(8L = —JS 2] = ~(JS2N) = ~(JRJ) ' = ~(-RT) ' =R

and so —JS~'J = S, by uniqueness, or equivalently J = SJS, which means that
S € Sp(n,R). This argument shows that the square root of any positive definite,
symmetric, symplectic matrix is also symplectic.

Now if U = AS™!, then

(Uz,Uy) = (S~ "2, RS™y) = (S7'x, Sy) = (z,y)
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for every x, y € R?", since S is symmetric. Therefore, U € O(2n,R) N Sp(n,R) =
U(n) and we get the polar decomposition A = US. Note that given such a
decomposition, we have A = SU™! and so A'A = SUT'US = S?, which means
that S must be necessarily the unique square root of A'’A. This implies the
uniqueness of the polar decomposition.

Lemma 2.1. If R is positive definite, symmetric, symplectic matriz, then
R* € Sp(n,R) for every real number a > 0.

Proof. From the spectral theorem, R?" is decomposed into a direct sum (actually
orthogonal with respect to the euclidean inner product) of the eigenspaces V(\)
of R, where A is a (necessarily real) eigenvalue of R. Since R is positive definite,
A > 0 and V() is the eigenspace of R® corresponding to the eigenvalue A*. As we
saw above, if A\, p are two eigenvalues of R and Ay # 1, then V(\) and V(u) are
w-orthogonal. In particular, if A # 1 then V() is isotropic. In case Ay = 1, we have

w(R*(x), B*(y)) = (An)*w(z,y) = w(z,y)

for every z € V(A\) and y € V(). Since every vector of R?" is a sum of eigenvectors
of R, the conclusion follows. [

Corollary 2.2. The unitary group U(n) is a strong deformation retract of Sp(n,R).
In particular, Sp(n,R) is connected and the homogeneous space Sp(n,R)/U(n) is
contractible.

Proof. Recalling the polar decomposition of a symplectic matrix A, we see that
the map 7 : Sp(n,R) — U(n) defined by r(A) = A(A*A)~'/? is a retraction. Also,
H :Sp(n,R) x [0,1] — Sp(n,R) defined by

Hy(A) = A(ATA) ™32, 0<s<1,

is a homotopy H : id ~ jorrel U(n), where j : U(n) — Sp(n,R) denotes the
inclusion. This homotopy rel U(n) descends to a homotopy on Sp(n,R)/U(n) and
so the latter is contractible. [J

Proposition 2.3. The unitary group U(n) is a mazimal compact subgroup of
Sp(n, R).

Proof. Let G be a compact subgroup of Sp(n,R) and ug denote the Haar measure
of G. Let

R= /G (A A)dpc(A).

Since puq is right and left invariant, because G is compact, we have B'RB = R for
all B € G. As above, S = RY? is symplectic and so SBS™! e Sp(n,R). Also,
SBS~! € O(2n,R), because

(SBS™!(x), SBS™(y)) = (BS™!(x), RBS™(y)) = (S™'(x), B'RBS™ (1))
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= (S7H(x), RS™(y)) = (57 (2), S(y)) = (z,y)

for every x, y € R?". Hence SGS~! < U(n), which proves the assertion. [J

We recall that the group SU(n) is simply connected. This can be proved by
induction as follows. It is trivial for n = 1, since SU(1) is the trivial group. Assume
that n > 1 and SU(n — 1) is simply connected. The map p : SU(n) — S?"~! which
sends A € SU(n) to its first column is a fibration with fiber SU(n — 1). From the
homotopy exact sequence of p we get an exact sequence

{1} = m(SU(n — 1)) — 71 (SU(n)) — 71 (S*~ 1) = {1}
and hence m (SU(n)) = {1}.

Proposition 2.4. The determinant map det : U(n) — S' induces an isomorphism
on fundamental groups.

Proof. The determinant map is a smooth submersion and therefore a fibration, since
U(n) is compact. Its fiber is SU(n) and from the homotopy exact sequence we get
the exact sequence

(1} = m(SUM)) = m U n) ¥ 71(8Y) = mo(SUM)) = {1}. O

Corollary 2.5. 71(Sp(n,R)) = Z. O

The symplectic group is related to the space of compatible complex structures of
a symplectic vector space. The standard complex structure .J belongs to J(R?", w)
and the corresponding positive definite inner product is the euclidean.

Let I € J(R?",w). If L a Lagrangian subspace, then I(L) is a Lagrangian com-
plement of L. Let {v1,...,v,} be an orthonormal basis of L with respect to the posi-
tive definite inner product which corresponds to I. Then {v1, ..., v, I(v1), ..., [(vy)}
is an orthonormal (with respect to the same inner product) symplectic basis. Hence
there exists A € GL(2n,R) such that I = AJA™L.

The Lie group Sp(n,R) acts continuously on J(R?", w) by conjugation. We
shall use this action in order to prove essentialy that the latter is homeomorphic to
the space of positive definite, symmetric, symplectic matrices.

Theorem 2.6. The space J(R?",w) is homeomorphic to the homogeneous space
Sp(n,R)/U(n) and is therefore contractible.

Proof. Since the isotropy group of J is Sp(n,R) N GL(n,C) = U(n), it suffices to
prove that the action of Sp(n,R) on J(R?*",w) by conjugation is transitive. Let I €
J(R?" w) and let A € O(2n,R) be such that I = AJA™!. Let g(v,w) = w(v, I(w))
be the corresponding positive definite inner product and § the positive definite inner
product which corresponds to J with respect to A*w. Then

9(v,w) = (Aw) (v, J (w)) = g(A(v), A(w))
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for every v, w € R?". There exists B € GL(2n,R) such that

9(v,w) = (B(v), B(w))

for every v, w € R?". We can choose such B so that it commutes with .J. In-
deed, if {v1, ..., vn, J(v1), ..., J(vp) } is & g-orthonormal and A*w-symplectic basis and
{ui,...;un, J(u1), ..., J(up)} is a (, )-orthonormal and w-symplectic basis, we can de-
fine B setting B(vj) = u; and B(J(v;)) = J(uj), 1 < j < n, and then B has the
desired properties. Now we have

w(BA Y (v), BA™ (w)) = (JBA™ (v), BA" Y (w)) = (BJA™ (v), BA™ (w))
= (BA™'(v), BA™ (w)) = g(A™ (v), A™H(w)) = g(I(v),w) = w(v, w)

for every v, w € R?" and therefore BA~! € Sp(n,R). Since (BA~1)I(BA~!)~! = J,
this proves that Sp(n,R) acts transitively on J(R?", w). O

As a last issue in this section we shall discuss the set of Lagrangian subspaces.
Let L(n) denote the set of all Lagrangian linear subspaces of R?*. A n-dimensional
subspace W < R?" is Lagrangian if and only if w is zero on W or equivalently
J(W) is orthogonal to W with respect to the euclidean inner product (,)

Example 2.7. Let A € R™" and let W = {(z, A(z)) : * € R} be the graph of
A. Since W has dimension n, it is a Lagrangian subspace of R?" if and only if it is
isotropic or equivalently

0= {((z,A(2)), J(y, A(y))) = {(z, A(2)), (=A(y),vy)) = —(z, A(y) + (A(z), )

for every z, y € R™. Hence W is Lagrangian if and only if A is symmetric.

Let W < R?" be a Lagrangian subspace. Let B : W — R" = R” x {0} be an
orthogonal isomorphism (with respect to the euclidean inner product) and let

A WaJW)=R"™ 5 R™=R"q JR")
be defined by A(v+ J(u)) = B(v)+ J(B(u)). Then, B = Al and AJ = JA. Also,
w(A(v + J(w)), A(v' + J(«))) = (JB(v) — B(u), B(v') + JB(u'))

=0+ (v,u) — (u,v") — 0 =w +u,v +u)

for every v, v/, u, v’ € W, since J and B are orthogonal transformations. Thus,
A€ O2n,R)NGL(n,C) = U(n) and U(n) acts transitively on L(n). The isotropy
group of the Lagrangian subspace R™ x {0} is the subgroup of U(n) consisting of real
matrices, that is O(n,R). Hence L(n) = U(n)/O(n,R) and so it has the structure
of a homogeneous smooth manifold of dimension
2 —1 —1 1
dimU(n) — dimO(n,R) =n + nn—1) _nln ):n(n+ )
2 2 2

For every U € U(n) and A € O(n,R) we have det(UA) = detU - det A = £ det U.
So, we have a well defined smooth function (det)? : L(n) — S*. Obviously, (det)?
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is a submersion, and therefore a fibration, since U(n) is compact. Let now Uy,
Us € U(n) be such that (det U;)? = (det Us)?. There exists A € O(n,R) such that
det Uy = det(UsA) and therefore Uy (U A)~! € SU(n) and

(U1 (U A)™HUA - O(n,R) = Uy - O(n,R).

Consequently, the group SU(n) acts transitively on each fiber of (det)? with isotropy
group SO(n,R). This shows that each fiber of (det)? is diffeomorphic to the homo-
geneous space SU(n)/SO(n,R), which is simply connected, since SU(n) is simply
connected and SO(n,R) is connected, by the homotopy exact sequence of the fibra-
tion

SO(n,R) < SU(n) — SU(n)/SO(n,R).

From the homotopy exact sequence of the fibration

SU(n)/SO(n,R) — L(n) =% g1

we have the exact sequence

{1} = m(SU(n)/SO(n,R)) — m(L(n)) = Z — m(SU(n)/SO(n,R)) = {1}.

~

It follows that (det)? induces an isomorphism 1 (L(n)) = Z, and therefore also an
isomorphism on singular cohomology ((det)?)* : Z = H'(L(n);Z). The cohomology
class ((det)?)*(1) is called the Maslov class.

2.3 Symplectic manifolds

A symplectic manifold is a pair (M,w), where M is a smooth manifold and w is

a closed 2-form on M such that (T,M,w,) is a symplectic vector space for every
1

p € M. Necessarily then M is even dimensional and if dim M = 2n, then —w" is a

|
n!
volume 2n-form on M. So M is orientable and w determines in this way an orien-

tation. However, not every orientable, even-dumensional, smooth manifold admits
a symplectic structure. If (M,w) is a compact, symplectic manifold of dimension
2n, then w defines a real cohomology class a = [w] € H?(M;R) and the cohomology
class a" = aU---Ua € H*(M;R) is represented by w™ = w A --- Aw. So, a™ # 0
and the symplectic form w cannot be exact. It follows that if M is an orientable,
compact, smooth manifold such that H2(M;R) = {0}, then M admits no symplec-
tic structure. For example, the n-sphere S™ cannot be symplectic for n > 2, as well
as the 4-manifold S x S3.

A smooth map f : (M,w) — (M’ ') between symplectic manifolds is called
symplectic if f*w' = w. If f is also a diffeomorphism, it is called symplectomorphism.
In this way symplectic manifolds form a category. The product of two symplectic
manifolds (M1, w;) and (Ma,ws) is the symplectic manifold

(My x M, miw; + mow),

where m; : My x My — Mj, j = 1,2, are the projections.
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Example 3.1. For every positive integer n, the space R?" is a symplectic manifold,
by considering on each tangent space TPR2" =~ R?" the canonical symplectic vector
space structure. If dat, da?,..., dz™, dy', dy?,..., dy" are the canonical basic differ-
ential 1-forms on R?", then the canonical symplectic manifold structure is defined

by the 2-form
Z dat A dy.
i=1

Example 3.2. Another simple example is the 2-shpere with its standard area
2-form w given by the formula w,(u,v) = (z,u x v) for u, v € T,S? and = € S?,
where x denotes the exterior product in R3. With this area 2-form the total
area of S? is 47w. More generally, let M C R? be an oriented surface. The Gauss
map N : M — S? associates to every z € M the outward unit normal vector
N(x) L T,M. Then, as in the case of S2, the formula w,(u,v) = (N(z),u x v) for
u, v € T, M defines a symplectic 2-form on M.

Example 3.3. The basic example of a symplectic manifold is the cotangent bundle
T*M of any smooth n-manifold M with the symplectic 2-form w = —df, where 0 is
the Liouville canonical 1-form on T*M. Recall the locally w is given by the formula

n
w|locally = Z dql A dpi
i=1

and compare with Example 3.1.

Another important example of a symplectic manifold is the complex projective
space, which is an example of a Kahler manifold.

Example 3.4. For n > 1 let CP" denote the complex projective space of complex
dimension n and 7 : C"*1\ {0} — CP" be the quotient map. Recall that there is a
canonical atlas {(Vj,¢;) : 0 < j <n}, where V; = {[20, ..., 2] € CP" : zj # 0} and

20 Zji—1 Zj+1 z
Bil205 ooy 2] = (5, oy 22—, 222,
<j Zj j Zj
The quotient map 7 is a submersion. To see this note first that ¢gom : 7= 1(Vy) — C"
is given by the formula
Z1 Zn
om)(20, ..y 2n) = (—, ..., —).
(G0 0 7m) (20, 2n) = (s eon -
Let 2 = (20,...,2,) € 7 (V) and v = (vg, ..., v,,) € T,C" =2 C*"*! be non-zero.
Then v = 4(0), where v(t) = z + tv, and

omomit) = (2, i)

20 + tUo’ oY Zp + tvg

so that

/ U1 A1 Un  Z2n00
oo 0) = T T Ty ey —— — .
R e )
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This implies that v € Ker m,, if and only if [vg, ..., v,] = [20, .., 2n]. In other words
Ker m,, = {A\z : A € C}. Obviously, for every ((o,...,(,) € C" there exists v =
(v0, -y vn) € C™*L such that

(. _ U_] _ Zj’U(]
J 20 Zg

Since similar things hold for any other chart (V}, ¢;) instead of (Vo, ¢o), this shows
that 7 is a submersion.

The inclusion §27+! < C"+1\ {0} is an embedding and so its derivative at every
point of S$2"*1 is a linear monomorphism. For every z € S?"*! we have

Ker(m|gen+1)s. = Kerm,, N T,8*" = {\z: X\ € C and Re\ = 0}

which is a real line. On the other hand, 7~!(7(2))N.5?"*! is the trace of the smooth
curve o : R — S?"*! with o(t) = e’z for which ¢(0) = z and 5(0) = iz. Therefore
Ker(7|g2n+1)+, is generated by ¢(0).

Let h be the usual hermitian product on C**1. If

W,={ne T,Cnt . h(n, z) = 0},

then .. |w, : W, — T},CP" is a linear isomorphism for every z € C"*1\{0}. Indeed,
for every v € T,C"*! there are unique A € C and n € W, such that v = \z + 7.
Obviously,

h h

= (U72)7 n=uv— (U’Z)-z

h(z, z) h(z, z)
The restricted hermitian product on W, can be transfered isomorphically by ., on
TMCPTL. If now

91210, w) = Re h((mxlw.) ™ (v), (mez lw) ™ H(w))

for v, w € T},;CP", then g is Riemannian metric on CP" called the Fubini-Study
metric. If z € S then W, = {v € T,8*"*! : (v,5(0)) = 0}.

Each element A € U(n + 1) induces a diffecomorphism A : CP" — CP". More-
over, A(W,) = Wy, for every z € C"+1\ {0} and therefore A is an isometry of
the Fubini-Study metric. In this way, U(n + 1) acts on CP" by isometries. The
action is transitive and so CP" is a homogeneous Riemannian manifold with re-
spect to the Fubibi-Study metric. Indeed, U(n + 1) acts transitively on S?*F1
because if z € §?"*1, there exist Ey,...E, € C""! such that {E,... E,, 2} is an
h-orthonormal basis of C**!. The matrix U with columns F, ..., E,, z is an ele-
ment of U(n + 1) such that U(e;) = Ej for 1 < j < n and U(ep41) = 2. This last
equality shows that U(n + 1) acts transitively on CP".

The isotropy group of [ep+1] = [0,...,0, 1] consists of all A € U(n+ 1) such that
A(eny1) = eny for some A € S'. This means that

B 0
-0
for some B € U(n). Since A = AA, this implies that the isotropy group of [en+1]

is U(n), considered as a subgroup of U(n + 1) as above, and therefore CP™ is
diffeomorphic to the homogeneous space U(n + 1)/U(n).
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If A€ U(n+1), then det A € S and taking a € S* such that a” = det A we

have a ' A € SU(n +1) and A = a—1A. Hence SU(n + 1) acts also transitively on
CP™ and CP™ is diffeomorphic to SU(n + 1)/U(n), if we identify U(n) with the
subgroup of SU(n + 1) consisting of matrices of the form

(B : >
1
0 det B

for Be€ U(n). If A € SU(n+ 1) belongs to the isotropy group of [e,,+1] and AA has

the above form, then det B = A\"*! and putting B’ = XB’ we have now

/!
-5 9)
A
where det B’ = . Therefore A € U(n), as a subgroup of SU(n + 1).

The scalar multiplication with the imaginary unit ¢ defines a linear automor-
phism J : W, — W, such that J? = —id and h(Jv, Jw) = h(v,w) for every v,
w € W,. Conjugating with m..|w,, we get a linear automorphism J; of T}, CP"
depending smoothly on [z], which is a linear isometry, such that J[2Z | = —id. In other

words, the Fubini-Study metric is a hermitian Riemannian metric.
If we set wi,)(v,w) = g;)(J}.v, w) for v, w € T}, CP", then

Wiz (wv U) = g[z](J[z]w7 U) = 9[z] (Ua J[z]w) = _g[z}('][z}va ’LU) = —Wp (U7 w)

So we get a differential 2-form on CP", which is obviously non-degenerate since J,
is a linear isomorphism. To see that w is symplectic, it remains to show that it is
closed. This will be an application of the following general criterion.

Proposition 3.5. (Mumford’s criterion) Let M be a complex manifold and G be
a group of diffeomorphisms of M which preserve the complex structure J of M
and a complex hermitian metric h on M. If J, € p,(G,) for every z € M, where
p. + G, — Aulc(T, M) is the isotropic linear representation of the isotropy group
G, then the 2-form w(.,.) = Re h(J.,.) is closed.

Proof. Since every g € GG leaves J and h invariant, it leaves w invariant and therefore
dw also. For g € G, and v, w, u € T, M we have

because p.(g) = g«.. Since J, € p.(G,), there exists g € G, such that J, = p.(g)
and so
(dw):(u,v,w) = (dw).(Ju, Jv, J,w) = (dw)Z(qu, va, JZQw)

= —(dw),(u, v, w).
Hence dw = 0. O

In the case of CP™ we apply Mumford’s criterion for G = SU(n + 1), since CP™
is diffeomorphic to the homogeneous space SU(n +1)/U(n). The isotropy group of
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[2] € CP" is G|;) = U(W,). Indeed, recall that W, , = C" x {0} and as we saw
above there exists A € U(n + 1) such that A(en41) = 2. Then, G|} = flG[enH]fl_l
and A(W,) = W,,,. Since every element of G|, is a C-linear, the isotropic linear
representation pp, : SU (n+ D —U (n) is precisely the above group isomorphism
G;) 2 U(W,). It follows that J|,) = il, € U(W,), because it is just multiplication by
i, and by Mumford’s criterion the non-degenerate 2-form wp,|(v, w) = gp.1(J};(v), w)
for v, w € Tj,jCP", z € CP™ is closed and hence symplectic.

This concludes the description of the symplectic structure of complex projective
spaces. The complex projective space is an example of a Kédhler manifold. The class
of Kéhler manifolds is important in Differential Geometry, Symplectic Geometry
and Mathematical Physics. They will be descussed briefly in a subsequent section.

Having in mind the symplectic structure of the complex projective space we
give the following.

Definition 3.6. An almost symplectic structure on a smooth manifold M of
dimension 2n is non-degenerate, smooth 2-form on M. An almost complex structure
on M is a smooth bundle endomorphism J : TM — TM such that J? = —id.

The following proposition leads to vector bundle obstructions for a compact
manifold to be symplectic.

Proposition 3.7. A smooth manifold M of dimension 2n has an almost complex
structure if and only if it has an almost symplectic structure.

Proof. Let J be an almost complex structure on M. Let gy be any Riemannian
metric on M and g be the Riemannian metric defined by

9(v,w) = go(v,w) + go(Jv, Jw)
for v, w € T,M, p € M. Then,
g(Jv, Jw) = go(Jv, Jw) + go(J?v, J*w) = go(Jv, Jw) + go(—v, —w) = g(v,w).
The smooth 2-form w defined by
w(v,w) = g(Jv,w)

is non-degenerate, because w(v, Jv) > 0 for v # 0.

The proof of the converse is similar to the proof of Theorem 1.10, where now
linear maps are replaced by vector bundle morphisms. Suppose that w is an almost
symplectic structure on M and let again g be any Riemannian metric on M. There
exists a smooth bundle automorphism A : TM — TM (depending on g) such
that w(v,w) = g(Av,w) for all v, w € T,M, p € M. Since w is non-degenerate
and skew-symmetric, A is an automorphism and skew-symmetric (with respect to
g). Therefore, —A? is positive definite and symmetric (with respect to g). So,
it has a unique square root, which means that there is a unique smooth bundle
automorphism B : TM — TM such that B?> = —A2%. Moreover, B commutes with
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A. Then, J = AB™! is an almost complex structure on M. [J

Remark 3.8. In the proof of the converse statement in Proposition 3.7 we have
used the easily proved fact that if wy, t € R, is a family of symplectic bilinear forms
on R?", and ¢, t € R, is a family of positive definite inner products all depending
smoothly on ¢, then following the proof of Theorem 1.10 we end up with a smooth
family of corresponding compatible complex structures J;, ¢t € R, on R?>*. This
guarantees the smoothness of the almost complex structure J on M.

If (M,w) is a symplectic manifold, an almost complex structure J on M is
called compatible with w if g,(u,v) = —w(J(u),v), for u, v € T,M, x € M,
is a Riemannian metric on M preserved by J. As the proof of Proposition 3.7
shows, any symplectic manifold carries compatible almost complex structures.
As we commented after the proof of Theorem 1.10, if Jy and J; are two almost
complex structures compatible with w, there exists a smooth family J;, 0 <t < 1,
of compatible almost complex structures from Jy to J;. Actually the arguments
used to prove Theorem 2.6 can be globalized to prove that the space J(M,w)
of compatible almost complex structures is contractible. This is important for
uniqueness of invariants arising from a compatible almost complex structure.

Example 3.9. Let M C R3 be an oriented surface with Gauss map N : M — S2.
An almost complex structure J on M can be defined by the formula

Jy(v) = N(z) x v
forve T, M, x € M, since
J2(v) = N(@) x (N(x) x v) = (N(2), ) N(@) — (N(2), N(@))v = —0.
Recall from Example 3.2 that the symplectic 2-form w on M is defined by
we(u,v) = (N(x),u X v) = (N(x) X u,v) = (Jy(u),v).
So J is compatible with w.
Example 3.10. Not every almost complex manifold is symplectic. We shall con-
struct an almost complex structure on the 6-sphere S using the exterior product
in R7, defined from the Cayley algebra of octonions, in the same way as we did in
the previous Example 3.9. As we know S carries no symplectic structure. It is still
unknown whether S® can be made a complex manifold.

As a vector space the (non-associative) Cayley algebra of the octonions is iso-
morphic to R8. Each octonion a = (a,,ag, a1, az, a3, as,as,ag) can be written as

6
a=a, -1+ E a;e;
j=0

where {eg, e1, €2, €3, 4, €5, €6} is the canonical basis of R7. The first component a, is
the real part and can be considered a real number, and the second is the imaginary
part, which is a vector @ € R”.
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The multiplication is defined as

-, —.

(ar +@) - (b +b) = arb, — (@.0) + ayb + by +»_ aibje; - e;
i#]

where (,) is the euclidean inner product and e; - e; is given by the following multi-
plication table

€0 €1 €2 €3 €4 €5 (&
€0 -1 €2 —e1 €4 —€3 €6 —€5
€1 —€9 -1 €0 —E€j5 €6 €3 —€4
€2 €1 —€0 -1 €6 €5 —€4 —€3
€3 —€q €5 —€g -1 €0 —eq €2
eq | e3 | —eg | —es | —eg | —1 €9 el
€5 —€g —es3 €4 €1 —€9 -1 €0
€6 €5 €4 €3 —€9 —e1 —€0 -1

If a, b € R” are considered as purely imaginary octonions, then

a- g: —(6, l;> + Zaibjei ‘€.
i#]

Letting the imaginary part be

a X g: Zaibjei X €5
i#]
where e; X ej = ¢; - ej for i # j and e; x e; = 0, we get a skew-symmetric, bilinear
product x : R” x R” — R with the additional properties:

(i) (axb(?} (d, 5><5>and

(11)a><(b><5)—|—(a><b)><c-2(a oAb — (b, Q)a — (b,@)¢
for every da, b, @€ R”. From (ii) follows that @ x b is orthogonal to both @, b and

(i) @ x (@ x b) = (@,b)a — (@,a)b.

Identifying T}, S% with a linear subspace of R® for every = € S% as usual, we can
define J,, : T,,S® — T.S° to be the linear automorphism given by J,(v) =  x v and
then

J2(v) =z x (x x v) = —(z,2)v = —0.

Since J depends smoothly on z € S%, it is an almost complex structure on SS.

The tangent bundle of a symplectic manifold (M,w), or more generally of an
almost complex manifold, is the realification of a complex vector bundle. This
situation is a particular case of a symplectic vector bundle. A symplectic vector
bundle (F,w) over a smooth manifold M is a real smooth vector bundle p : E — M
with a symplectic form w, on each fiber E, = p~!(x) which varies smoothly with
x € M. In other words, w is a smooth section of the bundle E* A E*, where E* is
the dual bundle. Two symplectic vector bundles (F1,w;) and (E2,ws) over M are
isomorphic if there exists a smooth vector bundle isomorphism f : F; — E5 such
that f*(w2) = wy.
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Let (E,w) be a 2n-dimensional symplectic vector bundle over M and let U C M
be an open set over which the bundle is trivial. This is equivalent to saying that
there exist smooth sections ej, es,..., ea, : U — p~}(U) C E such that the set
{e1(x), ..., ean(x)} is a basis of the fiber E, for every x € U. If {ef(z),...,e5, (z)}
is the dual basis of E}, there are smooth functions a;; : U — R, 1 <7 < j < 2n,
such that

w‘p—l(U) = Z:CLZ']'G;!< VAN 6;7.
i<j

Let zg € U. Since wy, # 0, we may assume that ai2(x¢) # 0 and so aj2(z) # 0 for
in a smaller neighbourhood of 3. Continuing now in the same way as in the proof
of Cartan’s Lemma 1.1, we end up with an open neighbourhood V of xg such that
(p_l(V),w|p71(V)) is isomorphic to V' x R?" equiped with the standard symplectic
form on the fiber R?”. This implies that the structure group of every symplectic vec-
tor bundle (F,w) can be reduced from GL(2n,R) to the symplectic group Sp(n,R).
Since Sp(n,R) is connected and U(n) is a maximal compact subgroup of Sp(n,R),
it follows from the Iwasawa decomposition and the reduction theorem for fiber bun-
dles that the structure group of a symplectic vector bundle can be further reduced
to U(n). Hence every symplectic vector bundle is a complex vector bundle. As in
the case of symplectic vector spaces, one can define compatible complex structures
on (E,w) and the corresponding space J(F,w). The same arguments show that
J(E,w) is not empty and contractible. So every symplectic vector bundle has a
complex structure which is well-defined up to homotopy.

Returning to the case of a symplectic manifold (M, w) of dimension 2n, the tan-
gent bundle of M can be considered as a complex vector bundle of complex dimension
n to which correspond Chern classes ¢, € H 2"“(M ;Z), 1 <k <n. The Chern classes
are related to the Pontryagin classes of the tangent bundle of M through polynomial
(quadratic) equations, which can serve as obstructions to the existence of a symplec-
tic structure on M, since not every compact, orientable, smooth 2n-manifold has
cohomology classes satisfying these equations. For instance, using these equations
and Hirzebruch’s Signature Theorem, one can show that the connected sum CP?#
CP? cannot be a symplectic manifold.

2.4 Local description of symplectic manifolds

Even though we have defined the symplectic structure in analogy to the Riemannian
structure, their local behaviour differs drastically. In this section we shall show that
in the neighbourhood of any point on a symplectic 2n-manifold (M,w) there are
suitable local coordinates (q', ..., ¢", p1, ..., pn) such that

n
Whocany = Y _ dg' Adp;.
i=1

This shows that in symplectic geometry there are no local invariants, in contrast to
Riemannian geometry, where there are highly non-trivial local invariants. In other
words, the study of symplectic manifolds is of global nature and one expects to use
mainly topological methods.
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The method of proof of the local isomorphy of all symplectic manifolds, we shall
present, is based on Moser’s trick.

Lemma 4.1. (Moser) Let M and N be two smooth manifolds and F : M x R — N
be a smooth map. For everyt € R let Xy : M — T'N be the smooth vector field along
F, = F(.,t) defined by

0

Xi(p) = s
s=t

F(p, 8) € TFt(p)N-

If (wi)ter s a smooth family of k-forms on N, then

d * * dw . * -
E(Ft w) = F (d—tt +ix,dwy) + d(Fix,wy).

If moreover Fy is a diffeomorphism for every t € R, then

dey

d * *
L (Frw) = (S

dt + iXt d(dt + d’L'tht).

Note that if F} is not a diffeomorphism then X; is not in general a vector field
on N. The meaning of the symbol Fj*ix,w; will be clear in the proof.

Proof. (a) First we shall prove the formula in the special case M = N = P x R and
F;, = 4, where ¢4(x,s) = (z,s +t). Then

wi = ds A a(z, s, t)dz® + b(z, s, t)dzF L,

where ‘ ‘ '
a(z, s, t)d:nk = Z Qiyig...ip (T, 8, t)dx"™ ANdx A ... A\ dx'*
11 <12<...<1g
and similarly for b(x, s,t)dz**!. So ¢fw; = ds Aa(x, s +t,t)de* +b(z,s +t,t)dxF+!

and
@

s (z,5+t,t)dx" + @(:E, s+t t)dxF !

d, .
E(qﬁtwt)_dS/\ 83

da K, Ob k+1
— t — t
+ds N\ Y (x,s +t,t)dz" + BT (x,s +t,t)dz""",

Obviously,

th aa k 8() k+1
dt) ds/\at(x,s—l—t, )dx +at(x,8—|—t, )dx (1)

¥ (
On the other hand X; = 55 So ix,wt = a(z, s, t)dz"” and

d(ix,wt) = Z dag,iy.. i (T,8,1) A dz™ A dx? A .. AN dx =
11<i2<...<ik

Z <M(m,s,t)ds Adx™ Ndx™ AN dxth 4

y . Os
11<12<...<1}
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Z %dﬂ Adz™ Adz? A LA d:nik)-
x
JE{i1<ia<...<ip}

We shall write for brevity
- da k k+1
d(ix,wt) = %($, s, t)ds A dx™ + dya(z, s, t)dz""".

So

Yi(d(ix,wt)) = %(az, s+t,t)ds A dz® + dya(x, s + t,t)dz" L. (2)

Using the symbol d, in the same way, we have
K, Ob k1 2
dwy = —ds N dga(x, s, t)dz” + a—(x, s,t)ds N dx"T + dyb(z, s, t)dx 7,
s
and thus
‘s k1, Ob k1
Vi (ix,dw) = —dga(z, s +t, t)dx""" + %(x, s+t,t)dz . (3)

Summing up now (1), (2) and (3) we get

dwt

o » d .
E) +id(ix,we) + Yf (ix,dwy) = —Pfwy.

Ui -
(b) The general case follows from part (a) using the decomposition F; = F o1 o j,
where j : M — M x R is the inclusion j(p) = (p,0) and 1, is the same as in part

(a). Now we have

s=t

0
F(p, S) = F*(p,t) <%>( t)'
p7

If each F; is a diffeomorphism, then X; is a vector field on N and ix,w; is defined.
If not, the term F}*(ix,w;) has the following meaning. By definition,

Ft*(itht)p(Uly V1) = (wt)Ft(p)(Xt(p)7 (Ft)*p(vl)a S (Ft)*p(vk—l)) =

0
(wt)F(p,t) (F*(p,t) <6_> ) F*(p,t) (Uh 0)7 ey F*(p,t) (Uk—la 0)) =
5/ )

(52 ) 000) s (00m1.0) = Gt (01,0 s (0-1,0)) =
(pt)
]*¢: (iﬁ/ﬁsF*wt)p(Ub ey Uk—l)

for vy,..,up_1 € TpM. Therefore, Fy(ix,w;) = j*i(ig/asF*wy) and similarly
Fy(ix,dw) = 7*9f (ig/9sd(F*wy)). Since j* does not depend on ¢, we have

a(ﬂ Wt) =] E(%F wt)
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and applying part (a) to F*w; we get

d * 3 * d F*w 3 LN * 3 * - *
3w = 701 () 4 o o (F o) + 5 o0, (1) =
Sk ok Tk dwt * (0 * [
5 P () 4 o) + d(F x,0)) =
* dwy %/ %/
Fr (B 4 By i) + (7 (i), O

Corollary 4.2. Let X be a smooth vector field on a smooth manifold M. If w is a
differential form on M, then Lxw = ixdw + dixw.

Proof. If X is complete and (¢;)er is its flow, we apply Lemma 4.1 for F; = ¢y,
M = N and w; = w and we have

wa: gbf{w:ixdw—kdixw.

dt| o

If X is not complete, then M has an open covering U such that for every U € U
there exists some € > 0 and a local flow map ¢ : (—¢,¢) x U — M of X. Again we
apply Lemma 4.1 for F; = ¢, on U this time to get the desired formula on every
U €U, hence on M. I

We are now in a position to prove the main theorem of this section.

Theorem 4.3. (Darboux) Let wy and wy be two symplectic 2-forms on a smooth
2n-manifold M and p € M. If wo(p) = wi(p), there exists an open neighbourhood
U of pin M and a diffeomorphism F : U — F(U) C M, where F(U) is an open
neighbourhood of p, such that F(p) = p and F*wi = wy.

Proof. Let wy = (1 —t)wo+twi, 0 <t < 1. Since wi(p) = wo(p) = wi(p), there exists
an open neighbourhood Uj of p diffeomorphic to R?" such that w;|y, is symplectic
for every 0 < t < 1. By the lemma of Poincaré, there exists a 1-form a on U; such
that wyg — w1 = da on Uy and a(p) = 0. For every 0 < ¢t < 1 there exists a smooth
vector field Y; on Uy such that iy,w; = a. Obviously, Y;(p) = 0 and the above hold

for every —e < t < 1 + ¢, for some € > 0. Now Y = (8—,Ys) is a smooth vector
s

field on (—€,1 +¢€) x Up. If ¢; is the flow of Y, then ¢ (s,z) = (s + t, fi(s, 7)),
for some smooth f; : (—€,1 +¢€) x Uy — M. Therefore, ¢:(0,2) = (¢, Fi(x)), where
F; : Uy — Fy(Uy) is a diffeomorphism. Since ¢.(0,p) = (0, p), that is F;(p) = p, there
exists an open neighbourhood U of p such that F} is defined on U and F;(U) C Uy
for every 0 <t < 1. Obviously, Y; = Okt and so from Lemma 4.1 we have

ot

d d;
E(Ft*wt) = Ft*(% + iy, dw; + diy,wt) = F} (w1 — wo + 0+ da) = 0.
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Hence Fjw; = Fjwy = wp for every 0 <t <1, since Fy = id. [J

Corollary 4.4. Let (M,w) be a symplectic 2n-manifold and p € M. There exists
an open neighbourhood U of p and a diffeomorphism F : U — F(U) C R®*™ such
that

wly = F*(Z dazt A dyi).
i=1

Proof. Let (W,9) be a chart of M with p € W, (W) = R*" and v(p) = 0.
Then the 2-form w; = (¥ ~')*w on R?" is symplectic. Composing with a linear
transformation if necessary, we may assume that w;(0) = wy(0), where wq is the
standard symplectic 2-form on R?". By Darboux’s theorem, there exists an open
neighbourhood V of 0 in R*" and a diffeomorphism ¢ : V' — ¢(V) with ¢(0) = 0
and ¢*w; = wy. It suffices to set now F = ("1 o ¢)~L. O

At this point we cannot resist the temptation to use Moser’s trick in order to
prove the following result, also due to J. Moser.

Theorem 4.5. (Moser) Let M be a connected, compact, oriented, smooth n-
manifold and wy, w1 be two representatives of the orientation. If

/ wo :/ Wi,
M M

there exists a diffeomorphism f: M — M such that f*w = wo.

Proof. For every 0 <t < 1 the n-form w; = (1 — t)wg + twyg is a representative of the
orientation, that is a positive volume element of M. Since

/M (wo —w1) =0,

there exists a (n — 1)-form a on M such that wy —w; = da. There exists a unique
smooth vector field X; on M such that ix,w; = a. As in the proof of Darboux’s
theorem, there exists a smooth isotopy F' : M x [0,1] — M with Fy = id and

OF

X ==t
t 8t7

because M is compact. Again from Lemma 4.1 we have

d
S (Ffw) = F (w1 —wo — 0+ da) = 0.

Hence Fyjw; = wg for every 0 <t <1. [J
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2.5 Lagrangian submanifolds

Let (M,w) be a symplectic manifold and j : L — M be an immersion. If j*w = 0,
then L is called an isotropic immersed submanifold of M. In other words, j., (T, L)
is an isotropic linear subspace of Tj(,) M for every @ € L. Analogously, L is called a
coisotropic (respectively symplectic) immersed submanifold if j., (7 L) is coisotropic
(respectively symplectic) for every x € L. The same terms are used for (embedded)
submanifolds of M and for subbundles of T'M restricted to submanifolds of M with
the obvious definitions.

A submanifold L C M is called Lagrangian if it is isotropic and there exists an
isotropic subbundle E of TM |y, such that TM|, =TL® E.

Proposition 5.1. If (M,w) is a symplectic manifold and L C M is a submanifold
1
of M, then L is Lagrangian if and only if L is isotropic and dim L = 5 dim M.

Proof. The direct assertion is obvious. For the converse, let L be isotropic of
dimension half the dimension of M. Then T, L has an isotropic complement in
T, M for every x € L. There exists an compatible almost complex structure J on
M and so gy (u,v) = —wg(Jz(u),v), u, v € T, M, x € M, is a Riemannian metric on
M. If E = J(TL), then E is a complementaty to T'L smooth isotropic subbundle
of TM|r. O

For example, the real projective space RP" is a Lagrangian submanifold of the
complex projective space CP™ with its standard symplectic structure.

Example 5.2. Recall that the standard symplectic 2-form on the cotangent bundle
T*M of a smooth manifold M is defined as w = —df, where @ is the Liouville
canonical 1-form defined by 0,(v) = a(mw(v)) for v € T,LT*M, a € T*M,, where
m: T*M — M is the cotangent bundle projection. We observe that if a is any
smooth 1-form on M, then a* = a. Indeed, for every v € T, M, x € M we have

(@70)2(v) = az(Tuay (@42 (V) = az((7 0 a)sz(v)) = az(v).

It follows that da = a*(df) = —a*w.

Let now L = a(M) = {(z,a;) : @ € M} C T*M be the graph of a. It is
clearly a submanifold of T*M diffeomorphic to M of dimension half the dimension
of T*M. Since a*w = —da, we conclude that L is a Lagrangian submanifold
of T*M if and only if a is closed. If a is closed and j7 : L — T*M is the
inclusion, then d(j*¢) = 0. Since a maps M diffeomorphically onto L, this
implies that M is covered by open sets U C M for which thare are smooth
functions fyy : U — R such that a|y = dfy. Each such function fy is called a
generating function for the Lagrangian submanifold L. In the trivial case a = 0,
we have that M is a Lagrangian submanifold of T* M considered as the zero-section.

The main theorem of this section is a result of A. Weinstein and B. Kostant,
which reduces the local studies in a neighbourhood of a Lagrangian submanifold
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to the case of the zero-section of its cotangent bundle. It can be considered a
generalization of Darboux’s theorem.
First we shall need the following.

Lemma 5.3. Let (M,w) be a symplectic manifold and L C M be a Lagrangian
submanifold. There are open neighbourhoods U of L in M and V of L in T*L
for which there exists a diffeomorphism f : U — V such that f|p = id and
f*(—dl|p) = w|L, where 0 is the Liouville canonical 1-form on T*L.

Proof. Let E be an isotropic complement of T'L in TM|y. Let ¢p : E — T*L
be the vector bundle morphism defined by ¢ (v)(u) = w(u,v). If ¥(v) = 0, then
v € (TL)* =TL and so v € ENTL = {0}. This implies that 1 is an isomorphism
of vector bundles over L. Since F is complementary to T'L, ¢ induces a diffeomor-
phism f : U — V C T*L of an open neighbourhood U of L in M onto an open
neighbourhood V' of L in T* L, by the tubular neighbourhood theorem.

E— Y . 1p

L —U

Obviously, fi«|rr = id and f.|g = 1. Taking into account the splittings TM|;, =
TL®FE and T(T*L)|p 2 TL ® T*L we have

FH(=dO)((v1,v2), (w1, w2)) = —dO((v1,(v2)), (w1, Y(w2)))

= Y(w2)(v1) — P(v2)(w1) = w(vr, we) — w(wy, v2) = w((v1,v2), (w1, w2)),

for every (v1,v2), (wy,we)) € TL® E, since L is Lagrangian. O

Theorem 5.4. (Weinstein) Let M be a smooth manifold and L C M be an
embedded submanifold. Let wg, w1 be two symplectic 2-forms on M such that
wo|r = wi|L, meaning that wo(v,w) = wy(v,w) for every v, w € T,M and z € L.
Then, there esists an open neighbourhood U of L in M and a diffeomorphism
f:U— f(U) C M onto an open neighbourhood f(U) of L in M such that f|;, = id
and f*wi = wy.

Proof. By the tubular neighbourhood theorem, we may assume that there exists a
smooth strong deformation retraction ¢ : M x [0,1] — M, thatis ¢9: M - L C M
is a smooth retraction of M onto L, ¢1 = id and ¢;(z) = = for all x € L and
0 <t <1, where ¢y = ¢(.,t). For any smooth k-form o on M we have

1 d 1 1
7 —dio = [ Gt = [ oiixdnarra [ i,

o(.,8).

s=t

by Moser’s Lemma 4.1, where X; =

9
s
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If we put now )
1) = [ ditixmar
for every smooth form 1 on M, we get
o — ¢po = I(do) + dI(o).

In other words, I is a cochain homotopy of the deRham cochain complex of M into
itself between the identity and the induced cochain map by ¢g.

Now we set 0 = wy —wp and w; = wy + to = (1 — t)wp + twy. By assumption,
ol = 0 and so ¢fo = 0. Also, 0 = dI(0), since o is closed. Furthermore, X;(z) =0
for x € L, because ¢(z) = x for all 0 < ¢ < 1 and so I(0)|r = 0. Obviously,
wi|p = wolr = wi|r and wy| is non-degenerate for all 0 < ¢ < 1. By compactness
of [0, 1], there is an open neighbourhood of L on which w; is non-degenerate for all
0 <t < 1. On this neighbourhood there exists a smooth 1-parameter family of
smooth vector fields Z;, 0 <t < 1, such that

iztwt = —I(O')

and Z;|r = 0. There exists a smaller neighbourhood of L on which the flow of each
Z, is defined at least on the interval [—2,2]. Thus, the time-1-map f; of the flow of
Zy; is defined in this neighbourhood of L and f;|; = id for all 0 < ¢ < 1. Now we
have

1 1
fror=fion = [ o= [ (o +d; awnla

1 1
= / fi(o + diz,wy)dt = / fi(o — dI(o))dt = 0.
0 0

Consequently, wo = (f1 o (fo) })*w; and if we put f = f1 o fo_l7 then f|r = id and
ffwi =wp. O

Corollary 5.5. (Kostant) Let (M,w) be a symplectic manifold and L C M be a
Lagrangian submanifold. There exists an open neighbourhood U of L in M and a
diffeomorphism h : U — V of U onto an open neighbourhood V of L in T*L such
that h|, = id and h*(—df) = w, where 0 is the Liouville canonical 1-form on T*L.

Proof. This is a combination of Lemma 5.3 and Weinstein’s Theorem 5.4. [J

2.6 Hamiltonian vector fields and Poisson bracket

Let (M,w) be a symplectic 2n-manifold. A smooth vector field X on M is called
Hamiltonian if there exists a smooth function H : M — R such that ixw = dH. In
other words,

wp(Xp, vp) = vp(H)

for every v, € T,M and p € M. We usually write X = Xy and obviously Xy =
o YdH).
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If M = T*R™ = R?" with the canonical symplectic 2-form

n
w=)_d¢' Ndp;,
i=1

we have (:)(%) = dp; and (Z)(%) = —dq'. Thus,
q p

n
Xy = w—1<
=1

So the integral curves of Xy are the solutions of Hamilton’s differential equations

OH  , ~~0H ““(0H o 0H 0
_dg’ + —di>: <—-—.— . >
9! ; o) =2\ o o7 a0

1=1

_E?H '~——8—H 1<:<n
_8p27 p'l_ 8q27 —_ —_ :

-1

q

According to Darboux’s theorem, this is true locally, with respect to suitable local
coordinates, on every symplectic 2n-manifold.

A smooth vector field X on M is called symplectic or locally Hamiltonian if
Lxw = d(ixw) = 0. In this case the lemma of Poincaré implies that every point
p € M has an open neighbourhood V diffeomorphic to R?" for which there exists a
smooth function Hy : V' — R such that ixyw|y = dHy. From Lemma 4.1, we have

d
ot = i (d(ixw),

and ¢jw = w, where ¢, is the flow of X. Thus X is locally Hamiltonian if and only
if its flow consists of symplectomorphisms.

A locally Hamiltonian vector field may not be Hamiltonian. As a simple example,
let M = S' x S' equiped with the volume element w such that 7*w = dx A dy, where
7 :R? — M is the universal covering projection. The smooth vector field

0

X = W*(%

)
is locally Hamiltonian, since locally 7*(ixyw) = dy. But if j : S* — M is the
embedding j(z) = (1,2), then j*(ixw) is the natural generator of Hp(S) =& R
and thus it is not exact. Therefore i xw is not exact.

Two elementary properties of Hamiltonian vector fields are the following.

Proposition 6.1. The smooth function H : M — R is a first integral of the
Hamiltonian vector field Xy .

Proof. Indeed Xy (H) =dH(Xy) = w(Xy,Xg)=0. O
Proposition 6.2. Let (My,w1) and (Ma,ws) be two symplectic manifolds. A

diffeomorphism f : My — My is symplectic if and only if f.(Xpos) = Xu for every
open set U C My and smooth function H : U — R.



2.6. HAMILTONIAN VECTOR FIELDS AND POISSON BRACKET 47

Proof. The condition Xg(f(p)) = fup(Xuos(p)) for every p € f~1(U) is equivalent
to

wa(f(P))(Xu (f(P)), fip(v)) = wa(f () (fep(X 05 (P)), fip(v))

for every v € T, M, since wy is non-degenerate and f is a diffeomorphism. Equiva-
lently,

dH (f (p))(fip(v)) = (f*w2)(P)(Xnos (P), V)

or
ixXopwi = d(H o f) = f*(dH) = ixy,, (f*w2)

on f~YU). This is true, if f is symplectic. ~Conversely, if this holds, then
for every p € M; and u, v € T,M; there exists an open neighbourhood U of
f(p) in My and a smooth function H : U — R such that u = Xpor(p). So,
wi(p)(u,v) = (f*w2)(p)(u,v) for every u, v € T,M;. This means that f*wy =w;. O

If (M, w) is a symplectic manifold and F', G € C*°(M), then the smooth function
{F,G} =ix,ix,w e C°(M)

is called the Poisson bracket of F' and G. From Proposition 6.2 we obtain the
following.

Corollary 6.3. Let (M;,w1) and (My,ws) be two symplectic manifolds. A diffeo-
morphism f : My — My is symplectic if and only if

FHAR Gy ={f7(F), f(G)}

for every open set U C My and F, G € C*°(U).

Proof. Suppose first that f is a symplectomorphism and F', G € C*°(U), where
U C M, is an open set. Then

{F,G}(f(p) = wa(f () (Xr(f(P)), Xc(f(P)))

= w2 (f(p))(fip(Xror(p)): fip(Xcor(p)) = (f*'w2)(p)(XFor(p), Xcor(p))
= w1(p)(XFor(p); Xgog(p)) = {F o f,G o f}(p).

Conversely, if {F,G}(f(p)) = {Fo f,Go f}(p) for every p € f~1(U) and every open
set U C My and F, G € C*°(U), then

~_

(f"w2) () (XFof (P), Xaop (p) = w1(p)(Xrof (P), Xaor (P))-

But for every p € My and u, v € T,M; there exists an open set V' C M; with
p € Vand F, G € C°(f(V)) such that Xpor(p) = v and Xgos(p) = v. So
(f*w2)(p)(u,v) = wi(p)(u,v). This means f*wy = wq. O

Corollary 6.4. Let X be a complete Hamiltonian vector field with flow (¢¢)icr
on a symplectic manifold M. Then ¢;{F,G} = {¢;(F),¢;(G)} for every F,
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G € C®(M). If X is not complete, the same is true on suitable open sets.

Corollary 6.5. Let X be a complete Hamiltonian vector field with flow (¢¢)ier on
a symplectic manifold (M,w). Then

X{F, G} ={X(F), G} + {F, X(G)}

for every F, G € C*(M). If X is not complete, the same is true on suitable open
sets.

Proof. From Corollary 6.4 we have

X{F,G} = T o {F,G} = T {67 (F), 87 (G)} = T w(Xgr 7y Xor(@))
=0 =0 =0
d d
= W(E tzoX(z):(F)’XG) + CL)(XF, E tZOX(z,;(G)).
But J J J
W(E tZOqu;(F)) = tZOW(X¢;(F)) = E't:od(bt (F)
d . -
:d(E ¢ (F)) = dX(F) = &(Xx(r)),
=0
which means that p
@, e = Xxay:

Consequently,
X{F,G} = w(Xx(r), Xc) + w(XFr, Xx(@) = {X(F),G} +{F, X(G)}. O
It is obvious that for a symplectic manifold (M, w) the Poisson bracket
{,}:C®(M) x C®°(M) = C>*(M)

is bilinear and skew-symmetric. Form Corollary 6.5 follows now that it satisfies the
Jacobi identity. Indeed, if F, G, H € C*°(M) then

{F,G} = (ix,w)(Xg) = dF(Xg) = Xa(F)
and thus {{F,G}, H} = Xg({F,G}). Consequently,
{{F7G}7H} = {XH(F)vG} +{F7XH(G)} = {{F7H}7G} +{F7{G7H}}'

This is the Jacobi identity and so the (C*°(M),{,}) is a Lie algebra.
There is a Leibniz formula for the product of two smooth functions with respect
to the Poisson bracket, because if F', G, H € C*°(M), then

(F-G,HY=Xu(F - G)=F Xy(G)+G - Xy(F)=F-{G,H} +G - {F,H}.
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Proposition 6.6. Let Xy be a Hamiltonian vector field with flow ¢¢ on a symplectic
manifold M. Then

%wo@) = {Fog,H}={F,H}op

for every F € C*°(M).

Proof. By the chain rule, for every p € M we have

%(F o ¢1)(p) = (dF)(¢¢(p)) Xu (¢¢(p)) = {F, H} (e (p))

= {FO ¢t7Ho (bt}(p) = {FO ¢t7H}(p)7
since H is a first integral of Xp. [

Corollary 6.7. A smooth function F' : M — R on a symplectic manifold M
is a first integral of a Hamiltonian vector field Xy on M if and only if {F, H} = 0. O

Let sp(M,w) and h(M,w) denote the linear spaces of the symplectic and
hamiltonian vector fields, respectively, of the symplectic manifold (M,w). We shall
conclude this section with a few remarks about these spaces.

Proposition 6.8. If X, Y € sp(M,w), then [X,Y] = —X,,x,y). In particular,
[(Xr, Xc] = —X(rqy for every F, G € C*(M).

Proof. Indeed, ix y] = [Lx,iy| and therefore
z'[X,y}w = Lx(iyw) —iy(Lxw) = d(ixiyw) +ix(d(iyw)) — 0 =
dw(Y, X)) +0 = —ix, W

Since w is non-degenerate the result follows. [

Proposition 6.8 implies that sp(M,w) and h(M,w) are Lie subalgebras of the
Lie algebra of smooth vector fields of M. Moreover, h(M,w) is an ideal in sp(M,w)
since [sp(M,w),sp(M,w)] C h(M,w). If M is connected, we have two obvious short
exact sequences of Lie algebra homomorphisms

0 =R — C®M) S p(M,w) =0,
where r(F') = —Xp for every F' € C*°(M), and
0 — h(M,w) = sp(M,w) = Hpr(M) — 0,

which do not split in general. The first makes (C>°(M),{, }) a central extension of
h(M,w). In the second, we consider in H} (M) the trivial Lie bracket.

Proposition 6.9. Let (M,w) be a compact, connected, symplectic 2n-manifold and
W'=wAwWA ... \w (n times).
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(a) If X, Y € X(M), then w(X,Y)w" = —n-ixw Adyw Aw" L,
(b) If F, G € C*°(M), then

/M (F,G}o" = 0.

(c) The set Cg°(M,w)={F € C*(M) :/ Fuw" =0} is a Lie subalgebra of
(C=(M),{,}) and C=(M) = R & C*(M,w).
(d) The short exact sequence of Lie algebra homomorphisms
0 =R = C®M)5 b(Mw)—0
splits.
Proof. (a) Since

0=ix(lywAw") =w(X,Y)w" —iyw Aixw"

1

and ixw™ =n-ixw Aw" ", we conclude that

WX, Y)w" =n-iyw Aixw Aw™ L

(b) Using (a) and the fact that w" ™! is closed, we have

{F,G}w" = w(XF, Xg)w" = —n-ix,w Aixaw Aw" ™! =

—n-dF ANdG AW = —n - d(FdG Aw™ 1),

The conclusion follows now from Stokes formula.
(c) From (b) follows immediately that C§°(M,w) is a Lie subalgebra of
(C*>®(M),{,}). Moreover, every F € C*°(M) can be written as

r= ot J e (7 o )

(d) If we define j : h(M,w) — C*°(M) by

, 1 n
IO =8 g J, R

then {j(Xr),j(Xq)} = {F,G} = j(-X(rey) = j([Xr, Xc]), by Proposition 6.8,
and therefore j is a Lie algebra homomorphism. Obviously, r o j = id. O

2.7 The characteristic line bundle of a hypersurface

Let (M, w) be a symplectic 2n-manifold. If .J is a compatible almost complex struc-
ture and ¢ the corresponding Riemannian metric on M so that w is given by the
formula w(u,v) = g(J(u),v) for all u, v € TM, then for every smooth function
H : M — R the corresponding Hamiltonian vector field is Xy = —J(gradH), where
gradH denotes the gradient vector field of H with respect to the Riemannian metric
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g. As we know, the orbits of X lie on the level sets of H. If ¢ € R is a regular value
of H and S = H™!(c) # @, then S is a submanifold of M of codimension 1. An
important observation is that the unparametrised orbits of Xz on S depend only
on S and not on Xy, i.e. not on the Hamiltonian H. Note that Xy|g is a nowhere
vanishing tangent vector field on S, because c is a regular value of H.

An embedded smooth submanifold of codimension 1 in M will be called a hy-
persurface in the sequel. Let S be a hypersurface in M such that S = H 5 1(cj),
where ¢; € R is a regular value of the smooth function H; : M — R for j = 1,2.
Since gradHjis g-orthogonal to S for both j = 1,2, there exists a smooth func-
tion A : S — R\ {0} such that gradHs(z) = A(z)gradH;(z) and therefore
X, (z) = M2)Xn, (z) for every x € S. Let v : I — S be an integral curve of
Xp, and let h: I — R be the smooth function defined by

s 1
h(s) = /0 e

Then o = yo h~! is an integral curve of Xp,, because

. 1
U:h’oh_l

(roh™) = (oyoh™)- X o (yoh™') = Xy o (yoh™') = Xpp, oo

This shows that the two Hamiltonian vector fields have the same unparametrised
orbits on S.

The above imply that given a hypersurface S in M, there exists a (real) line
bundle Lg C T'S which gives the direction of every Hamiltonian vector field having
S as a regular hypersurface of constant energy. Such a line bundle can be described
without reference to any Hamiltonian function as follows. Since S has dimension
2n — 1, the restriction of w, on 7,5 is degenerate for every x € S. The linear
subspace

L,={ueT,S:w,(u,v) =0 for every v € T,,S}

of T, S has dimension 1, because if v € T, M \ T, S is any non-zero vector, then
wz(.,v) : Ly — R is a linear isomorphism. The line bundle £g with fiber L, over
x € S is called the characteristic line bundle of the hypersurface S. A characteristic
of S is a leaf of the 1-dimensional foliation to which Lg is tangent. If H : M — R
is a smooth function and ¢ € R a regular value of H such that S = H~!(c), then
obviously X (z) € Ly for every x € S.

Lemma 7.1. If S is a compact hypersurface in M such that Lg is orientable (or
equivalently trivial), then there exists an open neighbourhood U of S and a smooth
function H : U — R such that S = H~'(c) for some regular value ¢ € R of H.

Proof. Let Ng be the normal bundle of S in M with fiber
N, ={u e T, M : g(u,v) =0 for every v € TS}

over z € S. If u € Ly, then w(u,v) = 0 for every v € T,,S or equivalently J(u) € N;.
Obviously, the almost complex structure .J induces a vector bundle isomorphism
Ls = Ns. Since Lg is assumed to be orientable, hence trivial, the same is true for
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Ns. Let s be a nowhere vanishing smooth section of Ng and let ¢ : (—e,¢) x S — M
be the smooth map defined by

P(t, x) = exp, (ts(z)),

where exp is the exponential map of the compatible Riemannian metric g and € > 0
is such that v is defined. Since S is assumed to be compact, there exists some
e > 0 such that ¢ maps (—¢,¢) x S diffeomorphically onto an open neighbourhood
Uof S. If now H : U — R is the smooth function defined by H (v(t,z)) = t, then
S = H~1(0) and 0 is a regular value of H. OJ

The proof of the preceding lemma motivates the following.

Definition 7.2. A parametrised family of hypersurfaces in M modelled on a
compact hypersurface S C M is a smooth diffeomorphism ¢ : I x § — U,
where I C R is an open interval containing zero and U is a relatively compact
neighbourhood of S in M such that (0,z) = x for z € S.

Example 7.3. Let H : R?™ — R be a smooth function such that 0 is a regular
value of H and S = H'(0) # @ is compact. Let ¢ be the local flow of the
euclidean gradient vector field of H. There exists some ¢ > 0 such that qﬁ\(_gg)x 5
is a parametrised family of hypersurfaces in R?” modelled on S. Instead of R?" we
could have taken any symplectic manifold and then ¢ would be the local flow of
the gradient vector field of H with respect to a compatible Riemannian metric.

Summurizing, the above mean that for a compact hypersurface S C M the
characteristic line bundle Lg is orientable if and only if its normal bundle Ng in M
is orientable if and only if S is orientable if and only if there exists a parametrised
family of hypersurfaces in M modelled on S if and only if there exists a relatively
compact open neighbourhood of S in M and a smooth function H : U — R such
that S = H~!(c) for some regular value ¢ € R of H.



Chapter 3

Examples of symplectic
manifolds

3.1 The geometry of the tangent bundle

In this section we shall study the geometry of the tangent bundle of a Rieman-
nian manifold. Its structure is useful in Riemannian Geometry and when studying
mechanical problems within the framework of newtonian mechanics.

Let M be a smooth n-dimensional manifold and let p : TM — M be its tangent
bundle. There exists a canonical subbundle V' of T(T'M), which is just V = Kerp,
and is called the vertical subbundle. In other words, for each u € T'M the fiber V,,
is the tangent space to the fiber T, M of TM at u, where z = p(u).

It would be desirable to have a canonical complementary to V subbundle of
T(TM). Unfortunately, this is impossible. In order to construct a complementary
subbundle, we must use a Riemmanian metric on M. So from now on we assume
that M is a Riemannian manifold with metric g. Tne corresponding Levi-Civita
connection V induces the connection map K : T(T'M) — T'M which is defined as
follows. Let u € T, M, x € M. Let W be a normal neighbourhood of = in M,
that is W = exp,(U), where U is a star-shaped open neighbourhood of 0 € T, M
and exp,|y : U — W is a diffeomorphism. Let 7 : p~*(W) — T, M be the smooth
map which sends each v € T, M, y € W to its parallel translation at = along the
unique geodesic in W form y to x. For w € T, M, we let R_,, : T, M — T, M be the
translation by the vector —w. The connection map K, : T,(TM) — T, M is defined
by

Ky (§) = (expgy 0 R—y 0 7)su(§).

Obviously, this is a well-defined linear map. An alternative definition in terms of
covariant differentiation is given by the following.

Proposition 1.1. Let z : (—€,¢) — TM, € > 0, be a smooth curve such that
2(0) =w and 2(0) =&. If y=poz:(—€€) = M and X is the smooth vector field
along v such that 2(t) = (v(t), X(t)) € T,yM, [t| <, then

Ku(€) = Vi X.

93
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Proof. The definition of the connection map and the chain rule imply that

Kul€) = (exp, 0 Ry 0 7)az(o) (2(0)) =

p (expy, 0o R_y, 0T 02).

t=0

Since (exp, 0o R_y, 070 z)(t) = exp,(7(2(t)) — u), we get

d

Ku(§) = (eXPx)*O(%

since (exp, )«o is the identity. O

The horizontal subbundle H of T(T'M) is now the one whose fiber at u € TM
is H, = KerK,,.

It is evident that horizontal curves in T'M, that is smooth curves tangent to H,
correspond to parallel vector fields along curves in M. To be more precise, given
u € T,M and v : (—e€,e) — M a smooth curve with v(0) = z and 4(0) = u, let
X(t), |t| < €, be the parallel transport of u along 7. Let also o : (—¢,€) — T'M be
the smooth curve o(t) = (y(t), X (t)). Then o(0) = (z,u) and if { = 5(0), we have

U= 7(0) = p*u(é'(O)) = p*u(é)

This shows that p.,(Hy,) = T M, since K, (§) = Vi X = 0.

Moreover, pi|m, : Hy — T, M is an isomorphism. Indeed, let £ € T,,(T'M) be
such that p,,(§) = 0. There exists a vertical smooth curve z : (—€,¢) - T, M C
TM such that 2(0) = w and 2(0) = £&. Thus, v = p o z takes the constant value
~v(t) = z for all |t|] < € and therefore (i o 7).« (&) = &, where i, : T,M — TM
denotes the inclusion. Since (exp, o R_y )., is an isomorphism, we conclude that
if £ € Hy, then £ = 0. The above argument also shows that H, NV, = {0} and
Kulv, : Vi — T, M is also an isomorphism. Hence T,(T'M) = H, ® V,, and the
linear map j, : T, (TM) — T, M & T, M given by

is a isomorphism.

If now X € T, M, the horizontal lift of X to u € TM is the unique vector
X" € H, such that p.,(X") = X. The vertical lift of X is the unique vector
XV € V, such that XV(f) = X(f) for all smooth functions f, where f is the smooth
function on TM with f(u) = u(f).

Using the above decomposition of T(T'M) as the Whitney direct sum of two
subbundles, we can define a Riemannian metric (,) on TM such that H and V
become orthogonal subbundles and the tangent bundle projection p : TM — M
becomes a Riemannian submersion. This Riemannian metric is called the Sasaki

metric and is defined by

It is worth to note that the geodesic vector field G : TM — T(T'M) has a very
simple expression under the isomorphism j,, v € T M. If v, denotes the geodesic
with 7,,(0) = z and 4,,(0) = u, then
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Since “,(t) is the parallel transport of u along ,, is follows that p.,(G(u)) = u and
K, (G(u)) = 0. Therefore, j,(G(u)) = (u,0).
The following proposition will be used later.

Proposition 1.2. Let V denote the Levi-Civita connection of the Sasaki metric on
TM. Then, VeG €V for every £ € H.

Proof. Let w € TyM, x € M and let {E)(z), E2(x), -+, Ep(z)} be an orthonormal
basis of T, M. Let W be a normal neighbourhood of x. For every y € W there
exists a unique geodecic arc in W joining y and z. Transporting parallely along
this geodesic we obtain an orthonormal frame {E;, Fa, -+, E,} on W such that
(Vg Ej)(z) =0forall 1 <i,j <n. Theset {E}}, E}, ... | E"} of the horizontal lifts
is orthonormal with respect to the Sasaki metric and spans H ‘p—l(W). It suffices to
prove that VG € V for every 1 < j < n.

J
Since the geodesic vector field is horizontal and j,(G(u)) = (u,0), we have

Zg wEf

and therefore

vE;;G:ZE;-‘(g( L (p(u Eh+Zg thE

i=1

Since the tangent bundle projection p : TM — M is a Riemannian submersion we
have

_ o1
Vpnl! = (Vi Ei)" + §[E§‘,E£‘]”

and so (V EJhEZh)(IE) is vertical (recall that [E;‘, EMv(x) depends only on the values
E]h(:n) and EP(z)). This implies that the second term in the above expression of
(V B G)(x) is vertical. As far as the first term is concerned, for each 1 < j < n let
v; 1 (—€,€) = M, € > 0 be a smooth curve such that v;(0) = = and 4;(0) = E;(z).
Let X;(t), [t| < € be the parallel transport of u along ~;. Then

B} (2)(9(Ei(p(w),w)) = — t_og(Ei(%(t)),Xj(t)) =9(VE,(@@),u) =0. U

The splitting j, permits to define an almost complex structure J on T'M by
setting

Ju(£h7 gv) = (_£v7 gh)’
where j, () = (€7, £7). Obviously, J interchanges H and V. Also, J, preserves the
Sasaki metric, because

(Ju(©), 7u(Q)) = 9(Peu(Ju(£))s Pou(Ju(0))) + 9(Ku(Ju(€)), Kul(Ju(()))
=g(—=€",—¢") + g(&",¢") = (£,¢).
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Lemma 1.3. If {Fy,Es,--- ,E,} is a local frame on M, then [EZh,J(E;‘)] =0 for
all1 <4,5 <n.

Proof. Let u € T,M, x € M and ~; : (—e,e) — M, € > 0, be an integral curve
of E; through z. Let X,(t), |t| < € be the parallel transport of u along ;. Let
Zij : (—€,€) x (—€,€) = T'M be the smooth map defined by

Zij(t,s) = (vi(t), sEj(vi(t)) + Xi(t)).

Then,
0Z;;
s (t,s) = J(E}(Zi(t,s))),
0Z;;
o (0:5) = B (Zi5(0,9))
and 87
8;] (tv 0) = Ezh(ZZ] (tv 0))

For every smooth function f defined locally on T'M we have now

L IED 0 = 5 (522 )00 - £ (A2 )00 0. ©

Using the Sasaki metric and the almost complex structure J we can define a
symplectic 2-form 2 on T'M by the formula

Qu(&,€) = (Jul§), O) = 9(Psu(§), Ku(C)) — 9(Ku(§), Pru(C))-

We shall use Proposition 1.2 and Lemma 1.3 to prove that §2 is precisely the sym-
plectic 2-form which corresponds to the standard symplectic 2-form on 7™M under
the Legendre transformation defined by the Riemannian metric g. Recall that this
is the natural vector bundle isomorphism £ : TM — T*M induced by g. Now we
can compute for u € T, M, z € M and L(z,u) = (x,a) that

(ﬁ*e)u(g) = 0(£*u(£)) = a((ﬂ- o E)*u(é)) = a(p*u(é)) = g(p*u(£)7 u) = <£7 G(u)>7

where w : T*M — M is the cotangent bundle projection and € is the Liouville
canonical 1-form on T*M.

Proposition 1.4. Q = £*(—d#).
Proof. We put A = L£*0 for simplicity and observe that

dA(E, ¢) = §(A(C)) — C(A(E)) — A([€.¢]) = £(¢. G) = ¢(§, G) — ([£,¢]. G)
= <V§C,G> + <<7VEG> - <VC£7G> - <£7VCG> - <[£7C]7G> = <C7V§G> - <£7VCG>7

since the Levi-Civita connection is symmetric.
Let now {Ey, Ea, -, E,} be a local orthonormal frame on M. The set
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is a local orthonormal frame on TM. Since each J(E") is vertical, so is also
[J(Elh),J(E]h)] for all 1 < 4,5 < m. The fact that the geodesic vector field G
is horizontal implies that dA|yxy = 0 from the above expression of dA, and
Proposition 1.2 implies that dA|gxg = 0. Therefore it suffices to prove that
dA(E!, J(E]h)) = —Q(Eh, J(E;‘)), 1 <4,j <n. From Lemma 1.3 we get
AA(ED (D)) = —J(EN(AED) = ~J(E})((EF.G)).

because J (E]h) is vertical.

Let w € T,M, x € M and the frame {E}, Fs,--- , E,} be defined on a normal
neighbourhood of = as in the proof of Proposition 1.2. The curve v; : (—¢,€) = T'M
defined by v;(t) = (z,tE;(x) + u), |t| <e, is an integral curve of J(Ejh) and so

d

(dA)u(E}, J(B})) = —— o

9(Ei(x),tEj(x) + u) = —0;;.

On the other hand, from the definition of {2 we have

(B, J(E) = (J(E}), J(E})) = (B} E}) = 6;. O

The tangent space T, (T M), for uw € T, M, x € M, can be described in terms of
Jacobi fields along the geodesic v, with ,(0) = x and 4,(0) = u. Let £ € T,(TM)
and z : (—e,e) = TM, € > 0, be a smooth curve such that z(0) = u and 2(0) = &.
If (¢1)ter is the geodesic flow, i.e. the flow of G (assuming that the metric g is
complete), then F : (—¢,€) Xx R — M defined by F(s,t) = p(¢¢(z(s)) is a variation
of the geodesic 7, (t) = p(¢¢(u)) through geodesics and therefore the variational field

1) = 20,1

is a Jacobi field along -, with initial conditions I¢(0) = ps,(§) and

from Proposition 1.1, where ¢;(2(s)) = (p(¢¢(2(s))), X (s,1)).

If we denote the vector space of Jacobi fields along v, by I(u), then the map
iy : Tu(TM) — I(u) defined by 4,(§) = I¢ is a linear isomorphism, because Keri,, =
H, NV, ={0} and both vector spaces have dimension 2n.

The geodesic vector field G on T'M is the Hamiltonian vector field of the kinetic

1
energy H(z,v) = igw(v,v) with respect to €. Indeed, let z : (—e,e) = TM, € > 0,
be a smooth curve such that z(0) = v and 2(0) = £. Let v = po z and X be the
smooth vector field along vy with z(¢) = (v(¢), X (¢)). Then,

and on the other hand

d 1

(dH)u(§) = - t_ogg(X(t),X(t)) = 9(V40)X, X(0)) = g(Ku(§),u).
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This shows that dH = ig€). Therefore, the geodesic flow leaves {2 invariant.

Proposition 1.5. Let u e TM, £ € T, (TM) and t € R. Then,

DI
(6)=u(€) = (Te(t), =, (1)) € Ty (TM) = Ho ) & Vi)

Proof. Using the above notations we have

Ii0) = 51| PO(0) = (20 0)ul6) = Pus(9):0(€)

and

DI D (OF D d

SE0-3(5)e0-2 (Frecon)

= 21 () = Ko (60-(6))
s=0
It follows that DI
Jul(@)w(©) = (Te(®), —2(1)- O

Corollary 1.6. ,(¢,() = g(—%(t),lg(t)) + g(1e(t), %(t)) for allt € R (as-

suming that the metric g is complete). O

3.2 The manifold of geodesics

Let (M, g) be a complete Riemannian n-manifold. A unit speed geodesic v: R — M
is called periodic of period ¢ > 0 if v(t + ¢) = ~(t) for every ¢ € R and ¢ is the
smallest positive real number with this property. In this case the length of ~ is
¢. If every geodesic of M is periodic of the same period ¢, then (M, g) is called
a Cyp-manifold and its metric a Cy-metric. The geodesic flow of a Cyp-manifold is
periodic and there exists a smooth free action of S' on the unit tangent bundle
T'M of M whose orbit space is smooth (2n — 2)-manifold CM. Also the quotient
map ¢ : T'M — CM is a principle S'-bundle. The manifold CM is called the
manifold of oriented geodesics of M.

Example 2.1. The sphere S™, n > 2, equiped with the usual euclidean Rie-
mannian metric is a Cor-manifold. From the uniugeness of geodesics follows
that the orienred geodesics on S™ are in one-to-one correspondence with the ori-
ented 2-dimensional linear subspaces of R"*!. Therefore, C'S™ is diffeomorphic to
SO(n+1,R)/SO(2,R) x SO(n—1,R). The same space is the manifold of geodesics
of the real projective space RP™ with its standard Riemannian metric which is a
Cr-manifold and is doubly covered by S™.

The manifold of geodesics of any Cj-metric on S? can be determined from the
honotopy exact sequence

s m (SN = T (T1S?) = 1 (CS?) — {1}
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of the fibration ¢ : T'S? — CS2. Recall that T'S? is diffeomorphic to RP?
and so m1(T'S?) = Z,. It follows that 7;(CS?) is either trivial or isomor-
phic to Zs. However, we shall show shortly that the manifold of geodesics carries
a symplectic structure and is therefore orientable. Hence C'S? is diffeomorphic to S2.

The manifold of geodesics CM of a Cy-manifold M can be given a natural sym-
plectic structure. Recall from Proposition 1.4 that T'M has a symplectic structure
Q) = —dA, where A is the pullback of the Liouville canonical 1-form on 7*M under
the natural bundle isomorpsism £ : TM — T*M defined by the Riemannian metric
g. Let n = A|p1p. Recall also that T'M = H~1(1/2), where H : TM — R is the
kinetic energy. Let (1;);cr be the smooth flow on TM defined by ;(u) = elu. Its
infinitesimal generator Y is the smooth vector field on T'M which in local coordinates
(¢4, ...,¢" vt ..., v™) on TM is represented as

n
0
Y’locall = 5 Uk—
y a k-
(Y
k=1

Since dH (Y') = 2H, it follows that Y is transverse to T*M.
In local coordinates we have

n

i

Allocally = E gijv’dq’",
ij=1

where g = (gi;) is the local form of the Riemannian metric. Therefore,

- j i ~ 99ij ik i
dA = Z gijdv’ N\ dq" + Z ok vdqg® Adq'.
3,7=1 1,5,k=1
A simple calculation shows that iy (dA) = A and so d(iyQ) = Q or equivalently
Ly Q) = Q. We compute now that

n
AN (dA) = (=1)"iyQ A QP = %WQ".

Since Q" is a volume form on T'M and Y is transverse to 7'M, we conclude that
n A (dn)"~! is a volume form on T M. Also, igdn = 0, because the geodesic vector
field G is the Hamiltonian vector field of the kinetic energy, i.e. ig{2 = dH. Finally,
ign = 1, because A(G) = (G, G) = 2H, where (,) is the Sasaki metric on T'M.

Since the geodesic flow leaves the symplectic 2-form €2 on T'M invariant, if M is a
Cy-manifold, there exists a unique closed 2-form w on C'M such that ¢*w = —Q|7p1,,
where ¢ : T'M — CM is the quotient map as above. Actually, the restriction of
the geodesic flow on T'M leaves 7 invariant, because Lgn = dign + iqdn = 0.
So, the subbundle Kern of T(T'M) is also left invariant under the geodesic flow.
Since ign = 1, we have a splitting T(T*M) = (G) @ Kern and the derivative of the
quotient map g, : Kern, — T, )C'M is a linear isomorphism for every v € T M.

Proposition 2.2. The induced closed 2-form w on CM is symplectic.
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Proof. Let X € Ty,)CM be such that w(X,.) = 0. If X = () '(X), then

—Q,(X,.) = (dn)y(X,.) = 0 on Kern,. Since
Qu(G(u), X) = (icQ)u(X) = (dH)u(X) =0

and
Qu(Y (), X) = (iy Q)u(X) = —Au(X) = —nu(X) =
it follows that €,(X,.) 0 on T,(TM) and therefore X =

= , because  is
symplectic. Hence X = 0. I

The tangent space T, )C'M can be described through Jacobi fields along the
geodesic 7, with 7,(0) = z and 4,(0) = u, where u € T} M. We shall use the
notations of the previous section. Let & € T, (T*M) and let z : (—¢,¢) — T'M,
e > 0, be a smooth curve such that z(0) = w and 2(0) = . If v = poz and
z(t) = (y(t), X(t)), then || X (¢)|| € T*M for all |t| < e. Therefore,

9K y(§),u) = 9(Vs0)X, X(0)) = 0.
This implies that T,(T'M) = {£ € T,(TM) : g(K,(£),u) = 0}. Also we have

GUTE(1), (1)) = 92 (0), 30 0)F + g(Te(0), 30 0)

= g(Ku(§),u) + g(p*u(f),v),

for all || < e. Combining the above, we conclude that g(I¢(t), ¥u(t)) = 9(psu(§), v)
for every ¢ € T,,(T*M). Since KerA, = {& € T,(TM) : g(peu(€),u) = 0}, it follows
that 4, (Kern, ) is the linear subspace I (u) of I(u) consisting of normal Jacobi fields
along ~y,. Thus, the chain of linear isomorphisms

1 .
Tyw)CM (@), Kern, — I'*+(u)

gives a natural identification of Ty, )C'M with I L(u).

3.3 Kahler manifolds

Let M be a complex manifold of complex dimension n. If ¢ : U — ¢(U) C C"
and ¢ : V. — ¢(V) C C" are two holomorphic charts with U NV # &, then
o t:p(UNV) — (U NV) is a biholomorphism and (i o ¢~1),, is C-linear
for every z € ¢(U N V). This implies that multiplication by ¢ in C™ lifts to a well
defined almost complex structure J : TM — TM on M, where T'M denotes the
tangent bundle of M as a real smooth 2n-manifold. If ¢ = (2!,22,...,2") is a system

of holomorphic local coordinates on U and we write 2/ = 27 +4y7, 1 < j < n, then

(200 0
91’7 9 Ayl Gyn

is a basis at each tangent space T, M for z € U and

J((‘) 0 0 0

@):@7 J(a_yj): 1<j<n.

 Oad =
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A Riemannian metric g on M is called hermitian if it is J-invariant, that is
9-(J:(u), J2(v)) = g.(u,v) for every u, v € T,M, z € M. For instance the euclidean
Riemannian metric on C™ is hermitian. The proof of Proposition 3.7 of Chapter 2
shows that on a complex manifold there are always hermitian Riemannian metrics.

If g is a hermitian Riemannian metric, the smooth 2-form w defined by

w(u,v) = g(J(u),v)

is non-degenerate and is called the fundamental 2-form of g. In this way each tangent
space becomes a Kéahler vector space and carries the positive definite hermitian
product h = g — iw, which is J-sesquilinear. We extend h C-bilinearly to the
complexified tangent bundle TcM = TM ®@g C = T'M @& T" M, where T'M is the
eigenspace of the eigenvalue 7 and T” M is the eigenspace of the eigenvalue —i of
J. So h(J(u),v) = ih(u,v) and h(u,J(v)) = —ih(u,v), but h(iu,v) = ih(u,v) =

h(u,iv).
Let now
o _ L0 0 0 10 0w
57 Z(Oxj zayj) eT'M|y and 55— Z(Oxj +zayj) eT"M|y.
We have
o 0 1 o 0 ., 0 0 ., 0 0 o 0
h(wv @) = Z[ (@7 W) - Zh(@v a—yk) _Zh(a—yﬂ" @) - h(@, a—yk)] =0
and similarly
o 0
(821’8z’f) 0
Also
o 0 1 o 0 ., 0 0 o 0 o 0
h(@a ﬁ) =1 [h(@a @) —Hh(@, a—yk) - Zh(a—yj’ W) + h(a—yi’ 8—y’f)]
1 o 0 o 0 o 0 . 0
= 5[}1(@7@) —Hh(@’a—yk)] = §[h(m=@) ‘Hh(a ]J(@))}

It follows that as a tensor h has a local expression

h=Y hjd @dz*
j.k=1

where hjj, = h(ij, %), 1 <4,k <n,and d2/ =da? + idy’, dz7 = dz? — idy’.

In order to find a local expression of the fundamental 2-form w we compute

o 0 o 0
o gr) = TG ) = i

and o 0 a0 o 9 o 0

W(@, 8—yk) = Q(J(@), 8—yk) = 9(@, a—yk) = Reh(a—yj’ 8—yk)
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o 0
= ReMa o) = Rehir
Therefore,
0o 0 1 o 0 ., 0 0 ., 0 0 g0 0
9207 = 1|* G 8 T our 0y~ oy 08) T o)

1 , {
5[—Imhjk + zRehjk] = §hjk'

Hence n
_ ! hjpdz? A dz"
w|1ocally— 5 Z kA% Naz”.
]7k:1

Note that this local expression agrees with the fact that w is a real 2-form, because
the matrix (hjk)lgj,kgn is hermitian and therefore

€l

. n . n
- _% 3" hydz A d = % N hygdet A dF = w.
k=1 k=1

The fundamental 2-form w need not be closed. For example, let 0 < A < 1 and
T :C™"\ {0} — C™\ {0} be the biholomorphism 7'(z) = Az. Then T" generates a free
and properly discontinuous action of Z whose orbit space My = C™\ {0}/Z inherits
the structure of a complex manifold which makes the quotient map a holomorphic
covering map. Writing each z € C" \ {0} in the form z = r(, where » > 0 and
¢ € 82771 we see that the action is k- (r,¢) = (A\Fr, (), k € Z. Tt follows that M, is
diffeomorphic to S x §?"~1, which in this way has a complex structure. However
H?(S' x §?"~L:R) = 0, by Kiinneth’s formula, and thus S! x $?*~! admits no
symplectic structure. Hence the fundamental 2-form of any hermitian Riemannian
metric on S' x §?2"~! is not closed.

Recall that the exterior differential of w is given by

dw(X,Y,Z) = Xw(Y, Z) + Yw(Z, X) + Zw(X,Y)

_w([X7Y]7Z) _w([Yv Z]vX) _w([Z7X]7Y)

for any smooth vector fields X, Y, Z on M. Let V be the Levi-Civita connection
of the hermitian Riemannian metric g. Then,

Xw(Y,2)=9(Vx(JY),Z) + g(JY,Vx Z)
=g9(Vx )Y, Z) + g(J(VxY), Z) + g(JY,Vx Z)
=9(Vx )Y, 2) = g(VxY,JZ) + g(JY,VxZ)
and
w([Xv Y]7Z) = g(J(vXY)v Z) - g('](va)v Z) = _g(vXK JZ) +Q(VYX, JZ)
Permuting cyclically and substituting we get

dw(X7Y7 Z) = g((vXJ)Yv Z) +g((VyJ)Z,X) +g((vZJ)X7Y)’
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This implies that in case J is parallel with respect to V, i.e. VJ =0, then dw = 0
and w is symplectic. We shall prove that this sufficient condition is also necessary.
We shall use the following.

Lemma 3.1. Let M be a complex manifold with corresponding almost complex
structure J and let g be a hermitian Riemannian metric on M with Levi-Civita
connection V. Then, J(VxJ) = —=(VxJ)J and VxJ is skew-adjoint with respect
to g for every smooth vector field X on M.

Proof. For every smooth vector field Y on M we have
J(Vx )Y + (VxJ)JY = J(Vx(JY) = J(VxY)) + Vx(J?Y) - J(Vx(JY)) = 0.

This proves the first assertion. To prove the second, for every pair of smooth vector
fields Y, Z on M we differentiate the equality ¢g(JY,Z) + g(Y,JZ) = 0 in the
direction of X to get

0=9g(Vx(JY),Z) +g(JY,VxZ) + g(VxY,JZ) + g(Y,Vx(JZ)
=9((Vx )Y, Z) + g(J(VxY),Z) + g(JY,Vx Z)
+9(VxY,JZ) +g(Y,(VxJ)Z) + g(Y, J(Vx Z))
which means that VxJ is skew-adjoint with respect to g. [

Proposition 3.2. Let M be a complex manifold with corresponding almost complex
structure J and let g be a hermitian Riemannian metric on M with Levi-Civita con-
nection V. The corresponding fundamental 2-form w is closed if and only if VJ = 0.

Proof. From the above only the converse needs proof. If X, Y, Z are smooth vector
fields on M, from Lemma 3.1 we have

g(Vx )Y, JZ) = —g(J(Vx )Y, Z) = g(VxJ)(JY),Z) = —g(JY,(Vx J)Z).
So,
dw(X,Y,JZ)+dw(X,JY,Z) = g(Vx )Y, JZ)+g9(Vy I)JZ), X)+9((V sz ) X,Y)

+9(VxI)(JIY), Z) + g(Voy J)Z, X) + g(Vz )X, JY)
=29((Vx )Y, JZ) +g((Vy I)(J2), X) + 9((Vyy J)Z, X)
—9((VyzJ)Y, X) = g((VzJ)(JY), X)
=29((Vx )Y, JZ) + g(Vy I)(JZ) + (Vuy J)Z = (V iz )Y — (VzJ)(JY), X).
However, again from Lemma 3.1 we have
(Vy NI Z)+ (VyyJ)Z = (VyzJ)Y = (VzJ)(JY)

=(Vyy)Z —J(Vy)Z+ J(NVzJ)Y —(VyzJ)Y
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=Viy(J2) = J(VyyZ) =V z(JY)+ J(V;2Y) = J(VyJ)Z + J(NVzJ)Y
=[JY,JZ] = J(NyyZ =V 7Y +(VyJ)Z — (VzJ)Y)
=[JY,JZ) = J(VyyZ =V jz2Y +Vy(JZ) = J(VyZ) = Vz(JY) + J(VzY))
= [JY,JZ] — J([Y,JZ]) + [JY, Z] — J[Y, Z))
= [JY,JZ) - Y, 2] - JY,JZ] — J|JY, Z].

The tensor NY(Y, Z) = [Y, Z| + J[Y, JZ] + J[JY, Z] — [JY, J Z] vanishes identically
on M, because locally

;0 0, 0 0. 0 0
(@’W) - (@v a—yk) - (a—ij a—yk)

for every 1 < j,k < n. Cosequently,
dw(X,Y,JZ) + dw(X,JY,Z) =29((Vx J)Y,JZ).

It is now obvious that if dw = 0, then VxJ = 0 for every smooth vector field X on
M, since J : TM — TM is a vector bundle automorphism. [J

Remark 3.3. The tensor N/ which appeared in the proof of Proposition 6.2
is called the Nijenhuis tensor and can be defined if we have an almost complex
structure J on a smooth manifold M. If J comes from a complex structure on
M, then J is called integrable and N’ = 0. According to a famous theorem of
Newlander and Nirenberg the converse also holds. More precisely, if J is an almost
complex structure on a smooth manifold M and N’ = 0, then J is integrable and
M admits a structure of complex manifold.

A hermitian Riemannian metric g on a complex manifold M is called Kdhler
if its corresponding fundamental 2-form is closed and therefore symplectic. A
complex manifold is called Ké&hler if it admits a Kahler metric.

Example 3.4. The euclidean Riemannian metric on C™ is hermitian and its corre-
sponding fundamental 2-form is the standard symplectic 2-form

%Zdzj AdZ =Y dad Ady.
j=1 j=1
So C" is a Kéahler manifold.

Example 3.5. Let ai, ao,..., as, € C" be linearly independent over R and
L = a1Z + asZ + -+ + agyZ. The quotient group C"/L is the orbit space of
the holomorphic action of the group generated by the translations of C" by aj,
1 < 7 < n and topologically is a 2n-torus. It inherits a unique complex structure
such that the quotient map p : C" — C™/L becomes a holomorphic covering map
and is called a complex torus. Since translations are isometries of the euclidean
metric on C”, the latter induces a hermitian Riemannian metric on C"/L so that
p becomes a local isometry. If w is the corresponding fundamental 2-form, then
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p*w is the standard symplectic 2-form on C™. Since p is a local diffeomorphism and
p*(dw) = d(p*w) = 0, it follows that w is closed. Therefore the complex torus C"/L
is a Kahler manifold.

Example 3.6. The Fubini-Study metric on the complex projective space CP™
is by its definition a hermitian Riemannian metric, whose fundamental 2-form is
closed by Mumford’s criterion. Therefore CP"™ is a Kahler manifold.

Example 3.7. Let D C C" be a bounded, open, connected set and let
A%(D) = {f € L*(D) : f holomorphic}

where L? is considered with respect to the Lebesgue measure p and equality of
functions in L?(D) means equality almost everywhere. We equip A?(D) with the
L?-inner product and norm, and call it the Bergman space of D.

Let A C D be a compact set and 0 < r < inf{||z —w|| : z € A,w € dD}. Then
S(z,7) C A for every z € A. For every z € A and f € A?(D) the mean value
property of holomorphic functions and Holder’s inequality imply that

o
1(S(z,7))

1

£(2)] = / B fdu‘ < iy S A sty

n

—1/2
< (SN ) = (ﬁ) I fllzzo)-

So there is a constant ¢ > 0 depending only on A and n such that

[f ()| < ell fll2 oy

for every z € A and f € A%(D). It follows easily from this inequality that A?(D) is
a closed linear subspace of L?(D) and therefore is a separable Hilbert space itself.
Also, if we take A to be a singleton {z} C D, it implies that the evaluation of
f € A%(D) at z is a continuous linear functional. From the Riesz representation
theorem, there exists a unique K, € A%(D) such that

f(2) = /D FORO ()

for every f € A%(D). The Bergman kernel is the function K : D x D — C with

K(z,¢) = K.(¢). Note that K(¢,.) = K; € A%*(D) for every ¢ € D and thus

R 2) = /D KRG DK (= t)du(t) = K(2,C).

In particular, the Bergman kernel K(z, () is holomorphic with respect to z.

It is almost impossible to calculate the Bergman kernel explicitly, unless D is very
symmetric. In general it can be constructed from any countable orthonormal basis
of A?(D). Sometimes a suitable orthonormal basis can be chosen, which enables
explicit calculation.
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Let {¢; : j € N} be an orthonormal basis of A?(D). For every z € we have

o0

m@:2<;uw@wdwm=2@wwo

j=1 j=1

and the convergence is uniform on compact subsets of D. Thus,

)= 6i(2)6;(C)
j=1

The convergence is uniform on compact subsets of D x D. In order to prove this it

suffices to prove that
o
2
= 18,(2)
j=1

uniformly on compact subsets of D, because 2|¢;(2);(C)| < |¢;(2)> +[¢; ()] Let
A C D be a compact set and 0 < r < inf{||]z —w| : 2z € A,w € ID}. We put
A, = U S(z,r). As above, there is a constant ¢ > 0 depending on n and r, hence

zEA
on A, such that

2 2 2
|ﬂ@|§céwﬂuwm§céjﬂdu

for every z € A, and every f € A%(D). Since

S ) 2 _
X [, 100 = [ Ko

it follows that -
2)=>_lo;(2)”
j=1

uniformly on A,, hence also on A.

Note that we have K(z,z) > 0 and the equality holds if and only if ¢;(2) = 0
for all j € N. This would mean however that f(z) = 0 for every f € A%(D). This
contradiction shows that K(z,z) > 0 for every z € D.

Let now h be the complex hermitian metric on D defined by

h = Z 8 755 klogK(z 2)d? @ dz*.

The hermitian Riemannian metric ¢ = Reh is called the Bergman metric on D. We
shall prove that ¢ is a Kahler metric. First we extend ¢ to complex vector fields of
M, that is smooth sections of Tec M. Locally, a complex vector field has the form

Z&ﬁ'ZJm
st
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Let V be the Levi-Civita connection of the Bergman metric. For convenience we
shall use the notation 5

A

07!
Let I'}}, F?}:, Lo s F;”Z be defined by

Zk_ZPZJrZP .

and the similar equations for V 7 Zgy Vz; Zg and V Z e Z«. Since V is a symmetric
connection, F;r,i = PZ} etc. Note that

o 0 o 0
Reh(8 7B, =) =0, gjp- = Reh(ﬁ’ﬁ) =0
and o 0. 10 0
gyk*—Reh(aj sz) 2a]ak10gK(z 2).

If a, B, v, 6 are any indices, with or without a star, we have

ZgacSPg»y Zﬁga'y + Z’ygaﬁ Zag'yﬁ)

from which follows that F;’}: = F;’Zk = I‘?};* = Fﬂk* =0forall 1 <jkm <n.
Indeed, choosing «, 3, v to be non-starred indices we get Fﬁ* = 0, and if we choose
them all starred, then I = 0. Choosing «a, 8, v to be j*, j*, k, respectively, we
get I e =0, and j, 7, k¥, respectively, we get ng* = 0.

Slnce F;” = 0, we have Vz Zy € T'M and thus J(Vz;2y) = iVzZ) =
Vz,(JZ), which implies that (Vz,J)Z, = 0. Similarly, from Iige = 0, we get
(VZJ.* J)Zk» = 0. Since Iy = F;’}w 0 and V is symmetric, it follows that

F;’Zk = I‘;’Zﬁk = 0 and so sz*Zk = 0. Therefore,

V2, (JZ1) =iV 2, 2, = 0= J(V g, Z).

Similarly V7. Zy« = 0 and Vz,(JZy~) = J(Vz;Zg+) = 0. By linearity, these show
that VxJ = 0 for every smooth vector field X. It follows from Proposition 3.2 that
the Bergamn metric g is Kéhler.
In the case of the unit ball D?" the functions 2%, where « is a multiindex, form
an orthonormal basis of A%(D?"). Using this orthonormal basis one can calculate
n! 1

BRI e

where (,) is the standard hermitian product on C". An easy calculation shows that

0o 0 n+1
hje(2) = 55 55 log K(2,2) = W[Mk + (1= [I2]1%)é51)

for z = (21, 2%, ..., 2").
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In the particular case n = 1 this formula becomes

2
g11 11 1 —|z]2)2
So, the Bergman metric on the unit disc D? coincides with the Poincaré hyperbolic
metric.

3.4 Coadjoint orbits

Let G be a Lie group with Lie algera g and identity element e. The action of G
on itself by conjugation, i.e. 14(h) = ghg™!, g € G, fixes e and induces the adjoint
linear representation Ad : G — Aut(g) defined by

Ady(X) = (Wg)ae(X) = | glexptX)g"
t=0
Example 4.1. The Lie group SO(3,R) is compact, connected and its Lie algebra
50(3,R) is isomorphic to the Lie algebra of skew-symmetric linear maps of R? with
respect to the Lie bracket [A4, B] = AB — BA, A, B € R3*3,
On the other hand, the map = :R? — s0(3,R) defined by

0 —v3 (%)
0= V3 0 —U1
—V2 V1 0

where v = (v1, v2,v3), is a linear isomorphism and ¢-w = v x w, for every v, w € R3,
This actually characterizes ~ . So we have
(@ —d0)w = G(vxw)—d(uxw) = ux (Vxw)—vX (uXw) = (uxv)xw = (U X vV)w.
Thus, ~ is a Lie algebra isomorphism of the Lie algebra (R3, x) onto s0(3,R).
Using this isomorphism we can describe the exponential map of SO(3,R).

Let w € R w # 0, and {ej,e2,e3} be an orthonormal basis of R? such that
e1 = w/||w||. The matrix of & with respect to this basis is

0 0 O
w=w| {0 0 -1
01 0

For t € R let v(t) be the rotation around the axis determined by w through the
angle t||w||, that is

1 0 0
v(t) = [0 costljw| —sint|w]|
0 sint|w| cost|wl]]
Then,
0 0 0
() = |0 —llwlisintw] —|lwlcostlwl| | =~y(E)d = (Ly))srs (W) = Xa((2)),

0 Jwlcostfwl]]  —[lw]sint|w]
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where L. denotes the left translation on SO(3,R) by 7(t) and Xy, the left invariant
vector field on SO(3,R) corresponding to w. In other words, 7 is an integral curve
of Xy, with v(0) = I3. It follows that exp(tw) = (t) for every t € R.

For every A € SO(3,R) and v € R3 we have now

Ad(d) = 4 Alexp(tt)) A~ = 4 Ay(t) AT = Ay(0)0 A7 = AvATL
dt|,— dt |,
Thus,
Ady(D)w = Ab(A™ w) = A(v x A w) = Av x w

for every w € R3, since det A = 1. Hence Ad(d) = ;ﬁ;, and identifying R? with
s0(3,R) via ~ we conclude that Ady = A.

Let now ad = (Ad). : g — T.Aut(g) = End(g), that is

adx = (Ad)u(X) = 2

dt Adexp(tX)

t=0

for every X € g. If we denote by X, the left invariant vector field corresponding to
X and (¢¢)eer its flow, then for every Y € g = Tyg we have

d d
adX(Y) = E tZOAdexp(tX) (Y) = %‘tzo(d}exp(t}())*e(y) =
d d
E (Rexp(—tX) 0 Lexp(tX))*e(Y) = a (Rexp(—tX))*exp(tX) o (Lexp(tX))*e(Y) =
t=0 t=0
d d
a (Roxp(—tX))*exp(tX) (YL(eXp(tX)) = a (¢—t)*¢t(e)(YL(¢t(e)) = [Xv Y]7
t=0 t=0

since ¢¢(g) = gexp(tX) = Repx)(g) for every g € G, where R denotes right
translation.

As usual, the adjoint representation induces a representation Ad* : G — Aut(g*)
on the dual of the Lie algebra defined by Adg(a) = a o Ady-1, a € g*, which is
called the coadjoint representation of G.

Example 4.2. Continuing from Example 4.1, we shall describe the coadjoint rep-
resentation of SO(3,R). The transpose of the linear isomorphism ~ induces an
isomorphism from s0(3,R)* to (R3)* and the latter can be identified naturally with
R3 via the euclidean inner product. The composition of these two isomorphisms
gives a way to identify so(3,R)* with R3 and then, for every v, w € R we have
0*(w) = (v,w), where v* is the dual of © and (,) is the euclidean inner product.
Now

A (5%) () = 0% (Ad y-1 (D)) = (v, A7 w) = (Av, w),

for every A € SO(3,R), since the transpose of A is A~!. This shows that Ad* = A
via the above identification. Note that the orbit of the point ©* € s0(3,R)* = R3 is
the set {Av : A € SO(3,R)}, which is the sphere of radius ||v|| centered at 0.
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The orbit O, of u € g* under the coadjoint representation is an immersed
submanifold of g*, since the action is smooth. If G, is the isotropy group of p, then
the map Ad*(u) : G/G, — O, taking the coset G, to o Adg-1 is a well defined,
injective, smooth immersion of the homogeneous space G/G,, onto O, C g*. If the
Lie group G is compact, then O, is an embedded submanifold of g* and the above
map an embedding. If however G is not compact, O, may not be embedded.

Lemma 4.3. If u € g*, then the tangent space of O, is

1,0, ={poadx : X € g}.

Proof. Let v : R — G be a smooth curve with 4(0) = X. For instance, let v(t) =
exp(tX), in which case v(t)™' = exp(—tX). Then u(t) = po Ad, -1 is a smooth
curve with values in O,, C g* and p(0) = p. If Y € g, then p(t)(Y) = p(Ad,ypy -1 (Y))
for every t € R and defferentiating at 0 we get

#(0)(Y) = plad—x) (Y)) = —p(adx (Y)),

taking into account the natural identification 7, g* = g*. [

Example 4.4. In the case of the Lie group SO(3,R), for every v, w € R? = 50(3,R)
and p € R3 2 50(3,R)* we have

u(ads (1)) = (1,0 x w) = {1 x v,w).

It follows that 7,0, = {p xv:v € R3}, which is indeed the orthogonal plane to p,
i.e. the tangent plane of the sphere of center 0 and radius ||u|| at .

The proof of Lemma 4.3 shows that for every X € g, the fundamental vector
field X4« of the coadjoint action induced by X is given by the formula

d ]
Xow (1) = — | Adgex (1) = —poadx.

ot t=0
Obviously, 7,0, = {Xg(u) : X € g}. Note that if X, X’ € g are such that
Xg- () = X11 (1), then

—n([X,Y]) = Xge (W)(Y) = Xge () (V) = —p([ X", Y])

for every Y € g. So there is a well defined 2-form w™ on the coadjoint orbit O = O,
such that

wy, (Xgr(p), Y () = —p([X,Y])

for every p € O and X, Y € g. We call w™ the Kirillov 2-form on O.

The Kirillov 2-form w™ is non-degenerate, because if w, (Xg« (1), Yo (1)) = 0 for
every Yg- () € T,,0, then Xg«(u)(Y) = —p([X,Y]) = 0 for every Y € g. This means
Xg+ (1) = 0. In order to prove that w™ is symplectic, it remains to show that it is
closed. For this we shall need a series of lemmas.
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First note that Ady[X,Y] = [Ady(X),Ad,(Y)] for every X, Y € gand g € G.
Lemma 4.5. (Ady(X))g- = Adgo Xg- 0 Ad)_, for every X € g and g € G.

Proof. Let v : R — G be a smooth curve 4(0) = X. For instance y(t) = exp(tX),

and then
d

_a -1
Adg(X) = - tzogv(t)g :
Therefore,
d * d * * *
(Adg(X))g= (1) = — tZOAdgy(t)gﬂ(M) = t:o(Adg o AdZ 4y o Ady 1) ()

= (Adj o Xy o Ad;,l)(,u). O
Lemma 4.6. The Kirillov 2-form is Ad*-invariant.
Proof. Let p € g* and v = Ady (1), g € G. By Lemma 4.5,
(Adg(X))g(v) = Ady(Xg (1))
Thus, for every X, Y € g we have
(Adg)*w™)u(Xg= (1), Yo+ (1)) = w,, ((Adg(X))g= (v), (Adg(Y))g- (v))
= —v([Ady(X), Ady(Y)]) = —v(Ady[X, Y]) = —p([X, Y])

= wy (X (W), Yy (). O

For every v € g* we have a well defined 1-form vz, on G such that
(vp)g=vo(Lg-1)« € T,G.
Moreover, vy, is left invariant, because for every h € G we have
(Lhve)g = (VL) Ly (g) © (Lh)xg = v 0 ((Lg=1p=1)shg © (Ln)xg)

=vo (Ly1p-10Lp)sg =rvL(g).

Obviously, ix, v, is constant and equal to v(X) for every X € g.
Let v € O and ¢, : G — O be the submersion ¢,(g) = Ady(v). The 2-form
o = ¢;w” on G is left invariant, because

Lyo = (¢p o Ly)'w™ = (Adgo¢,)'w™ =¢,((Ady)'w™) =gw” =0
for every g € G, since w™ is Ad™-invariant and ¢, o Ly = Adj o ¢,.
Lemma 4.7. For every X, Y € g we have o(Xp,Yr) = —v([ X1, YL]).

Proof. First we observe that

(@™ )e(X,Y) = w, (60)5e(X), (@0)4e(Y)) = w,, (Xg= (1), Y= (v)) = =1 ([X, Y]).
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Therefore,
o(Xr,Yr)(e) = (pw)e(X,Y) = —v([X,Y]) = —vp([ X1, Yi])(e).

Since the smooth functions o(Xy,Yr), —vp([X1,YL]) : G — R are left invariant
and take the same value at e, they must be identical. [

Note that

(dvp)(Xp,Yr) = Xp(ve(Yr)) — Yo (vi(X1)) —vo([Xr, Y1)) = —vi([ X5, Y1),

since the functions vy (Yr) = iy, vy and v (X1) = ix, v are constant.
Lemma 4.8. The 2-form o is exact and o = dvy,.

Proof. Since o is left invariant, for any two smooth vector fields X, Y on G we have

o(X,Y)(g) = (Ly-10)g(X(9), Y (9)) = e((Lg-1)sg(X(9)), (Lg-1)+9(Y(9)))
=o(X7,Y])(e) (setting X' = (Ly—1)4¢(X(g)) and similarly for Y”)
= (dvp) (X}, Y])(e) (by Lemma 4.7)
= (dvp)g((Lg)se(X"), (Lg)se(Y")) (since vy, is left invariant)
= (dv)g(X(9),Y(9)) = (dvr)(X,Y)(g). D

Proposition 4.9. The Kirillov 2-form w™ on O is closed and therefore symplectic.

Proof. By Lemma 4.8, d(¢jw™) = do = d(dvy)) = 0. Hence ¢}(dw™) = 0. But ¢
is injective, since ¢, is a submersion. It follows that dw™ = 0. [

Corollary 4.10. Every orbit of the coadjoint action of a Lie group G on its dual
Lie algebra g* has even dimension. [

We shall end this section with a couple of illustrating examples.

Example 4.11. As we saw in Example 4.2, if p € s0(3,R)* = R3, then O,, is the
sphere centered at 0 with radius ||u|. Let v, w € s0(3,R) 2 R3. Then vgs = uxv €
71,0, and wgs = p x w € T,0,. Hence the Kirillov 2-form on O, is given by the
formula

wy, (Vgs, wrs) = — (@, v X w).

Since O, is a sphere, its area element is given by the formula
dA(v,w) = (N,v X w),

where N is the outer unit normal vector. It follows that

dA(p x v, p X w) = (ﬁu, (1 xv) x (1 x w)) = (ﬁu, (bs 1 X W) — (v, 1 X whp)
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= —llull{v, p x w) = [[ul[{p, v x w),

where we have used the property (a x b) x ¢ = {(a, )b — (b, c)a of the vector product

in R3. This shows that )
w- = ——dA.
[ 2]

Example 4.12. The connected Lie group of the orientation preserving affine trans-
formations of R is represented as a group of matrices by

a b
G—{<O 1>.a>0,beR}.
Its Lie algebra is
_(T Y. ~ T2

with Lie bracket [A, B] = AB — BA. The exponential map is computed as follows.
Let x, y € R with  # 0. Let v : R — G be the smooth curve defined by

y(t) = <e;x g(eml_ 1)>.

This shows that if

then exp(tW) = ~(t). If now

then

Ada(W) g

~dt 0 0

Ay)A™ = AW AT = (J’ “w bm) .
t=0

So the orbit of W under the adjoint action is the line

{(‘S é) .t € R},

when z # 0. If x = 0 and y > 0, it is the upper half-line, and if y < 0 it is the
lower half-line. We see now that the adjoint representation cannot be equivalent (in
any sense) to the coadjoint representation, since the orbits of the latter have even
dimension. In the sequel, we shall find the orbits of the coadjoint representation
and the Kirillov 2-form.
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Let 41 € g* = R2, the isomorphism given by euclidean inner product. This means
that if u = (a*, 8*), then u(W) = o*x + S*y. So,

AdYy 1 (w)(W) = p(Ada(W)) = o™z + " (ay — bx) = (a* — f*b)x + [ ay
which implies that Ad%_, (o*, 8*) = (o — 5*b, B*a). Therefore,
O, =A{(a" =", 8%) :a>0,b € R}

for p = (a*, 5*), as before.

If g* # 0, then for 8* > 0 the coadjoint orbit O, is the open upper half plane
and for f* < 0 it is the open lower half plane. For 5* = 0 we have O, = {(a*,0)}.
In the case 3* # 0, the Kirillov 2-form w™ on O, satisfies

w,, (Wh)g+, (Wa)g+) = —p([Wi, Wa]) = —p <x1y2 2 x2y1> = B (z2y1 — T1Y2),
where
W = <‘f{' %j>, i=12,
since
W, W] = <8 z1Y2 E x2y1> ‘
Consequently, w™ = —g*da* A dS*.

3.5 Homogeneous symplectic manifolds

Let g be a (real) Lie algebra and let A¥(g), & > 0, denote the vector space of all
skew-symmetric covariant k-tensors on g. For every k > 0, let 6 : A*(g) — AF*1(g)
be the linear map defined by

(5W)(X0, X1yee Xk) = Z (_1)Z+Jw([X27 X]]7 X0y oo Xiv ey X]7 ey Xk)

1<j
For k =0, we have § =0, and for k = 1 we have
(0w)(Xo, X1) = —w([Xo, X1]).

A standard computation shows that § o § = 0. Let Z*(g) = A¥(g) N Kerd and
B¥(g) = A¥(g) N Imd. The quotient H*(g) = Z¥(g)/B*(g) is called the Lie algebra
k-cohomology of g. Obviously, H%(g) = {0}.

Let G be a Lie group with Lie algebra g. Then Al(g) = g*. For every k > 0
the space AF(g) can be identified in the obvious way with the vector space of
left invariant differential k-forms on . The adjoint representation induces a left
action Ad* on AF(g), which for k = 1 is just the coadjoint representation. So
Ad}(0) = (Ad,1)*0, for € A¥(g). It is evident that Z¥(g) is an Ad*-invariant
subspace.
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Lemma 5.1. Let G be a Lie group with Lie algebra g. If H'(g) = {0} and
H?(g) = {0}, then the Ad*- actions of G on g* and Z*(g) are isomorphic.

Proof. Since H?(g) = {0}, for every 8 € Z%(g) there exists p € g* such that du = 6.
On the other hand, since H'(g) = {0}, we have Z'(g) = B'(g) = 6(A%g)) = 0.
Thus, if §u = 0, then pu = 0. It follows that ¢ : g* — Z2(g) is an isomorphism. It is
obvious that ¢ is Ad*-equivariant. [J

Let now (M, w) be a symplectic manifold, G a Lie group and ¢ : G x M — M a
smooth, symplectic action. Let ¢4 = ¢(g,.) and ¢ = ¢(.,p) for g € G and p € M.
Then, ¢4 0 ¢ = ¢P o L, and ¢P9(P) = P o R,. The closed 2-form (¢P)*w on G is left

invariant, because

(Lg)*((¢")w) = (9" 0 Lg)"w = (¢g 0 ¢)"w = (¢*)"((¢g)"w) = (¢*)"w,

since ¢4 is a symplectomorphism. Let ¥ : M — Z?%(g) be the smooth map defined
by
¥(p) = ((¢°) w)e-

Since (¢P)*w is left invariant, ¥ is equivariant. Indeed,
(9?2 @) *w)e = ((¢” © Ry)*w)e = (Ry((#7)"w))e = (Adg-1)"((¢7)*w)e.

In case the action is transitive, then W(M) is precisely one orbit in Z%(g). Recall
that if the action is transitive, then M is diffeomorphic to the homogeneous space
G/H, where H is the isotropy group of any point of M.

Proposition 5.2. Let G be a Lie group with Lie algebra g. If H'(g) = {0}
and H?(g) = {0}, then for every 6 € Z?(g) there exists a homogenous symplectic
G-manifold M such that W(M) = Op, where Oy is the orbit of 6 under the
Ad*-action of G on Z*(g).

Proof. Let 01, denote the left invariant 2-form on G defined by 6. According to
Lemma 5.1, there exists a unique p € g* such that éu = 6. Let G, be the isotropy
group of u under the coadjoint representation. Then,

Gu={9eG:Adgu=pt ={9€G:(Ly10Ry) = pr}
={9€G:(Ry) 1L = pr}.
If X € g, the flow (¢1)tcr of X is given by the formula
Yi(g) = gexp(tX) = Rexp(ex)(9)-

It follows that the Lie algebra of G, is g, = {X € g: Lx,pur = 0}. But ix, pr is a
constant function, and therefore Ly, ur, = ix, (dur) = ix,0r. So,

gu:{Xeg:z‘XLHL:O}.

Let Hy be the connected component of G, wich contains e. The Lie algebra of Hy
is g,,, and of course Hy is a closed Lie subgroup of G. Recall that the homogeneous
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space M = G/ Hy becomes a smooth manifold in a unique way such that the quotient
map 7 : G — M is smooth and it has local cross sections. In particular 7 is a
submersion.

Every g € G is contained in the domain U of a chart (U,x!, 22 ...,2™) of
G, where m = dim(G, which maps U diffeomorphically onto R™, such that
(7(U),x',22,...,2") is a chart on M, where m —n = dim Hy, and in these local coor-
dinates 7(x!, 22, ..., 2™) = (2!, 22, ....,2™). There are smooth functions ai; : U — R,

1 <4 < j < m, such that
Olv=>_  aydz' Adal.
1<i<j<m

0

The tangent space of the submanifold gHy of G at g has basis { sl ,%—m}

=0 for n <l < m, it follows that

Z aljda:j — Z aildxi =0.

I<j i<l

Since HL(@)

Therefore a;; = 0, when i > n or j > n, which means that

0Ll = E aijdazi A da?
1<i<j<n

and then

=d(0) = Z <Z aa” dx > Adzt A da? .

1<i<j<n =

Ot
Hence a—llj =0 for n < [ < m, and so the functions a;; do not depend on the

x _
coordinates T, ..., ™. This implies that 0;, descends to a well defined 2-form 6,

on m(U) given by the same formula. It is standard and easy, but somewhat tedious,
to show that there is a well defined closed 2-form w on M such that 7*w = 87, and
Wr(y = 1. Moreover, w is non-degenerate, because Wr(g)(Txg(v)) = 0 if and only
if (1),(v) = 0 or equivalently v € T,(gHp), that is m.(v) = 0. So we have so far
shown that (M,w) is a symplectic manifold.

Let ¢ : G x M — M be the natural transitive left action of G on M so that
¢q(hHy) = (gh)Hp, g € G. Then ¢, 0om = 7o Ly and therefore

T (Pyw) = (g o m)'w = (mo Ly)'w = Ly(r*w) = Ly, = 0, = m*w.

Since 7 is a submersion, 7* is injective in the level of forms, and hence ¢jw = w.
This shows that the action is symplectic. In order to complete the proof, it remains
to show that W(M) = Oy. If p = gHp € M, then ¢ = mo R, and for every X,
Y € g we have

()X, Y) = ((8")w)e(X, Y) = wr(g) (eg (Rg)we (X)), Tag (Bg) e (Y)))

= (T"w)g(Rg)se(X), (Bg)se(Y)) = (01)g((Rg)se(X), (Rg)ue(Y))
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= 0((Lg1 0 Rg)se(X), (Lg-1 © Rg)se (X)) = Adg(0)(X,Y).
In other words W(gHy) = Ady(0) for every g € G and therefore W(M) = Oy. [

Let again 6 € Z?(g) and suppose that (M, w) is a symplectic manifold, on which
the Lie group G with Lie algebra g acts transitively, symplectically and such that
V(M) = Oy. Then M is diffeomorphic to the homogeneous space G/H, where H
is the isotropy group of any point of M and necessarily 67, = (¢P)*w, where p € M.
The Lie algebra of H is

h={Xeg:ixd =0}

If Hy is the connected component of H which contains e, then W(G/Hy) = Oy, as the
proof of Proposition 6.2 shows. The homogeneous space G/Hy is a covering space
of M. These show that if M amd N are two homogeneous, symplectic G-manifolds
with (M) = ¥(N), then N is a covering space of M or vice versa.

Summarizing the results of this section, we have proved the following.

Theorem 5.3. (Kostant-Souriau) Let G be a Lie group with Lie algebra g such
that H'(g) = {0} and H?(g) = {0}. Then, up to covering spaces, the homogeneous,
symplectic G-manifolds are in one-to-one, onto correspondence with the coadjoint
orbits in g*. O

Before we end this section, we need to make some remarks about the assumptions
in the Kostant-Souriau theorem. If GG is a compact, connected Lie group with Lie
algebra g, then H*(g) is isomorphic to the k-th deRham cohomology, and so to the
k-th real singular cohomology H*(G;R) of G for every k > 0. Moreover, in this
case the condition H'(G;R) = 0 implies that H?(G;R) = 0 also. For example,
the special orthogonal group SO(3,R) is a compact, connected Lie group and is
diffeomorphic to the 3-dimensional real projective space RP3. Therefore, its Lie
algebra s0(3,R) satisfies the assumptions of the Kostant-Souriau theorem.

3.6 Poisson manifolds

In this section we shall describe an algebraic foundation of mechanics. A Poisson
algebra is a triple (A, {,}, ), where the pair (A,{,}) is Lie algebra, while at the
same time A is a commutative ring with a unit element and multiplication -, such
that we have a Leibniz formula

{fig-hy=h-{f,9} +g-{f.h}

for every f, g, h € A. From section 6 of chapter 2 follows that if (M,w) is a
symplectic manifold, then (C*°(M),{,},-) is a Poisson algebra, where {,} is the
Poisson bracket with respect to w and - is the usual multiplication of functions. A
map ¢ : A — B of Poisson algebras is called a homomorphism if is a Lie algebra
homomorphism and a homomorphism of commutative rings with unit element.
The Leibniz formula says that for every f € A the linear map ady : A — A with
adf(g9) = {g, f} is a derivation. It is called the Hamiltonian derivation defined by
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f. An f € Ais called a Casimir element if {f, g} = 0 for every g € A. For example,
the unit 1 € A is a Casimir element, since

for every f € A. A Poisson algebra A is called non-degenerate if every Casimir
element of A is of the form ¢ -1, t € R.

A Poisson manifold is a smooth manifold M together with a Poisson structure on
the ring of smooth functions C*°(M). So the Poisson structure on M is completely
determined by the Lie-Poisson bracket {,} on C>®(M). If (U, 2!, 22, ...,2") is a chart
on M, since ady is a derivation of C*°(M), it is a smooth vector field on M. So,

- 0
_ k
adgly =37 (4, f o
k=1
For every f, g € C°°(M) we have

- dg - dg of Og
(0.1l = Sk P = = St = >t 2L 0

7,k=1

It follows that the Poisson structure on M is determined by a contravariant, skew-
symmetric 2-tensor W, which is called the structural tensor of the Poisson structure.
For every p € M, the skew-symmetric, bilinear form W), : T;M x T;M — R is
determined by the structural matrix ({27, 2%})1<jr<pn. Its rank is called the rank
of the Poisson structure at p.

Proposition 6.1. The Poisson structure of a Poisson manifold M is defined by a
symplectic structure on M if and only if the structural matriz is invertible at every
point of M.

Proof. Let (M,w) be a symplectic manifold and {, } be the corresponding Poisson
bracket. Then the Poisson tensor is given by W (df,dg) = w(Xy, X,), where X; and
X, are the Hamiltonian vector fields with Hamiltonian functions f, g € C*°(M),
respectively. Let f be such that W (df,dg) = 0 for every g € C*°(M). Since Ty M
is generated by {(dg)(p) : g € C*°(M)} for every p € M and w is non-degenerate,
T,M is generated by {X4(p) : g € C®°(M)}. It follows now that X¢(p) = 0 for
every p € M. Therefore, df = 0 on M. This shows that the structural matrix
is invertible. If M is connected, the Poisson structure is also non-degenerate. For
the converse, let M be a Poisson manifold, such that the structural matrix W is
everywhere invertible. For f € C*°(M) put Xy = ady. We define

w(Xy, Xg) = {f, 9} = W(df, dg) = df (X,).

Since T,y M is generated by {(dg)(p) : g € C*(M)} and W is invertible, it follows
that w is a non-degenerate 2-form and it remains to show that w is closed. For this,
we observe first that

(X5, Xgl(h) = X7 (Xg(h)) = Xo(Xf(h)) = Xs({h, g}) — Xg({h, [})
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for every h € C°°(M). Consequently,

dw(Xy, Xg, Xpn) = Xp(w(Xg, Xn)) — Xg(w(Xy, Xn)) + Xn(w(Xy, Xg))
—w([Xy, Xg], Xn) + w([Xp, Xn], Xg) — w([Xg, Xn], X)
2({{f, 9}, h} +{{g,h}, f} +{{h, f},9}] =0. O

Example 6.2. Let (g,[,]) be a (real) Lie algebra of finite dimension n and g* be its
dual. Since g has finite demension, the double dual g** is naturally isomorphic to
g, and so their elements can be identified. For f, g € C*°(g*) let {f,g} € C*(g*)
be defined by

{f,9} () = pldf (1), dg(p)]

for u € g*. It is obvious that the bracket {,} is bilinear and skew-symmetric.
Moreover, the Leibniz formula holds, since it holds for d. In order to have a Poisson
manifold, it remains to verify the Jacobi identity. If {x1,x9,...,2,} is a basis of
g, then x1, x9,...,z, can be considered as (global) coordinate functions on g. If f,
g € C*(g*), then

af ag

Ox; 8:1@

{f.q} = Z {wi 25} 5=
i,j=1
Since {z;, z;}(p) = pldzi(pn),dx;(pn)] = pla;, x;] for every p € g*, it follows from
the Jacobi identity on g, that it also holds for {, } on the the set {1, z2,...,z,}. In
general, if f, g, h € C*°(g*) note first that

= of
;{xk,xi}{a k= D b gt

k,l=1

= 3 o Mot o g{xk,xy}{ zi}.

k=1

Now we compute

of 09g Oh
{{f g} h}_ jzk:l{{xhx]} xk}ax 8%_7 (9—:%
8h 9
+ Z {xz,:nj}{ 8:1: 8:1: Z {:pz,x]}{ } 85-'
,]k‘ 1 .7 Jk) 1 i
Similarly,
of 9dg Oh
{{g,n}, 1 = %:1{{$Jv$k} $z} O 8—% a—ﬂjk
ah 8f of
+ Z {a:g,xk}{ ax Bz, Z {x],xk}{ }(‘h:] oz,

i,5,k=1 i,5,k=1
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and
Worhat = 3 (e, x]}gg‘i gfj Oh

eyt oxy,

£ ol e > iy 2 o

ox
i,5,k=1 v i,5,k=1 k

Summing up we get

{r9bhy +{{g,n} FY + {0, [} g} =

> <{{x2,:173} wp} + {{zj, ze}, @i} + {{op, i}, :EJ}> gj aafj Oh _

ox
i k=1 k

In this way g* becomes a Poisson manifold.

If My and Ms are two Poisson manifolds, a smooth map h : My — M is called
Poisson it h* : C*°(Msy) — C*°(M;) is a homomorphism of Poisson algebras.

Let M be a Poisson manifold. For every f € C° (M), the smooth vector field X
corresponding to the Hamiltonian derivation ady = {., f} is called the Hamiltonian

vector field of f. This definition agrees with the definition of section 4 in case
M is symplectic.

Proposition 6.3. Let M be a Poisson manifold and Xy be a Hamiltonian vector
field on M with Hamiltonian function f € C°(M). Let ¢ : D — M be the flow of
Xy, where D C R x M is an open neighbourhood of {0} x M.
(i) If g € C°(M), then
9090 ={g.fYo b =190 T}

(it) fode=f
(iii) The flow of the Hamiltonian vector field Xy consists of Poisson maps.

Proof. (i) If p € M, then on the one hand

CZ(Q o ¢r) = X¢(9)(0e(p)) = {9, fHe(p))

and on the other hand

(9060 = 9161 (600 (X1 0))) = (9000)up(Xs(0)) = Xs(g60)(p) = {500, ).

(ii) This is obvious from (i) taking g = f.
(iii) Let g1, go € C°(M) and let g € C*°(D) be defined by

g(t,p) = {910 ¢t, 92 0 B }(p) — {91, 92} (b2(p))-

From (i) and the Jacobi identity we have

Jg

O (10600206} (0) + {91 0 b1, (020 0} (0) — {0, 92} (64()) =
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Hgr100s, frg200t} +{g100t, {9200, f}} — {{g1, 92} 0 b1, f} =
{9, f} = Xf(gt),

where as usual g; = ¢g(¢,.), and ¢(0,p) = 0. By uniqueness of solutions of ordinary
differential equations, we must necessarily have g(t,p) = 0 for all ¢ such that
(t,p) e D. O

If h: My — My is a Poisson map of Poisson manifolds and f € C°°(Ms), then
hap(Xp=()(p)) = Xy (h(p)) for every p € My. Therefore, h transforms integral curves
of Xjp=(y) in M; to integral curves of Xy on M.

If M is a Poisson manifold and N C M is an immersed submanifold, then N
is called a Poisson submanifold if the inclusion i : N — M is a Poisson map. On
every Poisson manifold M one can define an equivalence relation ~ by setting p ~ ¢
if and only if there is a piecewise smooth curve from p to ¢ whose smooth parts are
pieces of integral curves of Hamiltonian vector fields of M. The equivalence classes
are called the symplectic leaves of the Poisson structure of M. We shall prove that
the symplectic leaves are immersed submanifolds and carry a unique symplectic
structure so that the become Poisson submanifolds of M.

Let p € M and fi, fo,....fr € C°°(M) be such that the set {Xy (p),..., X5, (p)}
is a basis of Ime, where W), is the Poisson tensor and Wp cTyM = T M = T,M
is the induced linear map. In other words, Xy, (p) = W, (df;(p)). There exists some
€ > 0 and an open neighbourhood U of p such that the flow ¢; of Xy, is defined on
(—€,€) x U for every 1 < j < k. Taking a smaller € > 0, we may assume that

Pp(t1,ta, .o ti) = (1,6 © P21y © o © Prt, ) (D)
is defined for |t;| <€, 1 < j < k. Obviously, ®, is smooth and

0

(¢p)*o(a—tj) = Xy, (p)

for 1 < j <k. So, (®p)+o is a monomorphism and from the inverse function theorem
there exists an open neighbourhood Vj, of 0 in R* such that ®,:V, = Mis an
embedding. Note also that Im(®,).o = ImW,,.

Lemma 6.4. There exists an open neighbourhood V), of 0 in R* such that
Im(®p).t = ImWe () for every t = (t1,t2,....tx) € Vp.

Proof. We have
0
(‘Pp)*t(gj) = ((¢1,01)5 © - 0 (Dj—1,t;1)% © X, 0 Djy1t; ) © -Phpy) (D)
= Xp, (®p(t)) € ImWy, ),

where hj = fjo (¢1,4,0...0¢j—14,_,) " Therefore, Im(®}). < Iqu)p(t). However,
dimIm(®,).; = dimIm(®,),y = dimImW, = dim Iqu)p(t), since the flows of
Hamiltonian vector fields consist of Poisson maps, for ¢t € V), such that ®, : V, - M
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is an embedding. [J

If ¢ € ®,(V,) and ®, : V; - M is an embedding constructed as ¢, from
functions g1, go,....g5 € C™, then there is an open neighbourhood Vj of 0 in R¥
such that ®, maps Vj diffeomorphically onto an open subset of ®,(V},), from the
inverse function theorem.

Theorem 6.5. (Symplectic Stratification) In a Poisson manifold M every
symplectic leaf S C M is an immersed submanifold and T,S = Ime for every
p € S. Moreover, S has a unique symplectic structure such that S is a Poisson
submanifold of M.

Proof. Using the above notations, the family of all pairs (®,(V}), @, D, pe s, con-
structed from functions fi, fa,...,fr € C*°(M) such that {X¢, (p), X¢,(p), ..., X, (0)}
is a basis of Ime, is a smooth atlas for S. Indeed, let p, ¢ € S and
y € O,(Vp) N ®y(Vy). From the last remark, shrinking V, we may assume
that ®,(V,) C ®,(V,) N ®4(V,) and @, is an embedding of V}, similtaneously into
®,(Vp) and ®4(V;). Therefore, S is an immersed Poisson submanifold of M and
1,58 = Ime, from Lemma 6.4. By Proposition 6.1, it remains to show that the
structural matrix of S is invertible at every point p € S. Let f € C*°(M) be such
that {f,g}(p) = 0 for every g € C°>°(M). Then df (p)(X4(p)) = X4(f)(p) = 0 for
every g € C°°(M), which implies that d(f|s)(p) = df (p)|r,s = 0. This shows that

the structural matrix of S at p is invertible. [

Example 6.6. Let (g,[,]) be the Lie algebra of a Lie group G and g* be its dual. If
f € C*(g*), the Hamiltonian vector field Xy with respect to the Poisson structure
on g* defined in Example 6.2 satisfies

Xy()(g) = {9, fH () = pu([dg(p), df (w)]) = — (w0 adgp(y)(dg())

for every g € C*(g*) and p € g*, where we have identified g** with g. Thus,
Xy(pn) = —(adgp(y)* for every p € g* and X is precisely a fundamental vector field
of the coadjoint representation of G. It follows that the symplectic leaves in g* are
the coadjoint orbits. Moreover, the restricted Poisson structure on each coadjoint
orbit coincides with the Kirillov symplectic structure.



Chapter 4

Symmetries and integrability

4.1 Symplectic group actions

Let M be a smooth manifold, G a Lie group with Lie algebra g and ¢ : GXx M — M
be a smooth group action. If X € g, the fundamental vector field ¢.(X) € X' (M)
of the action which corresponds to X is the infinitesimal generator of the flow
dx : Rx M — M defined by ¢x(t,p) = ¢(exp(tX),p). Note that for g € G the
transformed vector field (¢g)«(¢«(X)) is the fundamental vector field ¢, (Ady (X)),
that is

(6)ep(6-(X)(D)) = 6 (Ady (X)) (6, (p))

for every p € M. Indeed,

d

P+ (Ady(X))(¢g(p)) = —

G0 exp(tAd, (X)) =

t=0

_Oexp(tAdg(X))) = (¢?7P)), (Ady (X)) =

a0y (4
(¢ P )*e(dt
d

d

$lgexp(tX)g™, (g,p)) = —

7 P(gexp(tX),p) =

t=0

L (@ oL exptX) = L| (6,06 (exp(tX)) =

t=0 dt t=0

(9)sp((97)4e(X)) = (Dg)up(0+(X)(P))-

Lemma 1.1. The linear map ¢« : g — X (M) is an anti-homomorphism of Lie
algebras, meaning that ¢([X,Y]) = —[¢«(X), ¢« (Y)] for every X, Y € g.

Proof. If p € M, then we compute

d

[6:(X), 0:(V)](0) = .

(¢exp(—tX) )*¢cxp(tX)(P) (¢* (Y)) (¢oxp(tX) (p))) =

% t_0¢*(Adoxp(—tX) (Y)(p) = ¢« (—adx(Y))(p) = —¢.([X,Y]). O

83
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Although ¢, is an anti-homomorphism of Lie algebras, it follows that ¢.(g) is a
Lie subalgebra of X'(M) of finite dimension.

Definition 1.2. Let (M,w) be a symplectic manifold and G a Lie group. A
smooth group action ¢ : G x M — M is called symplectic if ¢, = ¢(g,.) : M — M
is a symplectomorphism for every g € G.

If ¢ is symplectic, then ¢,(g) C sp(M,w), and therefore

¢«([g,0]) C [sp(M,w),sp(M,w)] C h(M,w),

by Proposition 6.8 in chapter 2. If Hy : g — Hp,z(M) is the linear map defined by
Hy(X) = [ig,(x)w], then X € Ker Hy if and only if ¢.(X) is a Hamiltonian vector
field, and [g, g] C Ker Hy.

Definition 1.3. A symplectic group action ¢ is called Hamiltonian if Hy = 0.

Thus, if H'(M;R) = {0}, then every symplectic group action on M is Hamilto-
nian. In particular, every symplectic group action on a simply connected symplectic
manifold is Hamiltonian. Also if the Lie algebra g of G is perfect, meaning that
g = [g, 9], then every symplectic group action of G is Hamiltonian. This happens
for example in the case G = SO(3,R), because s0(3,R) is isomorphic to the Lie
algebra (R, x), which is obviously perfect.

If ¢ is a Hamiltonian group action, in general there is no canonical way to
choose a Hamiltonian function for ¢,(X), since adding a constant to a Hamiltonian
function yields a new Hamiltonian function. If there is a linear map p : g — C*>°(M)
such that p(X) is a Hamiltonian function for ¢.(X) for every X € g, there is a
smooth map p : M — g* defined by u(p)(X) = p(X)(p).

Examples 1.4. (a) Let M be a smooth manifold, G a Lie group with Lie algebra g
and ¢ : G x M — M a smooth group action. Then, ¢ is covered by a group action
¢ of G on T*M defined by ¢(g,a) = a o (dg-1)sg,(x(a)), Where m: T*M — M is the

cotangent bundle projection. Since 7o ¢, = ¢4 o m, differentiating we get

Tdg(a) © (‘l;g)*a = (¢g)sr(a) © Txa

for every a € T*M and g € G. The Liouville 1-form 6 on T*M remains invariant
under the action of G, because

((6g)"0)a =05 () © (Bg)ra = a0 (dy Nagy(n(a)) © (Bg)sn(a) © Tra = @O Tag = .

Consequently, the action of G on T*M is symplectic with respect to the canonical
symplectic structure w = —df. Moreover, it is Hamiltonian, because
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and therefore ij v yw = d(iq;*(X)H). Here we have a linear map p : g — C°(T*M)
defined by p(X) = i&*(x)e and p: T*M — g* is given by the formula

p(a)(X) = 6a(4(X)).

(b) Let G be a Lie group with Lie algebra g and O be a coadjoint orbit. The
symplectic Kirillov 2-form w™ is Ad*-invariant, by Lemma 4.6 of chapter 3, and so
the natural action of G on O is symplectic. Recall that

w, (Xg=(v), Ygr (v)) = —v([X, Y]) = (v oady)(X) = =Yg ()(X) = =X (Y- ())

for every X, Y € g and v € O, having identified g** with g. If now px € C*(g*)
is the (linear) function defined by px(v) = —v(X), then dpx(v) = —X (again we
identify g** with g). It follows that i X -w~ = dpx, which shows that the action of
G on O is Hamiltonian.

Let ¢ : G x M — M be a Hamiltonian group action of the Lie group G with Lie
algebra g on a connected, symplectic manifold (M,w). We assume that we have a
linear lift p : g — C°°(M) such that ¢.(X) = X,x) for every X € g. We shall study
the possibility to change p to a new lift which is also a Lie algebra homomorphism.
From Proposition 6.8 of chapter 2 and Lemma 1.1 we have

Xip(xo)px1)y = ~[Xpxo) Xpxn)] = 0«([Xo, X1]) = Xp(1x0,x0)),

for every Xo, X7 € g. Since M is connected, there exists ¢(Xg, X1) € R such that

{p(Xo), p(X1)} = p([Xo, X1]) + (X0, X1)-

Obviously, ¢ : g x g — R is a skew-symmetric, bilinear form. Moreover, ¢ = 0, from
the Jacobi identity and the linearity of p. Hence ¢ € Z2(g). If p: g — C*®(M) is
another linear lift and ¢ = p — p, then o € g* and

{p(Xo), p(X1)} = {p(X0), p(X1)} = p([Xo, X1]) + (X0, X1) =

p([Xo, X1]) + e(Xo, X1) — o([Xo, X1]).

Hence, ¢(Xo, X1) — ¢(Xo,X1) = —o([Xo, X1]) = (00)(Xo,X1). We conclude that
there is a choice of j such that ¢ = 0 if and only if [¢] = 0 in H?(g). Thus, in case
H?(g) = {0}, we can always select a linear lift p : g — C°°(M) which is a Lie
algebra homomorphism.

Examples 1.5. (a) Let M be a smooth manifold, G a Lie group with Lie algebra
gand ¢ : G x M — M a smooth group action. As we saw in Example 1.4(a), the
covering action ¢ on T*M is Hamiltonian and p : g — C°°(T*M) is given by the
formula p(X) =1 4.(x)0; where 0 is the invariant Liouville 1-form. Then,

c(Xo, X1) = =d0($.(X0), 6+ (X1)) — 0(6.([Xo, X1]) =
—L-

5oy P(X1) + L (x,)P(Xo) + 0([9+(X0), o (X1)]) — 0(9([X0, X1]) =
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—{p(X1), p(X0)} + {p(X0), p(X1)} = 20(d([Xo0, X1]) = 2¢(Xo, X1)

and hence ¢ = 0.

(b) If G is a Lie group with Lie algebra g and O is a coadjoint orbit, then
p(X)(v) = —v(X) for every X € g and v € O C g*, as we saw in Example 1.4(b).
Therefore, ¢ = 0, from the definition of the Kirillov 2-form.

(c) We shall now describe a simple example, where [c] is a non-zero element of
H?(g). Let G = (R?,+), in which case g = R? with trivial Lie bracket. Let M = R?
endowed with the euclidean area 2-form dx A dy. Let G act on M by translations.
The action is symplectic and if X = (a,b) € g, then

o 0
6(X) =g o

which is Hamiltonian with Hamiltonian function p(X)(z,y) = ay — bx. Then,
c((ao, bo), (a1,b1)) = agbr — aiby

and therefore [c] = ¢ # 0.

Definition 1.6. Let M be a symplectic manifold and G be a Lie group with Lie

algebra g. A Hamiltonian group action ¢ : Gx M — M is called Poisson (or strongly
Hamiltonian) if there is a lift p : g — C°°(M) which is a Lie algebra homomorphism.

We conclude this section with a couple of criteria giving sufficient conditions
for a symplectic group action to be Poisson.

Theorem 1.7. Let (M,w) be a compact, connected, symplectic 2n-manifold
and G a Lie group with Lie algebra g. Then, every Hamiltonian group action
¢:Gx M — M is Poisson.

Proof. Recall from Proposition 6.9 of Chapter 2 that C*°(M) = R& C§°(M,w). If
X egand F € C*(M) is a Hamiltonian function of ¢,(X), we define

1 n
0 = G

where W™ = w Aw A ... Aw n-times. Then p is a linear lift. Let Xy, X; € g and Fp,
Fy € C*°(M) be Hamiltonian functions of ¢.(Xp) and ¢.(X7), respectively. From
Proposition 6.8 of Chapter 2 and Lemma 1.1 we have

Xip,my = —[Xry, Xp | = —[04(X0), 0+(X1)] = ¢4 ([ X0, X1]),

and therefore

p([Xo, X1]) = {Fo, F1} — m /M {Fo, Fiw" =

{r(Xo), p(X1)} = 0 = {p(Xo), p(X1)},
from Proposition 6.9(b) of Chapter 2. OJ
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Theorem 1.8. Let G be a Lie group with Lie algebra g. If H'(g) = {0} and
H?(g) = {0}, then every symplectic group action of G is Poisson.

Proof. Let (M,w) be a symplectic manifold and ¢ : G x M — M be a symplectic
action of G. The condition H'(g) = {0} is equivalent to [g, g] = g. This implies that
¢+(g) C h(M,w), which means that the action is Hamiltonian. Since H?(g) = {0},
the discussion preceeding the Examples 1.5 shows that the action is Poisson. [J

We shall end this section with a final remark concerning the existence of invariant
almost complex structures. Let (M,w) be a symplectic manifold and G be a Lie
group acting smoothly and symplectically on M. If G is compact (or more generally
the action is proper), there exists a G-invariant Riemannian metric on M. Starting
with such a Riemannian metric, one can repeat the second part of the proof of
Proposition 3.7 of Chapter 1 to construct a G-invariant almost complex structure
J on M which is compatible with w. Obviously, the corresponding compatible
Riemannian metric g on M given by the formula g,(u,v) = —w(J(u),v), for u,
veT,M, z € M, is also G-invariant.

4.2 Momentum maps

Let (M,w) be a connected, symplectic manifold, G be a Lie group with Lie algebra
gand ¢ : G x M — M be a Poisson action.

Definition 2.1. A momentum map for ¢ is a smooth map u : M — g* such that
p:g— C®(M) defined by p(X)(p) = u(p)(X) for X € g and p € M satisfies

(i) 94(X) = X,(x), and

(i) {p(X), p(Y)} = p(IX, Y]) for every X, Y € g.

From the point of view of dynamical systems, one reason to study momentum
maps is the following. If H : M — R is a G-invariant, smooth function, then y is
constant along the integral curves of the Hamiltonian vector field Xg. Indeed, for
every X € g we have

Lxpp(X) ={p(X), H} = —{H, p(X)} = =Ly, x)H = 0.

Theorem 2.2. If G is a connected Lie group, then a momentum map pu: M — g*
is G-equivariant with respect to the coadjoint action on g*.

Proof. The momentum map p is G-equivariant when u(¢,(p)) = pu(p) o Ad,—1 or
equivalently

p(X)(¢g(p)) = p(Adg-1(X))(p)

for every X € g, g € G and p € M. Observe that if this is true for two elements g1,
g2 € G and for every X € g and p € M, then this is also true for the element g1 gs.
Recall that since G is connected, if V' is any connected, open neighbourhood of the

identity e € G with V = V1, then G = U V™ where V" =V - ... -V, n-times.

n=1
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It follows that it suffices to prove the above equality for ¢ = exptY for Y € g and
t € R. In other words, it suffices to show that

P(X) (@exp(ty)(P)) = p(Adexp(—1y) (X)) (p)

for every X, Y € g, p€ M and t € R. As this is true for ¢ = 0, we need only show
that the two sides have equal derivatives with respect to t. The derivative of the
left hand side is

& D(X) Bespi)(1)) = dp(X) sy (D) o oo () =

w(p«(X) (¢exp(tY) (p)), +(Y) (¢exp(ty) (p)) =
W((Pg)sp(Px (Adexp(—1v) (X)) (D)), (Pg)up (@5 (Adexp(—ev) (Y))(P))) =
W(Px (Adexp(—1y) (X)) (D), P+ (Adexp(—1v) (V) (p)) =
W(Px(Adexp(—1v) (X)) (p), 6+ (Y) (p)),

since Adeyp(—¢yy(Y) = Y, the action is symplectic and using the remarks in the
beginning of section 1. The derivative of the right hand side is

%p(Adexp(—tY)(X))(p) = Io(%Adoxp(—tY) (X))(p) =

p(ad(—Y) (Adexp(—tY) (X)))(p) = p([_Y7 Adexp(—tY) (X)])(p) =
{p(Adexp(—tY) (X))7 ,O(Y)}(p) = w(¢* (Adexp(—tY) (X))(p)v om (Y) (p)) g

In general, for every X € g and g € G the smooth function
(¢9)" (p(X)) — p(Ady-1(X)) : M — R
has differential
d((¢g)" (p(X)) — p(Ady-1(X))) = (89)"(dp(X)) — dp(Ad,-1(X)) =

(69)* (@1 (34(X)) =@ (Bu(Ady-1(X))) = @ ((Bg-1)5 s (X)—¢u(Ady-1(X))) = O,

because the group action is symplectic and using the remarks in the beginning of
section 1. Since M is connected, it is constant and so we have a function ¢: G — g*
defined by

c(g) = (¢9)"(p(X)) — p(Adg-1 (X)) = u(dg(p)) — Ady(n(p))
for any p € M. If now gg, g1 € G, then
c(g0g1) = 11(dgo (g, (p))) — Adgy (Ady, (u(p))) =

1(Pgo (P91 (P)) — Adg, (1(Dg, (P))) + Ady, (g (p)) — Adg, (Ady, (u(p))) =
c(go) + Ady, (1(¢g: () — Adg, (u(p))) = c(go) + Ady,(c(g1))-
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This means that ¢ is a 1-cocycle with respect to the group cohomology of G® with
coefficients in the G-module g*, with respect to the coadjoint action, where G°
denotes G' made discrete. If p/ is another momentum map, there exists a constant
a € g* such that u’ = u + a. The corresponding cocycle ¢’ is given by the formula

(9) = n(eg(p)) + a — Adg(u(p)) — Adg(a) = (c — da)(g)

where § denotes the coboundary operator in group cohomology. Thus, the coho-
mology class [c] € H'(G?;g*) does not depend on the choice of the momentum map
but only on the group action.

Proposition 2.3. If H'(G%;g*) = {0}, there exists a G-equivariant momentum
map.

Proof. Let u be any momentum map with corresponding 1-cocycle ¢. There exists
a € g* such that ¢ = da, that is ¢(g) = Adj(a) — a for every g € G. Then p+a is a
G-equivariant momentum map, because

1(q(p)) +a = c(g) + Adg(u(p)) +a = Ady(a) —a+ Ady(u(p)) +a = Ady(p +a)(p)

for every g € G and p € M. J

Examples 2.4. (a) Let ¢ : G x M — M be a smooth action of the Lie group G
with Lie algebra g on the smooth manifold M and ¢ : G x T*M — T*M be the
lifted action on the cotangent bundle. As we saw in Examples 1.4(a) and 1.5(a),
the action of G on T*M is Poisson and actually the Liouville 1-form 6 on T*M is
G-invariant. The momentum map p : T*M — g* is given by the formula

(@) (X) = 6a(64(X) ()

for X € g and a € T*M, and is G-equivariant, because 6 is G-invariant. Indeed,
(@) (X) = O300) (Be(X)(64(@))) = ((By1)"0) 0 ($4(X) (B () =

Ou((Dg1).g, (a) (95 (X)(D4(a)))) = ba(Px(Ady-1(X))(a)) = p(a)(Ady-1 (X)),
for every g € G.

In the case of the 3-dimensional euclidean space R? we have T*R3 = R3 x R3,
where the isomorphism is defined by the euclidean inner product (,), identifying
thus 7*R? with TR3. The Liouville 1-form is given by the formula

e(q,p) (U7w) = <U,p>.
The natural action of SO(3,R) on R? is covered by the action ¢ such that
$a(a:p)(v) = (p, A~'v) = (Ap,v)

for every v € T,R3 and A € SO(3,R). Therefore, &A(q,p) = (Agq, Ap) for every
(g,p) € T*R? and A € SO(3,R). If now v € R? = s0(3,R), the corresponding
fundamental vector field of the action satisfies

d«(v)(q,p) = (0q,9p) = (v X g, v X p).
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It follows that the momentum map satisfies

p(g,p)(v) = (v x q,p) = (g X p,v)

for every v € R3. Consequently, the momentum map is the angular momentum

(g, p) = q X p.

Suppose now that we have a system of n particles in R3. The configuration space
is R3". The additive group R? acts on R3" by translations, that is

o:(q",q% @) = (" + 2, ¢* + 2,0, ¢ + T)

for every x € R3. The lifted action on T*R3" = R3" x R3" is

(Z;x(qluq27 ”'7qn7p17p27 7pn) = (ql - x7q2 -, 7qn — X,P1,P2, 7pn)

If now X € R3, the corresponding fundamental vector field of the action is

&*(X)(q17q27 cey qn7p17p27 7pn) = (_Xv _X7 s _X707 07 cey 0)

Hence the momentum map p : T*R3™ — R3 satisfies

n

n
M(q17q27"'7qn7p17p27 7pn)(X) = Z <_X7pj> = <X7 _Zp]>
=1 J=1

In other words, the momentum map in this case is the total linear momentum
n
p(a',q% - q" p1, D2, n) = — )5
j=1

This example justifies the use of the term momentum map.

(b) Let G be a Lie group with Lie algebra g and O C g* be a coadjoint orbit.
As we saw in Examples 1.4(b) and 1.5(b), the transitive action of G on O is Poisson
with momentum map p : O — g* given by the formula p(v) = —v for every v € O.
In other words, the momentum map is minus the inclusion of O in g*, which is of
course G-equivariant.

(c) Let h be the usual hermitian product and w the standard symplectic 2-
form in C" defined by the formula w(v,w) = Reh(Jv,w), where J : C* — C"
is multiplication by 7. The natural group action ¢ : U(n) x C" — C™ preserves
h (by definition) and is symplectic, since the elements of U(n) commute with J.
If X € u(n), the corresponding fundamental vector field is ¢.(X)(z) = Xz and
therefore

(i, (x)W)z(v) = w(X2,v) = Reh(J Xz, v)

for every v € T,C™ and z € C". Let now p(X) : C* — R be the smooth function
defined by

p(X)() = Sh(Xz,2)
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which takes indeed real values since
h(Xzz2) =h(z,X'2) = h(z,—-X2) = —h(X 2z, 2),
because X € u(n). Observe that
h(X(z+v),z+v) — h(Xz2) = h(Xv,0) + h(Xz,0v) — h(Xz,0)
and
lim h(Xv,v)

v—0 ”U”

=0.
It follows that
dp(X)(z)v = %[h(Xz,v) — h(Xz,v)] = Re(ih(Xz,v)) = (ig, (x)w)z(v)

for every v € T,C"™ and z € C". This means that the action is Hamiltonian.
Moreover, it is Poisson because for every X, Y € u(n) we have

p([X.Y])(2) = p(XY ~ Y X)(2) = S[h(XY,2) — h(¥ X=,2)] =

MYz, —Xz)— h(Xz,-Y2)| = %[—h(Xz, Y2)+h(XzY2)] =

DO | .

Re(ih(X2,Y2)) = w.(X2,Y2) = {p(X), p(Y)}(2).

In accordance to Theorem 2.2, the corresponding momentum map p : C"* — u(n)*
is indeed U (n)-equivariant since

J(A2)(X) = %h(XAz,Az) - %h(AtXAz,z) _ %h(A‘lXAz,z) _
(A 41 (X)2,2) = (n(=) 0 Ad 4-1)(X)

for every z € C*, A € U(n) and X € u(n), because Ady1(X) = A1 XA.
(d) On C™™ we consider the inner product

(A, B) = %Tr(AB* + BAY),

where A* = A!, and the corresponding symplectic form w(A, B) = (iA, B). Note
that since AB*+ BA* is hermitian, it has real eigenvalues and (, ) is a euclidean inner
product. The action ¢ of U(n) on C"*™ by conjugation is isometric and symplectic.
If X € u(n), the corresponding fundamental vector field of the action at A € C™"*"
is

d(X)(A) = % O(eXth)A(exth)* = XA+ AX" =[X,A].
=

Let p: C™™ — u(n)* 2 u(n) be the smooth map defined by

p(A4) = — 5[4, A%,
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where the identification of u(n)* with u(n) is made through the restriction of the
above inner product to u(n). It is easy to see that p is U(n)-equivariant. We shall
show that p is a momentum map. Let p : u(n) — C°°(C™*™) be the corresponding
map defined by the formula

1, .
pX)(A) = p(A)(X) = —(5i[4, A7], X).
For every A € C™*™ and H € C™"*", we have

Ap(X)(AVH = (Si([A", H] ~ [A, H*)), X) = ;Te(i([A4", H] ~ [A, H])(X" — X)) =

%Tr(z‘X([A, H — [A%, H])) = %Tr(z’(XAH* _XH*A— XA*H + XHA")) =

STRG(X, AL — HIX, A])) = GIX, 4], H) = w(0.(X)(4), H).

In other words ¢,(X) = X p(x)- Moreover, the action is Poisson, because for every
X,Y €u(n) and A € C™™" we have

{p(X), p(Y)}(A) = (i[X, AL [Y, A]) = %Tr(i[AyA*HXy Y]) = p([X, Y])(A).

4.3 Symplectic reduction

Let (M,w) be a connected, symplectic manifold, G a Lie group with Lie algebra g
and ¢ : G x M — M a symplectic action. In general, the orbit space G\M of the
action may not be a smooth manifold (not even a Hausdorff space). Even in the
case it is, it may not admit any symplectic structure, as for instance it may be odd
dimensional. If the action is Poisson and there is a G-equivariant momentum map
w: M — g*, there exists a well defined continuous map i : G\M — G\g*. Under
certain circumstances, the level sets i~ 1(0,), a € g*, can be given a symplectic
structure in a natural way. It is easy to see that the inclusion j : = '(a) < p=1(0,)
induces a continuous bijection jy : G,\p"t(a) = G\p=*(O,). In certain cases, j
is a homeomorphism or even a diffeomorphism of smooth manifolds. For example,
if the action of G on M is free and proper and a is a regular value of u, then
p1(0,) is a smooth submanifold of M and so are G\u=1(0,) and G,\p"*(a).
Moreover, in this case ju is a diffeomorphism. In particular, these are true if G is
compact and the action is free.

Definition 3.1. Let P, Q be two smooth manifolds and f : P — @ be a smooth
map. A point ¢ € Q is called a clean (or weakly regular) value of f if f~1(q) is
an embedded smooth submanifold of M and T, f~1(q) = Kerf,, for every p € f~(q).

Obviously, a regular value is always clean, but the converse is not true. For
example, (0,0) € R? is a clean, but not regular, value of the smooth function
f:R3 = R? with f(z,y,2) = (22, 2).
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Theorem 3.2. Let (M,w) be a symplectic manifold, G be a Lie group with Lie
algebra g and ¢ : G x M — M be a Poisson action with a G-equivariant momentum
map p : M — g*. Let a € g* be a clean value of p such that the orbit space
M, = G,\p"1(a) is a smooth manifold and the quotient map m, : p~1(a) — M,
s a smooth submersion, where G, is the isotropy group of a with respect to the
coadjoint action. Then there exists a unique symplectic 2-form w, on M, auch that
sza = w‘ufl(a).

Proof. First note that p~!(a) is indeed G-invariant, since u is G-equivariant. Ev-

idently, @, = w| u—1(a) 1s closed and G-invariant, because the action is symplectic.

So there exists a unique 2-form w, on M, such that mw, = @,. Since 7, is a

submersion and @, is closed, so is w,. It remains to show that w, is non-degenerate.
Observe that for any p € 4~ '(a) we have

(T,Gp)*t = {v € TyM : wy(¢+(X)(p),v) = 0 for every X € g} =

{veT,M: p,)(X)=0 for every X € g} =
Kerpiy = Tp,u_l(a),

because T,Gp is generated by the values at p of the fundamental vector fields of
the action. On the other hand, p~'(a) N Gp = Ggp, since p is G-equivariant, and
therefore T,Gup C Tp/fl(a) N T,Gp. Actually, we have equality. To see this, let
v € Tou~*(a) N T,Gp. There exists X € g* such that v = ¢.(X)(p) and since
Tou~1(a) = Kerpiy, we have

0= g )X) = | WGgi) (0) = 5| Aoy (1(2) = (Ad') (X)),

This means X € gq, the Lie algebra of G, or in other words v € T),Gp.

It follows that T,Gup = Tpu~(a)N(Tpu~t(a))*. Suppose now that v € T,u~t(a)
is such that @©,(v,w) = 0 for every w € T,u"!(a). Then v € (T,u"*(a))* and so
v € T,Gyp. Hence (mg)«p(v) = 0. This proves that w, is non-degenerate. O

Under the assumptions of Theorem 3.2 let H € C°°(M) be G-invariant. As
we observed in the beginning of section 3.2, the momentum map p is constant
along the integral curves of the Hamiltonian vector field Xy, which is obviously
G-invariant, since the action is symplectic. Thus, Xy is tangent to p~'(a) and
is Gg-invariant. Let H, € C*°(M,) be defined by H, o 7, = H and Xp, be the
corresponding Hamiltonian vector field on the symplectic manifold (M, w,). Then
(ma)« Xz = Xg,, because for every p € p~!(a) and v € T,u"1(a) we have

(Wa) o (p) (Ta)sp (X1 (P)), (Ta)sp(v)) = ((Ta) wa)p(X 1 (p), ) = wp(Xn (p), ) =

dH (p)(v) = dHa(ma(p))((Ta)sp(v) = (wa)m, (o) (Xt (Ta(P)), (Ta)ep(v))-

The Hamiltonian vector field Xp, is called the reduced Hamiltonian vector field.
This is a geometric way to use the symmetry group G of Xy in order to reduce
the number of differential equations we have to solve, if we want to find its integral
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curves.

Examples 3.3. (a) Let M be a symplectic manifold and H € C°°(M) be such that
the Hamiltonian vector field Xz is complete. Its flow is a Poisson group action of
R on M with momentum map H itself. Since R is abelian, the coadjoint action is
trivial. If now a € R is a clean value of H, then according to Theorem 3.2 the orbit
space R\ H~!(a) has a natural symplectic structure.

(b) Let SO(3,R) act on T*R3 = R3 x R? as in the Example 2.4(a). As we saw,
the momentum map p : R? x R? — R3 is the angular momentum

(g, p) = q X p.

The Jacobian matrix of u at (q,p) is (—p,q), and so every non-zero v € R3 is a
regular value of p. The isotropy group of v is the group of rotations of R? around
the axis generated by v, hence isomorphic to S'. Thus, the orbit space S*\u=!(v)
has a symplectic structure.

(c) Let ¢ : St x C"*1 — C"*! be the action with ¢(e',2) = e’2z. As we saw in
the Example 2.4(c), the action is Poisson with respect to the standard symplectic
structure of C"*! and the momentum map g : C"*! — u(1)* = (iR)* = R is given
by the formula

) 1
pu(z) = %h(z’z,z) = —5]2\2.

1
Now a = —3 is a regular value of u and p~'(a) = S?**!. Since S! is abelian,

we conclude that CP™ = S1\S?"*! has a symplectic 2-form. It is clear from the
definitions that this is exactly the fundamental symplectic 2-form of the Fubini-
Study metric.

(d) Let M be a symplectic 2n-manifold and Hy,...,H; € C°°(M) such that the
Hamiltonian vector fields X, ,...,.Xp, are complete. If {H;, H;} = 0 for every ¢,
j =1,2,....k, then their flows commute and define a Poisson action of RF on M
with momentum map p = (Hy,..., Hy) : M — RF. Since R¥ is abelian, we get a
symplectic structure on the orbit space R¥\pu~!(a) for every clean value a € R¥ of
. In the next section we shall examine this situation in further detail when k = n.

4.4 Completely integrable Hamiltonian systems

Let (M,w) be a connected, symplectic 2n-manifold and H; € C°°(M). The
triple (Hy, M,w) is called a completely integrable Hamiltonian system if there are
Hy,...,H, € C>*(M) such that {H;, H;} = 0 for every 1 < ,j < n and the differen-
tial 1-forms dH1, dHo,...,dH,, are linearly independent on a dense open set D C M.
In this section we shall always assume that we have such a system.

For every p € M the set {Xu, (p), Xu,(p),...,Xm, (p)} generates an isotropic
linear subspace of T,M. If p € D, then it is a basis of a Lagrangian subspace of
T,M. If f = (Hy,Hs,...,Hy,) : M — R", then f|p is a smooth submersion and
so the connected components of the fibers f~!(y) N D, y € R", are the leaves of
a foliation of D by Lagrangian submanifolds, because f.,(Xg,(p)) = 0 for every
1<1<n.
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Suppose that the Hamiltonian vector fields Xg,, Xp,,..., Xpg, are complete.
Since their flows commute, they define a Poisson group action ¢ : R” x M — M with
fundamental vector fields Xp,, Xp,,..., Xg, and momentum map f. Let y € R"
be a regular value of f. Then f~!(y) C D is a R™invariant, regular n-dimensional
submanifold of M. The vector fields Xp,, Xp,,..., Xg, are tangent to f~'(y), and
since they are linearly independent at every point of f~!(y), every orbit in f~!(y)
is an open subset of f~!(y). This implies that every connected component N of
f~'(y) is an orbit of the action. Thus, N is diffeomorphic to the homogenenous
space R"/T",, where I}, is the isotropy group of p. Note that I';, does not depend on
p, but only on IV, since R™ is abelian. Also, I', is a 0-dimensional closed subgroup
of R™ and therefore is discrete. The discrete subgroups of R™ are described as follows.

Lemma 4.1. Let I' < R” be a non-trivial discrete subgroup. Then I' is a lattice,
that is there exist 1 < k < n and linearly independent vectors vy,..., v such that

I'=7Zvi + ... + Zvy.

Proof. Let uy € T'\ {0}. Since I is discrete, there exists A > 0 such that A\u; € T
and I'N (=X, AN)uy = {0}. Let v1 = Aug and so ' NRvy = Zvy. If I' = Zvy, then
k =1 and we have finished. Suppose that I' # Zv; and uy € I' \ Zv; be such that
I'NRug = Zus. Then, v1 and us are linearly independent. Let

P(Ul,UQ) = {tl?Jl + touy : tl,tg c [0, 1]}

be the parallelogram generated by v; and uy. The set 'NP(vy, ug) is finite, because I
is discrete. So there exists vo € P(v1,u2) such that TNP (v, v2) = {0, v1, ve,v1+v2}.
It follows now that

I'n (va D R’Ug) = Zwvy + Zws,

because if there exist t1, to € R\ Z such that tyv1 + tovg € I, then
(tl — [tl])vl + (tg — [tg])vg el'n P(Ul,vg),

contradiction. If I' = Zwvy + Zvs, then £k = 2 and we have finished. If not,
then we proceed inductively using the same argument repeatedly, replacing the
parallelograms with parallelopipeds etc. Since R™ has finite dimension, we end up
with linearly independent vectors vy,...,ux such that I' = Zvy + ... + Zvg. [

Corollary 4.2. Let I' < R"™ be a non-trivial discrete subgroup. Then there exists
1 < k < n such that the homogenenous space R"™ /T is diffeomorphic to T* x R**,
If R™/T is compact, then k =n and R™/T is diffeomorphic to the n-torus T".

Proof. From Lemma 4.1 there exist 1 < k < n and linearly independent vectors
V1,...,U such that I' = Zv; +... 4+ Zvg. We complete to a basis {v1, ..., Uk, Uk 11, .oy Un }
of R™ and consider the linear isomorphism 7" : R™ — R" with T'(v;) = e;, 1 < j < n.
Then, T(T') = ZF x {0}, and so T imduces a diffeomorphism 7' : R/T" — T* x R*~¥,
The rest is obvious. [J
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Note that if N is compact then the restrictions of the Hamiltonian vector fields
Xu,, XHy,..., Xg, to N are automatically complete. So, we have arrived at the
following.

Theorem 4.3. (Arnold-Liouville) Let y € R™ be a regular value of f and N be a
connected component of f~1(y).

(i) If N is compact, then it is diffeomorphic to the n-torus T™.

(ii) If N is not compact and Xmg,, Xg,,..., Xm, are complete, then N is
diffeomorphic to T* x R** for some 1 <k <n. O

It is not hard now to describe the flow of the Hamiltonian vector field Xp,
on N. Let p € N and ¢P : R” /T — N be the diffeomorphism which is induced by
¢ = ¢(.,p) : R" = N. Let (;)1er be the flow of Xp, on N and ¢, = (¢P)~Logp,09P,
t € R, be the conjugate flow on R"/I". Then

&t([tl, "'7tn]) = (ép)_l(wt((b((tl? ...,tn),p))) =

()" (Dt + t1, b2y coes )y D)) = [E+ t1, 2, ooy ).

In other words, ¥([v]) = [v + te;] for every v € R"™ and ¢ € R. Using the notations
of the proof of Corollary 4.2, let T'(e1) = (v1, ..., v,) and let x; = T oy 0T~ 1 t € R,
be the conjugate flow on T% x R"~*. Then,

Xt(e2ﬂ'it17 oy €2 v tn) =T (Wt 4. Htauy))) = T([tel+tlvl+...+tnvn]).

Since
T(ter +tivr + ... + tpoy) =tT(e1) +t1eg + ... +tpen = (b1 + tvg, ooy ty + tuy)
it follows that
xe (€2 2T ) = (e2m(t1+t”1), - eZm(tkH”k),tkH—l—tl/kH, ey tpFtUy).

This shows that the flow of Xy, on IV is smoothly conjugate to a linear flow on
T*xR" % In case N is compact, then k = n and the real numbers v1,...,u, are called
the frequences of the flow on N. As is well known, if they are linearly independent
over , then the flow on N is uniquely ergodic and every orbit is dense in V.

In the rest of this section we shall study more closely the case of a compact
connected component N of f~!(y), where y € R™ is a regular value of f. We are
mainly interested in the structure of (M,w) around N. Since N is compact, there
exist an open neighbourhood U of y and a ¢-invariant neighbourhood V' of N such
that V is compact, f(V) = U and f|y : V — U is a submersion with compact fibers.
Therefore, f|y is a locally trivial fibration with Lagrangian fibers diffeomorphic to
the n-torus T™. Shrinking U to an open neighbourhood of y diffeomorphic to R”,
we get an open neighbourhood V' of N diffeomorphic to U x N and so to R™ x T™.

The orbits of the restriction of the Poisson group action ¢ on V are the fibers
(flv)~t(q) , g € U, and the isotropy group of a point on (f|y)~*(¢) depends only on
q, since R" is abelian. We shall show first that the isotropy groups vary smoothly
with ¢. Let tg € ', \ {0}, where p € N, and let s : U — V be a smooth section, that
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is f os = id. Identifying a small open neighbourhood B of p in N with R", there
exist an open neighbourhood W of ¢y in I', \ {0} and an open neighbourhood U, of
y in U such that

pr(o(t,s(q))) —s(q) € B
for every t € W and ¢ € Uy, where pr: V. — N is the projection. The smooth map
G:W x U, — B with
G(t,q) = pr(¢(t, s(q)) — s(q)

is thus well defined and 0 is a regular value of G(.,y). From the Implicit Function
Theorem there exist an open neighbourhood Uz// of y and a smooth map h : Uz// — R”
such that G(h(q),q) = 0 for every q € U, and h(y) = to. In other words,

o(h(q),5(q)) = s(q)

for every q € U?;. Varying now tg in a basis of the lattice I'),, we conclude that there
exists smooth functions vy,...,v, : U = R™ such that

Iy = Zoi(f(p)) + - + Zua(f ()

for every p € V, shrinking U and V appropriately.
Let now Y; be the infinitesimal generator of the smooth flow ¢ : R x V — V

with ¢'(t,p) = ¢(tvi(f(p)),p). Then,

Yi(p) = > vii(f () X, (p),
j=1

where v; = (v; 1, ..., Vi n). Obviously, the flow @' is periodic with period 1, the vector
fields Y1,...,Y7 are linearly independent and [Y;,Y;] = 0, because [Xp,, Xpy,] = 0
and Xp,,....,Xn, are tangent to the fibers of f|y. This means that there is a well
defined group action of the n-torus 7™ on V with fundamental vector fields Y7,...,Y,,
whose orbits are the fibers of f|y. We shall show that this action is Poisson and
and we shall construct a momentum map. First note that since we have selected U
to be contractible and V' is diffeomorphic to U x N, the inclusion N C V induces
an isomorphism in cohomology. It follows that w|y is exact since w|y = 0, because
N is Lagrangian. Let n be a smooth 1-form on V such that w|y = —dn and for
1<i<nlet g;:V — R be the smooth function defined by

1 .
o) = [ (i) @ ()i
Since T™ is abelian, it suffices to show that ¥; = X, for all 1 <7 < n, that is

w(Yi(p), Z(p)) = dgi(p)(Z(p))

for every Z(p) € T,M and p € V. Then, (g1, ..., gn) will be a momentum map.

Let Z(p) € T, M and let Z be an extension to a smooth vector field on V' which is
invariant by the action of 7™, that is [Y;, Z] = 0 for every 1 < i < n. Differentiating
g; we get

1
dgi(p)(Z(p)) :/0 d(iv,n)(¢' (t,p)(Z(¢'(t.p)))dt,
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since Z is ¢'-invariant. But
divn)(Z) = Laiv) = ivi (L) +n((2,Y)) = (Lzn) (i) =
d(izn)(Yi) +iz(dn)(Yi) = d(izn)(Y:) + w(Yi, Z)
and

1
Acmmmmxwammu:@mx¢um»—@mxwmm»:u

since the flow ¢’ is periodic with period 1. Consequently,

1
dMMﬂmzéwmzw%mw

and it suffices to show that w(Y;, Z) is ¢'-invariant. Indeed, since [V;, Z] = 0, we
have Ly, (w(Y;, Z)) = iy,(Ly,w)(Z) and

iy,(Ly,w) = iy, (d(iy,w ZY V;,j © ZY d(vijo f)=0,

because Y;(v;j o f) = Y;(H;) = 0, since H; and v; jo f, 1 < j < n, are constant
along the orbits of Y.

Since now (g1, ..., gn) is a momentum map of the action of 7™, it is constant on
the fibers of f|y and so it is a function of f(p), p € V. We shall henceforth consider
(91, ---,9n) as a function defined on U. Its rank at every point is n because

1
dgi A ... Ndgn = —iy; iy, (WA - Aw).
n!

Considering local coordinates #1,...6,, on N around a point p € N, the smooth map
g =1(91,,9n,01,...,0,) : V.— R?" defines local coordinates in a small neighbour-
hood of p in M. Moreover, since (g1, ...,gn) iS & momentum map of the n-torus
action and the action on the fibers is simply translation, we have

(g™ 'w= Z do; N dg; + Z a;jdg; N dg;

=1 1<j
for some smooth functions a;;, 1 <7 < j < n. The fact that w is closed implies that
the 2-form

a= Z ai;dg; A dg;
1<j
is also closed, which means that a;; does not depend on 6s,...,0,,. Having chosen
U contractible, there exists a smooth 1-form S such that o = —dfB. So, there are
smooth functions fS1,...,8, of g1,..,g, such that

B="" Bidg;.
i=1

Putting now ¢; = 0; — B; we get

(971w =" di Adg;.

i=1

The local coordinates (g1, ..., gn, ¥1, ..., ¥y) are called action angle coordinates.
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4.5 Hamiltonian torus actions

Let (M,w) be a connected, symplectic manifold, G a Lie group with Lie algebra g
and ¢ : G x M — M a symplectic action. For X € g let Gx denote the closure
in G of the one-parameter subgroup of G generated by X. The fixed point set
Fixg, (M) of the restricted action of Gx on M coincides with the zeros of the
fundamental vector field ¢.(X). If the action of G is Hamiltonian, the zeros of X
are precisely the critical points of the Hamiltonian function of X. So the set of
the critical points of the Hamiltonian of X coincides with Fixg, (M), which is a
submanifold of M, if Gx is compact.

Lemma 5.1. Let (M,w) be a connected, symplectic manifold, T™ the m-torus
and ¢ : T™ x M — M a symplectic action. If K is closed subgroup of T™, then
Fixg (M) is a T™-invariant symplectic submanifold of M.

Proof. 1t is obvious that Fixg (M) is T™-invariant, because 7" is abelian. Let J
be a T™-invariant almost complex structure on M which is compatible with w and
(,) be the corresponding T"-invariant Riemannian metric. For every p € Fixy (M)
and h € K, the linear map (¢p,)sp : TpM — T, M is symplectic and preserves J and
(,) at p. Therefore, Ker(id — (¢n)+p) is a symplectic linear subspace of T, M and so
is
Fixg (T,M) = (] Ker(id — (¢1)+p)-
heK
There is some § > 0 such that the exponential map exp,, at p, with respect to the
Levi-Civita connection of (,), maps the open ball of radius ¢ in T,M centered at
0 € T, M diffeomorphically onto an open neighbourhood V' of p in M. Since ¢y, is a
Riemannian isometry for every h € K, it commutes with the exponential map. This
implies that
O (expy (1)) = ex, ((61)p (1)

for every u € T, M with ||u|| < é. It follows that
V NFixg (M) = exp,(Fixg (T, M)).

This proves that Fixg (M) is a submanifold of M whose tangent space at p is
Fixg (T,M) and is therefore symplectic. 0

In the case of a Hamiltonian torus action the Hamiltonians of the fundamental
vector fields of the action are Morse-Bott functions. This observation is due to
M. Atiyah. As we shall see later, it results in constraints on the structure of
momentum maps.

Proposition 5.2. Let (M,w) be a connected, symplectic manifold, T™ the m-torus
with Lie algebra t, = (iR)™ and ¢ : T™ x M — M a Hamiltonian action. Then,
for every X € t,, the Hamiltonian function H : M — R of ¢.(X) is a Morse-Bott
function whose critical submanifolds are symplectic.  Moreover, all the Morse
indices are even.
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Proof. Let p be a critical point of H and let (¢¢)ier denote the flow of ¢, (X). As
in the proof of Lemma 5.1 we fix a T™-invariant almost complex structure J on M
which is compatible with w and a corresponding T -invariant Riemannian metric
(,). Then (¢¢)«p is a unitary automorphism of the Kéhler vector space T, M for

every t € R. Therefore,

- d
¢p 1.

= dt (¢t)*p

t=0

is a skew-hermitian endomorphism of T, M and (¢¢)., = e!% for all t € R. Tt follows
that R
Ker, = | Ker(id — (¢¢)«p) = TpFixc, (M).
teR

Also, for every smooth vector field Y on M we have

- d

¢p(Y(p)) = —

=2 (@)Y () = [V, 0:(X)](p)-

t=0

Now for every pair of smooth vector fields Y7, Y5 on M the value of the Hessian
HessH (p) of the Hamiltonian H at p is

HessH (p)(Y1(p), Ya(p)) = Y1(p)(Y2H) = Y1(p)(dH (Y2))

= Y1(p)(w(9«(X),Y2)) = Ly,w(d«(X), Y2)(p)
= (Ly,w)(p)(¢+(X) (), Y2(p)) + w([¥1, :(X)](p), Y2(p)) + w(d«(X)(p), [Y1, Y2](p))
= w([Y1, 6:(X)](p), Ya(p)) = w(dp(Y1(p)), Ya(p)) = (J(p)($p(Y1(p))), Ya(p))-

Hence J(p) o <;3p is a self-adjoint operator with respect to the Riemannian metric
which represents HessH (p). Note that it also commutes with J(p), because

(J(p) o dp) o J(p) = —J(p) o dpo J(p)* = J(p) o b0 J(p)*

and X R
Ker(J(p) o ¢p) = Kerg, = T,Fixg, (M).

This proves that H is a Morse-Bott function. Moreover, since J(p) o qubp commutes
with J(p), its eigenspaces are J(p)-invariant and therefore have even dimensions. [J

In case M is compact and connected, each fiber of the Hamiltonian H in Propo-
sition 5.2 is connected. This is a consequence of the connectivity lemma for Morse-
Bott functions presented in the Appendix to this section as Proposition 5.9.

Let now (M,w) be a compact, connected, symplectic 2n-manifold with a
Hamiltonian action ¢ : T™ x M — M. From Lemma 5.1, the fixed point set
Fixpm (M) of the action is a compact submanifold of M and so has a finite number
of connected components. By Theorem 1.7, the action is Poisson, which means
that there exists a lift p : t,, - C*°(M) and a dual momentum map pu: M — t},.
We shall analyze the image of such a momentum map.
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Lemma 5.3. The momentum map is constant on each connected component of
Fixpm (M).

Proof. The isotropy group of a point p € M is a subtorus of T™ whose Lie algebra
consists of the elements of t,, for which the corresponding fundamental vector field
of the action vanishes at p. On the other hand, the transpose of ., : T,M — ¢, is
the linear map (f4p)* : t, — Ty M given by the formula

(hap)™ (X) = dp(X)(p)-

So, the Lie algebra of the isotropy group of p is precisely Ker(zup)*.
If now p € Fixpm (M), then its isotropy group is 7" and the above shows that
(t4p)* = 0, hence also puyy, = 0. O

We pick a basis {X1, Xo,..., X;n} of commuting elements of t,,. For example,
8 m

we can take X; = T 1 < j < m, at the identity element of T7". If X = Zanj’
J j=1

then

p(p) = a;p(X;)(p)
j=1

for every p € M. So, if we identify ¥ with R™ with respect to this basis of t,,, the
momentum map becomes the smooth function

n= (M17M27 7“771) M — Rmu

where we have put pu; = p(X;), 1 < j < m. Also, p1, pt2,..., ptm are Morse-Bott
functions whose critical sumanifolds are symplectic and have even Morse indices.

The main subject of this section is the following famous convexity theorem for
the image of the momentum map, which was proved independently by M. Atiyah
and V. Guillemin-S.Sternberg.

Theorem 5.4. Let (M,w) be a compact, connected, symplectic manifold and
¢ T™ x M — M a Hamiltonian action of the m-torus with momentum map
w: M — R™, Then the following hold.

(a) The fibers of u are connected.

(b) The image p(M) of p is a convex subset of R™.

(c) w(M) is the convex hull of the finite set of the values of u on Fixpm (M).

In order to facilitate the inductive proof of Theorem 5.4, we shall actually prove
the following slightly more general version.

Theorem 5.5. Let (M,w) be a compact, connected, symplectic manifold and let
¢ :T"™x M — M be a Hamiltonian action of the m-torus with lift p : t,, — C*°(M)
and o dual momentum map pu : M — .. If fi, fa,..., fr € Imp and they
commute with respect to the Poisson bracket, then for the smooth function
f=(f1, fay o, fr) : M — R¥ the following hold.
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(a) The fibers of f are connected.

(b) The image f(M) of f is a convex subset of R¥.

(¢) The set of common critical points of f1, fo,..., fx s a disjoint finite union of
compact, connected submanifolds of M on each of which f takes a constant value
and f(M) is the convex hull of these values.

In the proof of Theorem 5.5(a) we shall use the following.

Lemma 5.6. Let ¢ : T™ x M — M be a smooth action on a smooth n-manifold
M. Then every point p € M has an open neighbourhood U such that only a finite
number of subgroups of T™ occur as isotropy groups of the points of U.

Proof. The proof will be carried out by induction on the dimension n of M. For
n = 0, the conclusion is trivial. Suppose that it is true for manifolds of dimension
n — 1. Observe that the identity element of 7™ has an open neighbourhood which
contains only the trivial subgroup of 7™ and the same is true for the quotient group
T™ /T, which is also a torus, where 7" is the isotropy group of p.

First we shall prove that T;" C T} for points x € M sufficiently close to p.
Indeed, otherwise there exists a sequence of points (zj)ren converging to p such
that T}" is not contained in 7). Let U be an open neighbourhood of the identity
in 7™/ 1" which contains only the trivial subgroup and let V. C T™ be its inverse
image under the quotient map. Then all subgroups of T™ which are contained
in V' are subgroups of T}". So there are elements t; € T;" \ V, k € N. Since
7™\ V is compact, we may assume that the sequence (fx)ren converges to some
element ¢t € 7™ \ V. But then the sequence (x)ren converges to ¢(t,p) # x. This
contradiction proves that there exists an open neighbourhood W of p such that
Ty" C T, for every x € W. So, it suffices to consider only the restricted action
of T)* on M. Since T," is compact, there is a T;"-invariant Riemannian metric
on M. Now Tj" acts on T,M by linear isometries, because p is a fixed point of
the action of T}, and there is some 7 > 0 such that exp, maps the open ball
in T, M with center 0 and radius r T;"-equivariantly and diffeomorphically onto
the geodesic ball in M with center p and radius r. So it suffices to prove the
conclusion for the action of 77" on T, M. The isotropy group of a non-zero v € T, M
coincides with that of v/|lv||. Thus, it suffices to consider only the isotropy groups
of the points on the (n — 1)-sphere with center 0 in 7,M. Since this sphere is
a (n—1)-dimensional manifold, the conclusion follows by the inductive hypothesis. [J

Proof of Theorem 5.5(a). For k = 1 the conclusion is an immediate consequence
of Proposition 5.2 and Proposition 5.9 in the Appendix. We assume that (a) holds
for k — 1. Let F' = (fo,..., fx) : M — R*1 and let U be its set of regular values.
If ¢ = (cg,...c;) € U, then N = F~!(c) is a connected, compact submanifold of
M, by the inductive hypothesis. A point p € N is critical for f1|N if and only if
df1(p)|T,N = 0 or equivalently df;(p) is a linear combination of dfz(p),..., dfx(p),
because

k
T,N = m Kerdf;(p).
j=2
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Let a = (ag, ...,a;) € RF~! be such that

df1(p) = azdfa(p) + - - ardfi(p).

Since M is compact, only a finite number of subgroups of T occur as isotropy
groups of points of M, by Lemma 5.6. Thus, only a finite number of linear subspaces
of t,, occur as Lie algebras of isotropy groups, that is as sets of elements for which
the corresponding fundamental vector field of the action vanishes at a specific point.
Since f; € Imp, there exists Y; € t,, such that f; is the Hamiltonian of ¢, (Y}),

k

1 <5<k Ifby, by,..., by € R and Z b;Y; belongs to the Lie algebra of the isotropy
j=1
group of the critical point p € N of fi|N, that is (pp)*, then

k
> bidfi(p) =0
j=1

and substituting dfi(p) we get

k

> " (azby + by)df;(p) = 0.

]:
Since {df2(p), ..., dfr(p)} is linearly independent, b; = —a;b; for 2 < j <k and

k

ijYj = bl(Yl — CL2Y2 — = CLkYk).
j=1

This shows that Ker(j,,)* Nspan{Y7, ..., Ys} is generated by
Ya:Yi—GQYQ—“‘—akYk.

The set A of all such a = (as, ...,a;) € RF"! is finite and the set of critical points of
f1|N is a disjoint union

UnNnz,

acA
where Z, = {p € M : Y, € Ker(u.p)*} = Fixg,, (M). By Lemma 5.1 and its proof,
each Z, is a disjoint finite union of connected, compact submanifolds of M and
T, 7y = Fixgy, (T,M).

Since ¢.(Y,) commutes with ¢.(Y}), the proof of Proposition 5.2 shows that
¢+(Y;)(p) € Fixg,y, (T,M), 1 < j < k. If now J is a T™-invariant almost com-
plex structure which is compatible with w and ¢ is the corresponding 7" -invariant
Riemannian metric on M, we have

dfj(p) = w(@+(Y;)(p),-) = 9(J(¢:(¥;)(P)), )

from which follows that

gradf;(p) = J(¢«(Y;)(p)) € TpZa
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where the gradient is considered with respect to g. This shows that p € Z, is
a regular point of F|Z,, because gradf;(p), 2 < j < k, are linearly independent.
Hence N N Z, is submanifold of codimension k¥ — 1 in Z,.

Recall now that T}, N is the g-orthogonal complement to

span{grad fj(p) : 2 < j < k}

and so it contains all the eigenspaces of the Hessian of the Hamiltonian

k
v=f-) a;f;
=2
of Y, which correspond to non-zero eigenvalues. So the restriction of the Hessisn to
T,N has even index and degeneracy

dimZ, — (k—1) = dim(N N Z,).
Since

k
Y(p) = filp) =D ajc
j=2

for p € N, the Hessian of ¢ restricted on T,,N coincides with the Hessian of fi|N
at p. This implies that f1|N is a Morse-Bott function and its critical submanifolds
have even Morse indices. From Proposition 5.9, the fibers of f1|/N are connected.
But these are the fibers of f above the points of pr~'(c), where pr : RF — RF~! is
the projection onto the last k — 1 coordinates. Hence the fibers of f over the points
of the open and dense set pr=1(U) are connected.

Finally, if L C RF is a line, there exist a vector v € R¥ and a linear map
o : RF — R*=! such that L = v+ Kero. Applying the inductive hypothesis to oo f,
we have that (oo f)~'(o(v)) = f~'(L) is connected. From Proposition 5.9 we get
conclusion (a).

Proof of Theorem 5.5(b). To prove that f(M) is convex, let ¢, u € f(M) be two
different points. They define a unique line L which contains them and f~!(L) is
connected, by (a). Therefore, L N f(M) = f(f~(L)) is connected and since it
contains ¢ and u, it must contain the line segment with these as endpoints. This
proves that f(M) is convex.

In order to prove the third assertion of Theorem 5.5, we need the following.
Lemma 5.7. Let X1, Xo,..., Xi € R™ be vectors which generate a linear subspace

S of R™. If q(S) is dense in T™, where q : R™ — T™ is the quotient map, then
there exists a dense set D C R* such that the set

k
q({tZanj 1t e R})
Jj=1

is dense in T™ for every (a1,as,...,ax) € D.
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Proof. Let X; = (X1, Xj2,..., Xjm), 1 < j < k. If there are by, ba,..., by, € Z such
that

m

Z bZX]Z =0

i=1
for every 1 < j <k, then ¢(5) is contained in the subtorus

m
{(l‘l,l‘Q, ,:Em) +Z"eT™: sziﬂz € Z}
=1

of T™ and our assumption implies that it must be all of T™. In this case we conclude

that by = by = --- = b, = 0. This shows that if (b1,bo,...,b,) € Z™\ {(0,0,...,0)},
there exists some 1 < j < k such that

> biXji # 0.

i=1

and since the vector

(f: biXi, i biX2i, .., in: biin)
i=1 i=1 i1

is non-zero, the set

kK m
D(bl,bg, ,bm) = {(al,ag, ...,ak) S Rk : ZZajbini 75 0}

j=1i=1

is open and dense in R*. By Baire’s theorem,

D = ﬂ D(b17b27"'7bm)

(b1,b2,....bm ) EZ™

is dense in R¥. Obviously, for every (ai,as,...,a;) € D, the coordinates of the
k

vector Zanj are linearly independent over Z and the conclusion follows now

=1
from Kronecker’s theorem. [J

Proof of Theorem 5.5(c). Using the notations of the proof of assertion (a), let

K = exp(span{Yy,Ys, ..., Yi}).

The set of common critical points of fi, fo,...,fx is Fixg (M) and is a disjoint finite
union of connected compact submanifolds Z;, Zs,..., Z; of M. Moreover, f; takes a
constant value c;; € R on Z;.

By Lemma 5.7, there exists a dense set D C R* such that

exp {tZa] :t € R}
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is dense in the torus K for every (ai,as,...,ar) € D. Now Z is the set of critical
k

points of the smooth function Zajfj for every (aq,asg,...,ar) € D and so this
j=1

function must take its extreme values somewhere on Z. In particular, this implies

that

k k
Z a;j fj(p) < max{z ajcjit1<i<l}
j=1

i=1

for every p € M and (a1, asg,...,ar) € D. By continuity, this holds actually for all
(a1,as,...,a;) € RF,

Suppose now that f(M) is not contained in the convex hull H of the points
¢i = (14,21 -y i)y 1 < i <[l and let p € M be such that f(p) ¢ H. Since H is
compact, there exists an element h € H closest to f(p). Let (,) denote the euclidean
inner product in R* and || - || the corresponding norm. Then ||f(p) — k| > 0 and

(a, f(p)) < max{(a,c;) : 1 <@ <1}
or in another form
(a, f(p) — h)y <max{(a,c; —h):1<i<I}
for every a € R¥. Applying this for the special value a = f(p) — h we get

0 < |[lf(p) = Al* < (f(p) = hyci = h)

for some 1 < ¢ <[ and therefore

1£ () = RIP(f (D) = hoci = h) < (F(p) = hyci = B)* < (| (p) = AI* - [les — Al

Hence b b
i — Al

Since H is convex, it must contain the point

U kR, ) —he—h)
<1 PEE >h+ PEE

0<

G

and this point cannot be closer to f(p) than h. Thus,

(f(p) — hyci — h) 2 iz @) = hoe = h)?
e = =A==

(ci—h)

nf@y4m2ngu»—h_

This contradiction shows that f(M) C H and therefore f(M) = H, because f(M)
is convex and contains ¢y, ca,..., Cg.
The proof of Theorem 5.5 is now complete. [J

Example 5.8. The action ¢ : 7" x C**!1 — C"*! defined by

d((to,t1, - tn), (20, 21, -y 2n)) = (t020,t121, .oy tn2n)
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is the (n 4 1)-fold cartesian product of the action of the unit circle S* in Example
3.3(c). So it is Poisson with momentum map p : C**1 — R"*! given by

1 1 1
(20, 21, oy 2) = (—=|20% == |21)%s ooy == |20 |? ).
2 2 2

Obviously, the origin is a fixed point and the restricted action on C**1\ {(0,0,...,0)}
commutes with scalar multiplication with non-zero complex numbers. Therefore, it
induces a smooth action ¢ : Tt x CP™ — CP™ given by

¢((t07 tlv ceey tn)7 [Z07 ZBlyeeey zn]) = [t0Z07 tlZl, [EE) tnzn]

which is Hamiltonian, hence Poisson, with momentum map p : CP® — R*+! given
by
R 1 _ >
- , - s eees - .
2) lzlP 2> Iz ET
=0 =0 =0

The image of [i lies on the hyperplane

IEL[ZO7 Z1yeeny Zn] = <_

xo—l—x1+~-—|—xn:—%
of R™*! and is the n-simplex
A= {(mo,xl,...,xn) eR"™ g+ + o, = —% and z; <0, 0<j<n;.
The fixed points of the action are the n + 1 points
[1,0,0,...,0],]0,1,0,...,0],...,[0,0,...0, 1]
and their values under ji are the vertices of A.
APPENDIX

Let M be a connected, smooth n-manifold. We recall that a smooth function
f: M — R is called a Morse-Bott function if its set of critical points is a disjoint
union of a finite number of compact connected submanifolds Ci, Cs,..., Cy of M
such that the Hessian Hessf(p) of f at p € C; is non-degenerate on a complement
of T,C; in T,M. Each Cj is called a critical submanifold of f. The pullback of
TM to C; decomposes as a Whitney direct sum of vector bundles T'C; © E;r ®E;,
where the fiber E;r (p) is spanned by the eigenspaces of the positive eigenvalues of
Hessf(p) and B (p) is spanned by the eigenspaces of its negative eigenvalues. The
Morse index of f at p € Cj is dimFE” (p) and is constant along C;, by continuity.
So, we talk of the Morse index of C}.

Let now M be compact and for ¢ € R let M, = f~1((—o0,c]). If a < b are two
regular values of f with at most one critical value between them, then

Hy(M,, My Z9) = @ Hy(E~(Cy), By (Ci); Z2) = @) Hy1,(Ci Z),
i=1 i=1
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where C1, Cs,..., C,, are the connected components of the critical value between «a
and b and [y, la,..., l,, are their Morse indices, respectively. Recall that the second
isomorphism is just the Thom isomorphism in homology with coefficients in Zs.
The main aim of this Appendix is to prove the next proposition which is usually
called the connectivity lemma for Morse-Bott functions.

Proposition 5.9. Let M be a compact, connected, smooth n-manifold and let
f M — R be a Morse-Bott function. If no critical submanifold of f has Morse
index 1 or n — 1, then f=1(c) is connected for every c € R.

Proof. We put M} = f~1([c, +00)) and M, = f~1(c). In order to avoid problems of
orientability, we use singular homology with coefficients in Zy throughout the proof
without further mention. Let a < b be two regular values of f with at most one

critical value between them. The last part of the long exact sequence of the pair
(M, ,M;) becomes

RN @Hl_li(ci) — Ho(M, ) = Ho(M, ) — EBH_Q(C’@) — 0.
i=1 i=1

If M, is connected and M, is not empty, we get H_;,(C;) = 0 for all 1 < i < m.
This means that [; > 1 and by our assumption I; > 2, 1 < ¢ < m. Hence also
Hi_,(C;) = 0,1 < i< mand Hy(M;) = Ho(M, ), which means that M, is
connected as well. If M is empty, then the critical value between a and b is the
global minimum of f and I; = 0 for all 1 < ¢ < m. Since f is a Morse-Bott function,
it has a finite number of critical values and inductively we conclude that if a < b
are any two regular values of f with M, is connected, then M, is also connected.
If now we pick b larger than the maximum value of f on M, then M,” = M, which
is assumed to be connected. It follows that M is connected for every regular value
ceRof f.

The assumption that f has no critical submanifold of Morse index n — 1 is
equivalent to saying that —f has no critical submanifold of Morse index 1. The
Morse index of C; with respect to —f is the dimension of the fiber of ET(C;), that
is n — l; — dimC;. Arguing as above for —f and the interval [—b, —a], we get the
exact sequence

- = Hya (M) = Hoy ot (M) = @D Hiyaime,—1(C) = -+
i=1

Since l; > 2, we have Hj,tgimc,—1(Ci) = 0. Thus, if Hn_l(Mlj') is trivial, then so
is H,_1(M,}). Picking again b larger than the maximum value of f on M, we have
Mb+ = @, and inductively as before we conclude that H,_1(MJ ) = 0 for every
regular value c € R.

Let now ¢ € R be a regular value of f such that M. # &. Applying the above
to —f we have H,_1(M[) = H,_1(M;) = 0. Since c is a regular value, we have a
Mayer-Vietoris long exact sequence

0— Hy(M) — Hp—1 (M) = Hypy (M) @® Hp1 (M) — Hpy (M) — -+
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from which follows that H,_1(M,) is either trivial or Zs. But since ¢ is a regular
value, M, is a compact (n — 1)-manifold and the former possibility is excluded.
Hence H,,_1(M_.) = Zo, which shows that M, is connected for every regular value
¢ € R of f. Since the set of regular values is open and dense in R, by Sard’s
theorem, the conclusion follows from the following general topological lemma. [

Lemma 5.10. Let X be a compact, connected, Hausdorff space and f : X — R a
continuous map with the following properties.

(i) There exists an open, dense set U in R¥ such that for every ¢ € U the fiber
f~(c) is connected.

(i) f~Y(L) is connected for every line L in R¥.

Then for for every c € R* the fiber f~1(c) is connected.

Proof. Suppose that ¢ € R” is such that f~!(c) is not connected. Then ¢ € R\U and
there are disjoint closed sets A, B C X with f~!(c) = AU B. Since X is compact,
so are A and B and they have disjoint open neighbourhoods G and H, respectively.
Then, f(X \ (GUH)) is a compact subset of R¥, which does not contain c. Let V be
an open ball in R¥ with center ¢ which is disjoint from f(X \ (G U H)). Obviously,
f~Y(V) ¢ GU H and furthermore

FG)NfH)NV CRM\ U,

because for every a € f(G) N f(H) NV we have f~1(a) C f~%(V) C GU H and
Y a)NnG#2, fYa)NH +# 2.

Let now L be any line through ¢. Then L \ {0} has two connected components,
L~ and L*. We identify L with R so that ¢ corresponds to 0, and L~ and LT
correspond to (—o0,0) and (0, +00), respectively.

We claim that f(G)Nf(H) contains VAL~ or VNL*. If not, there area € VNL™
and b € VN LT such that none of them belongs to f(G)N f(H). We have to consider
two cases. If a ¢ f(G) and b ¢ f(G), then f~(a) U f~1(b) C H and

FHL) = [ a, ) NGl U [fH(—00,a) U f7H(b, +00) U (H N fH(L))].
Ifa¢ f(G)and b ¢ f(H), then f~'(a) C H, f~1(b) C G and
FHL) = 1710, +00) U (FH(a, +00) NG)] U [fH(—00,a) U (f 71 (00, b) N H)).

In both cases we we get that f~!(L) is not connected, contrary to our assumption
(ii).

If now g : R¥ — R* is the affine homeomorphism with g(z) = —2 + 2¢, then g
fixes ¢ and it is such that g(L~) = LT and g(L*) = L~ for every line L through c.
Since VN L C (R¥\ U)Ng(R¥\ U) for every line L through ¢ and V is a ball with
center ¢, we must have V' C (RF\ U) N g(R* \ U). This is impossible, because U is
dense in R*. O

Remark 5.11. The proof of Proposition 5.9 shows that there exist at most one
local minimum and at most one local maximum value of f, which are its extreme
values on M.
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4.6 The topology of the harmonic oscillator

The harmonic oscillator in R? is the physical system which consists of a particle, say
of unit mass, acted upon by two springs in orthogonal directions, which we assume
to have unit spring constants for simplicity. The phase space of the system is T*R?,
which is identified with R* endowed with the canonical symplectic 2-form

w = dg' A dpy + dg?* A dps.

The Hamiltonian function of the harmonic oscillator is
1 1
H = —lpII> + =gl
(,7) = 5llpllI" + 5llall”,

where ¢ = (¢',¢?) and p = (p1, p2). In other words, it is the sum of the kinetic and
the potential energy. The equations of motion are

g=p, pP=-¢q

or equivalently the corresponding Hamiltonian vector field is Xz (q,p) = (p, —q).

Since the equations of motion form a system of linear differential equations with
constant coefficients, it can be solved explicitly. The flow of X is given by the
formula

1 (q,p) = ((cost)q + (sint)p, (—sint)q + (cost)p)

for t € R and (q,p) € T*R?. Despite of this explicit formula we want to have a
qualitative description of the flow. Note that the flow induces a free smooth action
of S on T*R?.

As in Example 2.4(a), the action of the special orthogonal group SO(2,R) on
R? lifts to a Poisson action on T*R? which leaves the Liouville 1-form invariant and
gives rise to the angular momentum p : T*R? — R defined by the formula

1(g,p) = ¢'p2 — ¢*m

for ¢ = (¢',¢%) and p = (p1,p2). Since the Hamiltonian H is SO(2, R)-invariant, p
is a integral of motion, that is {H, u} = 0. In order to verify that Xy is completely
integrable in the sense of section 4.4, it suffices to show that dH and du are linearly
independent on a dense open subset T*R2. Thus, we need to find the critical points,
the critical values and the range of the energy-momentum map

E = (H,p): T*R? - R2

The Jacobian matrix of E at (¢,p) € T*R? is

dH(q,p)> <q1 P m p2>
DE ) = =
(4:p) <du(q7p) pe —-m —¢* ¢

for ¢ = (¢',¢?) and p = (p1,p2), and dH(q,p), du(q, p) are linearly independent
if and only if DFE(q,p) has rank 2. Obviously, DE(q,p) has rank 0 if and only
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(¢,p) = (0,0). Suppose that DE(q,p) has rank 1. Then dH(q,p) and du(q,p) are
both non-zero and there exists a # 0 such that

(p2, —p1, —¢*,¢") = (aq*, ag?, ap1, aps).

This implies that a®> = 1. Consequently, the set of points (¢, p) in T*R? at which
DE(q,p) has rank 1 consists of the two punctured 2-dimensional linear subspaces

Py ={(¢",¢*,—¢*,q") € T*R*: (¢",¢*) # (0,0)},

P.={(¢",¢* ¢*,—¢") e T'R*: (¢, ¢°) # (0,0)}.

Thus, dH and dy are linearly independent on an open dense subset of T*R2.

Each energy level set H~!(c), ¢ € R, is either a 3-sphere of radius V2¢ for ¢ > 0,
a singleton for ¢ = 0 or the empty set for ¢ < 0. Let ¢ > 0 and (q,p) € H '(c).
Then, (¢,p) # (0,0) and the orbit of (g, p) lies in the intersection of H~1(c) with the
2-dimensional linear subspace of T*R? = R* generated by {(q,p), (p, —¢q)}. Thus,
each orbit of Xz in H!(c) is a great circle.

We are going to analyse how the level sets of the restriction of the angular
momentum | H-1(¢) fit in each energy level set H ~1(¢) for ¢ > 0. The critical values
of the energy-momentum map F is the set

E(PL)UE(P-) ={(¢,c) : ¢ >0} U{(c,—¢c) : ¢ > 0}.
Observe that
H ') Py ={(¢",¢*, —¢",d") e T'R*: (¢")* + (¢*)* = c},
H 'Y (o) NP ={(d".¢* ¢* —¢") e T'R*: (¢")* + (¢*)* = ¢}
are great circles which are orbits of X and H—!(c) N (P, U P_) is the set of critical

values of p|g-1(c). So, p|g-1(¢) has two critical submanifolds, namely H “Le)ynpry
and H-(c)n P_.

Proposition 6.1. The restriction of the angular momentum p|g-1() on an energy
level set H=Y(c) for ¢ > 0 is a Morse-Bott function and has two critical great circles
on which the Morse indices are 2 and 0, respectively.

Proof. We shall show that the critical level H~(¢) N Py is non-degenerate of Morse
index 2. Let (q,p) = (¢*,¢% p1,p2) € H '(c) N Py, that is p; = —¢? and py = ¢'.
From the above, (g, p) is a critical point of p| H-1(c) With Lagrange multiplier 1 and
the Hessian of p[g-1(,) at (¢,p) is

-1 0 0 1
0 -1 -1 0
D*(u— H)(q, ) kerDH (p) = 0 -1 -1 0
1 0 0 -1

|KerDH(q,p) .

Since H~!(c) N Py is an orbit of Xy, its tangent space at (q,p) is generated by

Xu(q,p) = (—-¢*,q". —q", ).
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Also, KerDH(q, p) is generated by the basis consisting of
Xu(gp), v=(~q"—¢" "), v2=1(¢",¢*¢* —3q")

and {v1,vs} is an orthogonal basis of the orthogonal complement of the tangent
space of H~1(c) N Py at (¢,p) in KerDH (q,p). Now a simple computation gives

D*(u— H)(g,p)vr = —2v1, D*(u— H)(q,p)va = —203.

Hence H~!(c) N P, is a non-degenerate critical level of Morse index 2. A similar
computation shows that the critical level H~!(c) N P_ is non-degenerate of Morse
index 0. O

Corollary 6.2. For every ¢ > 0 the orbit space H™'(c)/S' of Xp|py-1(y is
diffeomorphic to the 2-sphere S2.

Proof. Since the flow of Xyr|g-1(.) induces a free smooth action of S Lon H=1(c), the
orbit space H~!(c)/S! is a smooth 2-dimensional manifold and the quotient map
is a fibre bundle projection. According to Proposition 6.1 the angular momentum
induces a Morse function i : H '(c)/S' — R with two critical points, namely
H=Y(c) N Py of Morse index 2 and H~!(c) N P_ of Morse index 0. It follows from
Reeb’s Theorem that H~!(c)/S' is homeomorphic to S2. Since it is 2-dimensional
and smooth, it is diffeomorphic to S?. O

From Proposition 6.1 we conclude thet the angular momentum pu|g- 1(6) takes
its maximum value ¢ on H~'(¢) N P, and its minimum value —c on H~'(c) N P_.
Therefore,
E(T*R?) = {(c,d) € R*: |d| < c}.

We shall now determine the topological structure of the level sets

(tl-1(9)7H(d) = H™ () N = (d)

for |d| < c¢. We consider the linear automorphism @Q of R* such that

(q17q27p17p2) = Q(51,52,7717772)7

where ) 1 ) )
TS S 2
q \/5771 \/5772, q \/551 \/552,
1 1 9 1 1

p1L= ﬁfl + ﬁ&’ q \/5771 \/5772

(p) :Q@ - <B AB> <§>
=50 h) p-5)

or in matrix form

L

where
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Note that A'B = AB' = 0 and A'A + B'B = I5. Therefore,
At Bt 0 —-I A —-B
try 2 _
o= ) )G 5)=r
which means that Q € Sp(2,R). Moreover, Q'Q = I and so Q € SO(4,R). These

imply that Xp.g = Q' o Xy o @ and the Hamiltonian of XHoq is given by the
formula

L L e
(HoQ)(&m) = 2H§H + 2HnH :

The angular momentum p o @ is also a first integral of Xpyog and is given by the
formula

(ko Q)(é1,&,m,m2) = %(n% i+ & —€D).

Thus, the symplectic orthogonal transformation @ diagonalizes simultaneously the
quadratic forms of the energy and the angular momentum. Now

(BoQ) e, d) = {(&, & m,m2) €RY : E§+E+ni+ns =2¢, m3—ni+&—EF = 2d}

={(&, &) eRY i+ =c—d, 03 +& =cH+d}.

If |d| < ¢, then (¢, d) is a regular value of E o @Q and we conclude that E~!(c,d) =
Q((E o Q)"!(c,d)) is diffeomorphic to the 2-torus. The rotation number of each
orbit of Xz on E~!(c,d) is 1.

Finally, we want to examine the way the level sets H~1(c) N u~1(d), |d| < ¢, of
the energy-momentum map fill out the energy level set H~'(c). Summarizing the
above, the energy level set H~!(c) for ¢ > 0 is diffeomorphic to the 2-sphere S? and
H=Y(c)npu~Y(d) for |d| < cis diffeomorphic to the 2-torus, while H~(c) N~ (£c)
are great circles.

The action of SO(2,R) on T*R? can be naturally extended to an action of U(2).
If A4+iB € U(2), where A, B € R?>*2, then

Iy = (A+iB)(A +iB) = (A+iB)(A' —iB') = AA' + BB! +i(BA' — AB)

which means that AA* + BB' = I, and BA' = AB'. Moreover, (A + iB)(ir) =
—Bzx + iAzx for every x € R?, so that in particular

(A+iB)e; = Aey + Bliey),
(A +iB)ey = Aes + Bliez),
(A+iB)(ie;) = —Be; + A(iey),
(A +iB)(ieg) = —Beg + A(ies).

Hence A +iB € U(2) can be represented a a real 4 x 4 matrix by

(5 2)
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where A, B € GL(2,R) are such that AA* + BB' = I, and BA' = AB'. Since
U(2) = Sp(2,R) N GL(2,C), the natural action of U(2) on R* is linear symplectic,
hence Hamiltonian. For u € u(2) we have

" A —-B
~\B A
for some A, B € R?*2 such that A = —A!, B = B! and the integral curves of

the corresponding fundamental vector field of the action are the solutions of the
Hamiltonian system of linear differential equations

¢\ _ (A —B\ (q
p) \B A p)’
The Hamiltonian function is given by the formula

plaar) = gt (1) (1)) = (A = 50.50) - 500,50

for (¢,p) € T*R*, where {.,.) denotes the euclidean inner product in R*. If u,
v € u(2), by the linearity of X, and X,,) we have {p(u),p(v)}(0,0) = 0 =
p([u,v])(0,0). So, the above formula defines a lift p : u(2) — C°°(T*R?) which is a
Lie algebra homomorphism. Therefore, the natural action of U(2) on T*R? = R* is
Poisson and gives rise to a momentum map £ : T*R? — u(2)*, which is equivariant
with respect to the coadjoint action of U(2) on u(2)*, according to Theorem 2.2.
Since each element of U(2) is also an element of SO(4,R) and the Hamiltonian H is
U(2)-invariant, it follows that ¢ is an integral of motion of the harmonic oscillator.
So, for every u € u(2) the smooth function p(u) is a (homogeneous, quadratic) first
integral of Xpy.
A basis of u(2) consists of the elements (considered as 4 x 4 matrices)

0 0 01 0 -1 0 O

ug = 0 0 10 Uy = 1 0 0 O
0 -1 0 0]}’ 0 0 0 —-1]’

-1 0 0 0 0 0 1 0

0 01 O 0 0 10

g = 0 0 0 -1 wy = 0 0 01
-1 0 0 0| -1 0 0 0]’

0 1.0 O 0 -1 00

with corresponding first integrals
Wi(g,p) = p(u1)(a:p) = ¢'¢* + p1pa,
Wa(g,p) = p(u2)(g,p) = a'p2 — a¢’p1 = p(g,p),

Ws(q,p) = p(us)(q,p) = %((ql)2 —(¢*)* +p} — p3).

Walq,p) = p(us)(q,p) = %((ql)2 +(¢*)? +pt +p3) = H(q,p)
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which satisfy the quadratic relation
W2+ W3+ Wi=W2  Wy>0.

We observe that for ¢ > 0 the map W = (Wy, Wo, W3) : H=!(c) — S?, where S?
is the 2-sphere in R3 of radius c, is essentially the Hopf fibration. Recall that the
Hopf fibration is the map f : S3 — S? defined by the formula

fl1, 2, y1,02) = Qw122 + 25192, 20901 — 201Y2, 71 + Y7 — T3 — 1)

If now h : S3 — H~1(c) and g : S — S? are the restrictions of the linear diffeomor-
phisms h = V2¢l, and

c 0 O
g=10 —c 0],
0 0 ¢

then the following diagram commutes.

¢ — 1 5

H(¢e) — ¥ &5,

Proposition 6.3. The fibres of W are the great circles in H1(c).

Proof. Let a = (ay,az,a3) € S2. If (¢,p) = (¢*,¢% p1,p2) € W1(a), then
¢'q® + pip2 = ax,
q'p2 — ¢*p1 = as,
(¢")* = (¢*)* + pt — p3 = 2as,
(¢")° + () + pi + 93 = 2.

The first two equations can be written in matrix form

(5 96 ()
-p1 ¢') \p2 az)’
and from the last two we obtain (¢%)? + p? = ag + c.
If (a1,a2,a3) # (0,0,—c), then ag + ¢ > 0 and we can invert to get

() -ar(n ) ()
D2 az +c \P1 q1 as

ay —as—cC —ay 0 7> (0
a9 0 ar —az—c) |pt| \O)°

b2

or equivalently
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Therefore W~1(a) is contained in the kernel of

ap —as—cC —ay 0

az 0 a1 —az—c
which is 2-dimensional, because this matrix has rank 2, since (a1, as, as) # (0,0, —c).
In case (a1, a2,a3) = (0,0,—c) we have

(¢")? = (&) +pf — p3 = —2¢,
(a")? + (6)* + pi +p3 = 2
and hence ¢! = p; = 0. Thus, W~1(0,0, —c) is contained in the 2-dimensional linear
subspace {(0,q2,0,p2) : ¢*,p2 € R} of R Since W is a submersion, W~1(a) is a

compact 1-dimensional submanifold of H~!(c) and from the above it is contained
in a great circle. It follows that W~1(a) is a great circle in H~!(c). O

P

Combining the above, each fibre of W : H™!(c) — S2, ¢ > 0, coincides with a
single (unoriented) orbit of Xz. So, there is a well defined bijective continuous map
¢: 582 — H'(c)/S' which makes the following diagram commutative.

H1(e) LU0 MR 10y /61 G2
w
Sz

By compactness, it is a homeomorphism. Moreover, since W is a smooth locally
trivial fibre bundle projection and the flow of Xy on H~!(c) has smooth local
sections by the Flow Box Theorem (actually the induced free smooth action of S*
has smooth tubes), the map ¢ is a diffeomorphism. Summarizing, on each energy
level set H'(c), ¢ > 0, the flow of X is smoothly equivalent to the Hopf flow on
S3.
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