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As we discussed yesterday, quantum invariants of a simple Lie
group G on a three-manifold M can be computed by counting
solutions of a certain system of nonlinear PDE’s with gauge group
G_ on the four-manifold X = M ⇥ R+:

Here G_ is the Langlands or GNO dual group of G .



The equations one must solve are equations for a pair A,�, where
A is a connection on a G_ bundle E_ ! X and
� 2 ⌦1(X , ad(E_)).

The equations – sometimes called the KW
equations – can be written

F � � ^ �+ ?dA� = 0, dA ? � = 0,

where ? is the Hodge star. The boundary conditions on these
equations at the finite end of X = M ⇥R+ depend on the knot, as
I’ve tried to suggest in the picture:
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The boundary conditions at the infinite end of X = M ⇥ R+ are
that A = A+ i� must approach a complex-valued flat connection.

Exactly what we have to do depends on what we want to get, but
in one very important case there is a simple recipe. For M = R3,
meaning that we are studying knots in R3, a flat connection is
gauge-equivalent to 0 and we require that A ! 0 at 1, in other
words A,� ! 0. For today we are only going to discuss the case
M = R3.
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For M = R3, the di↵erence between G and G_ is important
primarily when they have di↵erent Lie algebras, since for example
there is no second Stie↵el-Whithey class to distinguish SU(2) from
SO(3).

So the di↵erence is most important if G = Spin(2n + 1)
and G_ = Sp(2n)/Z2, or vice-versa. In fact, we will see that
something very interesting happens precisely for G = Spin(2n+ 1).
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To compute quantum knot invariants, we are supposed to “count”
the solutions of the KW equations with fixed instanton number n.

The instanton number is defined as

n =
1

8⇡2

Z

X
TrF ^ F ,

where F = dA+ A ^ A is the curvature. Here Tr is an invariant
quadratic form on g_ (the Lie algebra of G_), which we normalize
so that if X has no boundary and G_ is simply-connected, then n
is Z-valued. For G_ = SU(N) (for some N), n is the second Chern
class of the bundle E_. Just as in Donaldson theory, the “count”
of instanton solutions is made with signs. The sign with which a
given solution contributes is the sign of the determinant of the
linear elliptic operator that arises by linearizing the KW equations
around a given solution. (For physicists, this is the fermion
determinant.)
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Let bn be the “number” of solutions of instanton number n.

One
forms the series

Z (q) =
X

n

bnq
n.

One expects that bn vanishes for all but finitely many values of n,
but this has not yet been proved. Given this, the series is a Laurent
polynomial in q (times qc for some fixed c 2 Q, as discussed
shortly) and the claim is that this series agrees with the quantum
knot invariant computed by other methods. For example, if
G = SU(2) and the knot is labeled by the two-dimensional
representation, then Z (q) is the Jones polynomial.
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In all of this, the knot is encoded entirely in the boundary
condition:

The instanton number

n =
1

8⇡2

Z

X
TrF ^ F

is an integer if X is compact and without boundary, but our
X = M ⇥ R+ does not have that property and to make n into a
topological invariant, we require a trivialization of E_ at both the
finite and infinite ends of X .
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The trivialization at the infinite end comes from the requirement
that A,� ! 0 at infinity, and the trivialization at the finite end
comes from the boundary condition, which I have not yet
described.

With this boundary condition, n is o↵set from an
integer in a way that depends only on the knots Ki contained in W
and the representations Ri labeling them. That is why Z (q) is not
quite a Laurent polynomial in q, but is qc times a Laurent
polynomial, where c 2 Q is determined by the representations Ri .
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Given this description of the Jones polynomial, I want to explain
why the Jones polynomial is related to Khovanov homology.

I
should say that the original explanation by physicists of how to do
this was by Ooguri and Vafa, “Knot Invariants And Topological
Strings,” hep-th/9912123, who defined vector spaces associated to
a knot, and by Gukov, Schwarz, and Vafa, “Khovanov-Rozansky
Homology And Topological Strings,” hep-th/0412243, who made
contact between the Ooguri-Vafa construction and Khovanov
homology. What I’ve done is to make a parallel construction in
gauge theory language. The arguments are probably more
self-contained, though it is hard to make this entirely clear in these
lectures; the construction is more uniform for all groups G and
representations R ; and I believe that the output is something that
mathematicians will be able to grapple with even without a full
understanding of the underlying quantum field theory. I should also
say that my proposal for Khovanov homology is qualititatively
similar to ideas by Seidel and Smith, Kronheimer and Mrowka, and
probably others, and that a clue was provided by a construction of
Cautis and Kamnitzer.
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Let S be the set of solutions of the KW equation. (It is expected
that for a generic embedding of a knot or link in R3, the KW
equations have only finitely many solutions and these are
nondegenerate: the linearized operator has trivial kernel and
cokernel.) We define a vector space V by declaring that for every
i 2 S, there is a corresponding basis vector |ii. On V, we will have
two “conserved quantum numbers” namely “instanton number,”
which I will call P and “fermion number,” which I will call F . I
have already defined the instanton number; it takes values in Z+ c
where c is a fixed constant that depends only on the
representations. The fermion number F is another integer-valued
quantity. We consider |ii to be “bosonic” or “fermionic”
depending on whether it has an even or odd eigenvalue of F ; the
operator that distinguishes bosonic from fermionic states is (�1)F .
F will be defined so that, if the solution i contributed +1 to the
counting of KW solutions, then |ii has even F , and if it
contributed �1, then |ii has odd F .



Let us see how we would rewrite the Jones polynomial in this
language.

It is
Z (q) =

X

n

bnq
n

where a solution i 2 S with instanton number ni and fermion
number fi contributes (�1)ni to bni , and therefore contributes
(�1)fiqni to Z (q). So an equivalent formula is

Z (q) =
X

i2S
(�1)fiqni = TrV (�1)FqP .

Here P is the instanton number operator

P |ii = ni |ii.
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So far, we have not really done anything except to shift things
around. However, on V we will also have a “di↵erential” Q, which
is an operator that commutes with the instanton number P but
increases the fermion number F by one unit, and also obeys
Q2 = 0.

This means that we can define the cohomology of Q, the
quotient

H = kerQ/imQ.

This cohomology will be (conjecturally) the Khovanov homology,
for those groups and representations where the latter has been
defined. It is automatically Z⇥ Z-graded, with the two gradings
defined by P and F .
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The importance of passing from V to H is that H is a topological
invariant while V is not. If one deforms a knot embedded in R3,
solutions of the KW equations on X = R3 ⇥ R+ will appear and
disappear, so V will change. But H does not change.



Instead of defining the Jones polynomial and analogous invariants
in terms of V by the formula of a couple of slides ago

Z (q) = TrV (�1)FqP ,

we can define it as a trace in the invariantly defined cohomology
space H:

Z (q) = TrH (�1)FqP .

So here the Jones polynomial is expressed as an “Euler
characteristic,” i.e. as a trace in which bosonic and fermion states
cancel, in the invariantly-defined cohomology H. The reason that
we can equally well write Z (q) as a trace in V or in H is that in
passing from V to H, pairs of states disappear and they make
cancelling contributions to Z (q). (If i , j 2 S are such that
Q|ii = |ji, then |ji and |ii have the same P and have F di↵ering
by 1, so their contributions to Z (q) cancel. These two states are
omitted if we take the trace in H instead of in V.)
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Defining the Z⇥ Z-graded vector space H and not just the
associated function

Z (q) = TrH (�1)FqP

adds information for two reasons.

One is simply that since H is
Z⇥ Z-graded, a state |ii in H has a Z-valued fermion number, the
eigenvalue of F , and we only remember F modulo 2 when we pass
from homology H to the Jones polynomial Z (q). The second is
that we can define natural operators acting on H, and how they
act adds more information. For it to make sense to define the
action of operators, we need a “quantum Hilbert space” H for
them to act on, and not just a function Z (q). I explain how to
define operators later on.
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The ability to do all this rests on the following facts about the KW
equations. (These facts were discovered independently by A.
Haydys.)

I will just state these facts as facts – which one can
verify by a short calculation – rather than trying to explain the full
quantum field theory picture which made me look for these facts.
We consider the KW equations on X = M ⇥ I where M is a
three-manifold with local coordinates xi , i = 1, 2, 3 and I is a
one-manifold parametrized by y . (In our application, I = R+.) We
write � =

P
i �idxi + �ydy . Now we replace X by Y = R⇥ X

where R is a new “time” direction, parametrized by a time
coordinate t, and we replace �y by D

Dt everywhere that it appears
in the KW equations. To be explicit about this, here

D

Dt
=

@

@t
+ [At ·]

where �y is reinterpreted as At .
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If one makes this replacement in a random di↵erential equation
that involves �y , one would not even get a di↵erential equation,
but a di↵erential operator. In the case of the KW equations, �y

appears only inside commutators [�i ,�y ] and covariant derivatives
Dµ�y and the substitutions proceed by

[�i ,�y ] ! [�i ,Dt ] = �Dt�i , Dµ�y = [Dµ,�y ] ! [Dµ,Dt ] = Fµt .

This is enough to show that we get a di↵erential equation.
Generically, the di↵erential equation arising this way would not be
well-posed, where here well-posed means “elliptic.” What really
makes our story work is that the five-dimensional PDE obtained in
the case of the KW equations by the substitution �y ! D

Dt
actually is elliptic. This is not hard to prove if one suspects it.
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This five-dimensional equation has a four-dimensional symmetry
that isn’t obvious from what I’ve said so far.

We started on
X = M ⇥ I with M a three-manifold, and then via �y ! D/Dt,
we replaced X with Y = R⇥M ⇥ I. It turns out that here R⇥M
can be replaced by any oriented four-manifold Z , and our
five-dimensional equation can be naturally defined on Y = Z ⇥ I.
At a certain point, we will make use of this four-dimensional
symmetry.
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Another crucial fact is that the five-dimensional equation that we
get this way can be formulated as a gradient flow equation

d�

dt
= � ��

��

for a certain functional �(�). (I have just schematically combined
all fields A,� into �.)

This means that we are in the situation
explored by Floer when he formulated Floer cohomology in the
mid-1980’s: we can define (modulo analytic subtleties) an
infinite-dimensional version of Morse theory, with � as a
middle-dimensional Morse function.
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In Morse theory, we define a complex (or more simply a vector
space) V with a basis vector |ii for each critical point of � and
then we define a “di↵erential” Q : V ! V by

Q|ii =
X

j

nij |ji

where for each pair of critical points i , j , nij is the “number” of
solutions of the gradient flow equation

d�

dt
= � ��

��

that start at i in the past and end at j in the future. (In the
counting, one factors out by the time-translation symmetry and
one includes a sign ±1 given by the sign of the fermion
determinant, that is, of the determinant of the linearization of the
flow equation. This is the procedure explained somewhat
imperfectly in my paper “Supersymmetry and Morse Theory”
(1982) and much developed later by others.) Q commutes with
the instanton number P and increases the fermion number F by 1.



When we do this in the present context, the time-independent
solutions in five dimensions are just the solutions of the KW
equation in four-dimensions (with At reinterpreted as �y ), since
when we ask for a solution to be time-independent, we undo what
we did to go from four to five dimensions. So the space V on
which the di↵erential of Morse theory acts is the same space we
introduced before in writing the Jones polynomial as a trace.



And the matrix elements of the di↵erential
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are obtained by “counting” five-dimensional solutions that
interpolate from a KW solution i in the past to a KW solution j in
the future:
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Before discussing the boundary condition, I want to explain
something nice that happens in Khovanov homology for certain
gauge groups.

In the study of Khovanov homology for G = SU(2),
it has been found that there are two variants of the theory, called
“even” and “odd” Khovanov homology. They are defined using a
complex V that additively is the same in the two cases, but on this
complex one defines two di↵erent di↵erentials, say Q+ for the even
theory and Q� for the odd theory. Here Q+ and Q� are congruent
mod 2, so even and odd Khovanov homology are equivalent if one
reduces mod 2. Why would that happen in the present context and
for what Lie groups do we expect this to happen? I claim that we
should use the exceptional isomorphism SU(2) ⇠= Spin(3), and that
in general the bifurcation into odd/even Khovanov homology will
occur precisely for G = Spin(2n + 1), n = 1, 2, 3, . . . .
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In general, the cohomology of a manifold B can be twisted by a
flat line bundle L ! B . Instead of the ordinary cohomology
H i (B ,Z), we can consider the twisted cohomology with values in
L, H i (B ,L). The possible L’s are classified by Hom(⇡1(B),C⇤).
In the present case, B is a function space, consisting of pairs (A,�)
on X = M ⇥ R+ (which define initial data for “time”-dependent
fields on Y = R⇥ X where R is parametrized by “time”). We only
care about the pairs (A,�) up to G_-valued gauge transformations
(which because of the boundary conditions are trivial on the
boundaries of X ) and for M = R3, this means that
⇡1(B) = ⇡4(G_), where ⇡4 comes in because X is
four-dimensional. We have for a simple Lie group G_

⇡4(G
_) =

(
Z2 G_ = Sp(2n) or Sp(2n)/Z2, n � 1

0 otherwise.



So Khovanov homology is unique unless G = Spin(2n + 1),
G_ = Sp(2n)/Z2 (or G = SO(2n + 1), G_ = Sp(2n)), in which
case there are two versions of Khovanov homology. Concretely, an
Sp(2n) bundle on a five-manifold Y (with a trivialization on @Y )
has a Z2-valued invariant ⌘ derived from ⇡4(Sp(2n)) = Z2. When
we define the di↵erential by counting five-dimensional solutions

we have the option to modify the
di↵erential by weighting each solution with a factor of (�1)⌘. If we
do this, we get a second di↵erential Q 0 that still obeys (Q 0)2 = 0
and is congruent mod 2 to the original Q (defined without
mentioning the factor (�1)⌘).



Next I come to an explanation of the boundary conditions that we
impose on the four- or five-dimensional equations.

These boundary
conditions are crucial, since for instance it is only via the boundary
conditions that knots enter. First I will describe the boundary
condition in the absence of knots. It is essentially enough to
describe the boundary condition in four dimensions rather than five
(once one understands it, the lift to five dimensions is fairly
obvious), and as the boundary condition is local, we assume
initially that the boundary of the four-manifold is just R3. So we
work on M = R3 ⇥R+. (This special case is anyway the right case
for the Jones polynomial, which concerns knots in R3 or
equivalently S3.)
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As a preliminary to describing the boundary condition, I need to
tell you about an important equation in gauge theory, which is
Nahm’s equation. Nahm’s equation is a system of ordinary
di↵erential equations for a triple X1,X2,X3 valued in g3, where g is
the Lie algebra of G . Nahm’s equation reads

dX1

dy
+ [X2,X3] = 0

and cyclic permutations.

On a half-line y � 0, Nahm’s equations
have the special solution

Xi =
ti
y
,

where the ti are elements of g that obey the su(2) commutation
relations [t1, t2] = t3, etc. We are mainly interested in the case
that the ti define a “principal su2 subalgebra” of g, in the sense of
Kostant.
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This sort of singular solution of Nahm’s equations was important
in the work of Nahm on monopoles, and in later work of
Kronheimer and others.

We will use it to define an exotic but
elliptic boundary condition for our equations. (Ellipticity has been
proved in recent work, to appear soon, of R. Mazzeo and EW.)
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In fact, Nahm’s equations can be embedded in the KW equations

F � � ^ �+ ?dA� = 0, d?� = 0

on R3 ⇥ R+.

If we look for a solution that is (i) invariant under
translations of R3, (ii) has the connection A = 0, (iii) has
� =

P3
i=1 �i dxi + 0 · dy (where x1, x2, x3 are coordinates on R3

and y is the normal coordinate) then our four-dimensional
equations reduce to Nahm’s equations

d�1

dy
+ [�2,�3] = 0,

and cyclic permutations. So the “Nahm pole” gives a special
solution of our equations

�i =
ti
y
.

We define an elliptic boundary condition by declaring that we will
allow only solutions that are asymptotic to this one for y ! 0.
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This is the boundary condition that we want at y = 0, in the
absence of knots.

For the most obvious boundary condition for
getting Khovanov homology, we require that A,� ! 0 for y ! 1.
With these conditions at y = 0,1, it is possible to prove that the
Nahm pole solution is the only solution on R3 ⇥ R+ (R. Mazzeo &
EW, to appear). This corresponds to the statement that the
Khovanov homology of the empty knot is of rank 1.
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Now I should explain how the boundary condition is modified along
a knot K .

This will be done by requiring a more subtle singularity
in the presence of a knot The local model is that the boundary is
R3, and K is a copy of R ⇢ R3. The boundary condition is
described by giving a singular model solution on R3 ⇥ R+ that
along the boundary has the now-familiar Nahm pole away from K ,
but has some other behavior along K . The model solution is
invariant under translations along K , so it can be obtained by
solving some reduced equations on R2 ⇥ R+.
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So to explain what is the boundary condition in the presence of a
knot, we need to describe some special solutions of reduced
equations in three dimensions – in fact, in G_ gauge theory, we
need to describe one singular solution for every irreducible
representation R of G .

It is possible to find the desired solutions in
closed form. (I did this for G_ of rank 1 in “Fivebranes And
Knots,” and V. Mikhaylov generalized this for higher rank in
arXiv:1202.4848.) I will not describe the necessary solutions today.
I will just remark that, in keeping with the way the KW equations
entered my work with Kapustin on the geometric Langlands
correspondence, these solutions are closely related to the
“geometric Hecke operators” of the geometric Langlands
correspondence.
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The model solution has a singularity that, in the boundary, is of
codimension 2. When we go to five dimensions, the singularity
remains of codimension 2 so now (since the boundary dimension is
4) the singularity is supported on a 2-surface, not on a knot.



A boundary condition modified on a 2-surface in the boundary is
what we need to define the “morphisms” of Khovanov homology
associated to “knot cobordisms.”

In other words, counting solutions with the boundary conditions
described in the picture gives a time-dependent transition from a
physical state in the presence of K in the past to a physical state
in the presence of K 0 in the future. (In the simple example shown,
K is an unknot and K 0 consists of two unlinked unknots.)
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There is another reason that it is important to describe the
reduced equations in three dimensions. To compute the Jones
polynomial, we need to count certain solutions in four dimensions;
knowledge of these solutions is also the first step in constructing
the candidate for Khovanov homology.

How are we supposed to
describe four-dimensional solutions? A standard strategy, often
used in Floer theory and its cousins, involves “stretching” the knot
in one direction, in the hope of reducing to a piecewise description
by solutions in one dimension less.
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Another way to make the point is as follows.

Most mathematical
definitions of Khovanov homology proceed, directly or implicitly, by
defining a category of objects associated to a two-sphere (or in
some versions, a copy of C = R2) with marked points that are
suitably labeled.

In the present approach, this category should be the A-model
category of the moduli space of solutions of the reduced
three-dimensional equations in the appropriate geometry, sketched
in the next picture. (There is also a mirror approach that we
haven’t had time for today that involves a B-model category of
almost the same space rather than an A-model.)
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By analyzing the space of three-dimensional solutions, D. Gaiotto
and I (“Knot Invariants From Four-Dimensional Gauge Theory”)
were able to get a fairly clear picture of the category relevant in
the present description.

For G = SU(2), it is a Fukaya-Seidel
category (an A-model category with a superpotential) where the
target space is the moduli space of monopoles on R3, and with a
certain superpotential, which encodes the positions of the knots.
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We were also able to get some understanding of how to relate this
description of the Jones polynomial (and by extension presumably
Khovanov homology, though we did not go so far) to more
standard ones, without going through yesterday’s quantum field
theory arguments.

First let us recall that standard approaches to
the Jones polynomial and Khovanov homology often begin by
considering a projection of a knot to two dimensions.
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In the KW equations and their five-dimensional cousins, there is a
very nice way to incorporate a knot projection by modifying the
boundary conditions at infinity on R3 ⇥ R+.

Instead of requiring
that A,� ! 0 for y ! 1, we keep that condition on A, but we
change the condition on �. We pick a triple c1, c2, c3 of
commuting elements of t, the Lie algebra of a maximal torus
T ⇢ G , and we ask for

� !
X

i

ci · dx i

for y ! 1. (x1, x2, x3 are Euclidean coordinates on R3.) We use
the fact that the equations have an exact solution for A = 0 and �
of the form I indicated.
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The counting of solutions of an elliptic equation is constant under
continuous variations (provided certain conditions are obeyed) so
one expects that the Jones polynomial can be computed with this
more general asymptotic condition, for an arbitrary choice of
~c = (c1, c2, c3).



If G = SU(2), then t is one-dimensional. So if ~c is non-zero, it has
the form ~c = c ·~a where c is a fixed (nonzero) element of t and ~a
is a vector in three-space. So picking ~c essentially means picking a
vector ~a pointing in some direction in three-space.

The choice of ~a
determines a projection of R3 to a plane, so this is now built into
the construction. For G of higher rank, one could do something
more general, but it seems su�cient to take ~c = c~a with c a
regular element of t.
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Taking ~c su�ciently generic gives a drastic simplification because
the equations become quasi-abelian in a certain sense.

On a length
scale larger than 1/|~c |, the solutions can be almost everywhere
approximated by solutions of an abelian version of the same
equations. There is an important locus where this fails, but it can
be understood. (This is somewhat like what happens in Taubes’s
proof that GW=SW, and physicists are familiar with similar
phenomena in other contexts.)



Taking ~c su�ciently generic gives a drastic simplification because
the equations become quasi-abelian in a certain sense. On a length
scale larger than 1/|~c |, the solutions can be almost everywhere
approximated by solutions of an abelian version of the same
equations.

There is an important locus where this fails, but it can
be understood. (This is somewhat like what happens in Taubes’s
proof that GW=SW, and physicists are familiar with similar
phenomena in other contexts.)



Taking ~c su�ciently generic gives a drastic simplification because
the equations become quasi-abelian in a certain sense. On a length
scale larger than 1/|~c |, the solutions can be almost everywhere
approximated by solutions of an abelian version of the same
equations. There is an important locus where this fails, but it can
be understood. (This is somewhat like what happens in Taubes’s
proof that GW=SW, and physicists are familiar with similar
phenomena in other contexts.)



We scale up our knot until the quasi-abelian description is
everywhere valid:

Gaiotto and I were able to understand from this picture the origin
of the “vertex model,” with which I began yesterday’s lecture.
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