On the Logic of Bunched
Implications

- and its relation to separation logic

Bodil Biering
June 2004

Master’s Thesis for the Cand.Scient degree in mathematics
at the University of Copenhagen.
Supervisors: Lars Birkedal (ITU) and Gunnar Forst.



Abstract

We study propositional and predicate logic of bunched implications (BI), a new substructural
logic, and clarify the presentations of the semantics given so far. In particular we give an
elaborate description of Day’s construction for presheaves as well as for Grothendieck sheaves.
We present a notion of predicate BI and show how it can be modeled soundly and completely
by Bl-hyperdoctrines. Furthermore we show how separation logic fits into this notion of
predicate BI.
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Chapter 1

Introduction

The purpose of this Master’s Thesis is to study propositional and predicate logic of bunched
implications (BI), a new substructural logic, and clarify the presentations of the semantics
given so far. In particular Day’s construction, which gives rise to a class of models of BI, will
be studied in detail. Furthermore, it is the aim to study the relation between separation logic
and BI.

We assume that the reader is familiar with basic category theory and some categorical
logic.

It is well known how intuitionistic logic can be modeled in a topos by what is called a
subobject semantics. This semantics can also be defined in terms of a forcing relation known
as Kripke-Joyal semantics. The (propositional) logic of bunched implications is intuitionistic
logic equipped with two new connectives and logical rules for these. Consequently, it is natural
to ask how the semantics for BI fits into these frameworks. This question is partly answered
in [Yan02] and in [Pym02], which provide a Kripke semantics for BI in presheaves, sheaves
over topological spaces, and in one specific Grothendieck sheaf category. In this thesis we will
explore the subobject semantics for Bl and its relation to the Kripke semantics for BI. We will
also clarify the link between BI and separation logic, in particular in what sense separation
logic is a predicate BI logic.

David Pym’s monograph: “The Semantics and Proof Theory of the Logic of Bunched
Implications”, [Pym02] contains a suggestion of a proof theory and a Kripke semantics for
predicate BI, which, in David Pym’s own words is sketchy. Since it is also the only attempt to
define predicate BI, which has been made so far, we believe that this is a subject which deserves
some attention. One object for this thesis has thus been to give a more precise presentation
of Pym’s predicate BI and to generalize the Kripke semantics that is given for it. This turned
out to be much more problematic than expected. The author and her supervisors have spent
quite some time trying to understand this sketchy proof theory and David Pym himself has
not been able to help us on this matter. We believe that we have clarified some of it, and this
clarification reveals some serious problems. In particular we found examples showing that the
sequent calculus does not preserve well-formed sequents. An in depth examination of these
problems can be found in Appendix A.

We now briefly present two examples to illustrate the motivation for the logic of bunched
implications.
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Resources. The logic of bunched implications (BI) belongs to a family of logics known as
substructural logics. A substructural logic is a logic which lacks one or more of the so called
structural rules, which are rules such as

I'rq
Ipkq

I',p,ptgq

T.pFg Contraction.

Weakening

Weakening means that whenever some proposition ¢ is provable under the assumptions of I,
then ¢ is also provable if we make additional assumptions. Contraction says that it does not
matter how many times we make the same assumption. A logic that does not allow these
rules is sensitive to the number of times an assumption is used — it is resource sensitive.

A particularly famous substructural logic is Girard’s linear logic, which BI resembles. They
both have an additive part (V,A,—, T, L), which is intuitionistic logic and a multiplicative
part (x,—k,I), which is substructural. The essential difference between the two logics is
the modal operator “!” in linear logic, which takes a formula ¢ and makes as many copies
of it as we want !¢. Intuitionistic implication can be defined in terms of this operator as
¢ — Y :=l¢ = 1. The operator ! is interpreted as a functor, which is not present in all
models of BI (this is shown in [Pym02] and [Yan02]), showing that the two logics are indeed
different. Consider the following example, inspired by [Amb91], that illustrates the difference
between the additive conjunction, A, and the multiplicative conjunction *: Let p, g, denote
the following propositions:

p = to have €1
g = to have a packet of Camels
r = to have a packet of Marlboro

A proof of the implication p — ¢ is given by the possibility of spending €1 and buying a packet
of Camels. A proof of the multiplicative implication p — ¢ is given by actually spending €1
and buying a packet of Camels. The proposition (g A r) represents the possibility of having a
packet of Camels and the possibility of having a packet of Marlboro whereas (q * r) represents
actually having both packets at the same time. One euro is enough to buy a packet of Camels
and it is also enough to buy a packet of Marlboro, so p — ¢ A r is provable. But €1 is not
enough to buy both a packet of Camels and a packet of Marlboro so p — ¢ *r is not provable.
Instead we have p x p — ¢ xr, since (p * p) means to have €1 and to have (another) €1.
Another way to put it is to say that in ¢ * r, ¢ and r have access to disjoint resources. The
multiplicative implication — can also be given a resource interpretation: a — b is a function
that has access to disjoint resources from its argument, for example the following is provable

pEp—x(g*r),

Since if we have €1, we can make the functions argument p true. If we have another €1,
we can show that — is a function going from p to (¢ * r) (or equivalently that p — (g * r)
holds). The combined resources p and p makes (g * r) true. The additive implication a — b
is a function that have access to the same resources as its argument.

Separation logic. Separation logic, which is a very active research field, provides a good
example of how BI can be used to reason about resources in systems. Separation logic is
used for reasoning about low-level programs that use shared mutable data structure, and the
resources in consideration are memory cells. Separation logic illustrates how the intuitionistic
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part of BI considers stable truth, whereas the substructural part depends on the internal state
of a dynamic system. The following is from a paper by John C. Reynolds [Rey02].

The use of shared mutable data structures, i.e., of structures where an updatable
field can be referenced from more than one point, is widespread in areas as di-
verse as systems programming and artificial intelligence. Approaches to reasoning
about this technique have been studied for three decades, but the results has been
methods that suffer from either limited applicability or extreme complexity |...].

Separation logic uses the notions heap and store. One can think of the store as a description
of the contents of registers and the heap as a description of the contents of an (active)
addressable memory. Values are integers and we require Addresses C Values. A heap is a
finite, partial function A from Addresses to Values x Values. And Storey : V' — Values, where
V' is a finite set of variables. The basic predicate is the “points-to” relation, which has the
form z +— v, w, where x is a variable in V and v, w € Values x Values, asserting that the heap
contains only one active cell, at address Storey (z) (i.e., dom(h) = {Storey (z)}) with contents
v,w. We give a few illustrative examples:

1. z +— 3,y asserts that x points to an adjacent pair of cells containing 3 and y (i.e., the
store maps = and y into some values « and 3, « is an address, and the heap maps «
into 3 and « + 1 into 3).

1. 2. 3. 4.
~
e B

2. y — 3,x asserts that y points to an adjacent pair of cells containing 3 and x.

3. z — 3,y *y +— 3,x asserts that situations (1) and (2) hold for separate parts of the
heap.

4. x +— 3,y ANy +— 3,z asserts that situations (1) and (2) hold for the same heap, which
can only happen if the values for x and y are the same (because the heap has only one
active cell).

Traditionally, aliasing complicates reasoning about low-level imperative programs, because
changing the value of a single memory cell may affect the values of many syntactically unre-
lated expressions. In separation logic we solve this problem by reasoning locally about the
contents of the store. To reason about how programs affect the memory we use a Hoare logic:
For predicates p,q and a command ¢, {p}c{q} reads: if p holds before ¢ is executed, and if ¢
terminates, then ¢ holds after ¢ has been executed. For example

{z — 3}[z] :== 4{z — 4}.
Since this sort of reasoning has a local nature we need a rule of the kind

{p}c{q}
{pArte{gnr}
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where no variable occurring free in r is modified by ¢. However, this rule is not sound for
separation logic. For example, the conclusion of the instance

{z+— —}[z] = 4{x — 4}
{r——-ANy—3}z]:=4{z— 4Ny 3}

is not valid, since its precondition does not preclude the aliasing that will occur if x = y.
Using the multiplicative conjunction instead gives the frame rule

{p}c{q}
{pxric{gxr}

where no variable occurring free in r is modified by c¢. This rule is sound for separation logic.
John Reynolds puts it this way in [Rey02]:

By using the frame rule, one can extend a local specification, involving only the
variables and part of the heap that are actually used by ¢ (...), by adding arbitrary
predicates about variables and parts of the heap that are not modified or mutated
by c.

1.1 Overview and contributions

This section contains a detailed overview of the contents of each chapter. The chapters 2-4
contains a thorough presentation of categorical concepts which will be needed subsequently.
Chapter 5 considers various notions of models and semantics for propositional intuitionistic
logic including soundness and completeness results. Chapter 6 has the same contents as
chapter 5, only now the logic has been extended to BI. Chapter 7 gives, jointly with Lars
Birkedal and Noah Torp-Smith, a presentation of the separation logic in the frame of first
order hyperdoctrines. Finally, the Appendix A contains a discussion and criticism of an
attempt to define predicate BI.

The seven chapters should be readable by any graduate student who is familiar with basic
category theory and has some knowledge of mathematical logic. To understand what is going
on in Appendix A one has to be acquainted with David Pym’s monograph: “The Semantics
and Proof Theory of the Logic of Bunched Implications”, [Pym02].

Chapter 2 This chapter provides a brief presentation of standard results of topos theory, in
particular regarding presheaf and Grothendieck sheaf categories, which are used subse-
quently.

Only proofs and examples that are considered relevant or instructive are included. More
details, proofs and examples are available in the literature.

Literature: [MLM94], [LS86], [ML98], [Oos|, [Win01].

Chapter 3 This is a detailed introduction to dinatural transformations, ends and coends,
including main results of this subject such as Fubini Theorem and Density. There are
no new results, but the content of this chapter is less standard. The chapter is mainly
based on [Win01] which contains a good introduction to ends and coends.

Literature: [Win01], [ML98|.
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Chapter 4 In Section 4.1 we define symmetric monoidal closed categories and doubly closed
categories. Section 4.2 contains an elaborate (and original) description of Day’s con-
struction including original proofs of the following observations:

e The Yoneda embedding preserves the monoidal closed structure of Day’s construc-
tion, and

e Day’s tensor product does not preserve monos.

Section 4.3 explores Day’s construction in the category of sheaves, and provides several
new contributions some of which contradict earlier claims stated in [Pym02] and [Yan02].
In particular it is shown that Day’s construction for presheaves induces a monoidal
structure on the subcategory of sheaves, and that this tensor product does not in general
have a right adjoint in the category of sheaves, i.e., Day’s construction for presheaves
does not in general induce a doubly closed structure on the subcategory of sheaves. It
is then shown that under certain conditions we do get a doubly closed structure on the
category of sheaves.

The new result is negative in the sense that the doubly closed structure which ensure
that propositional BI can be soundly interpreted is not always present in the category of
sheaves. However, the next Section 4.4 presents results that are adequate to repair this
flaw, namely that for certain sheaf categories, the structure of Sub(1) is a BI algebra.
All results of sections 4.3 and 4.4 are new.

Literature: [Pym02] and [Yan02].

Chapter 5 We present standard soundness and completeness results for propositional in-
tuitionistic logic. The purpose of treating the intuitionistic and substructural parts
separately is to point out the fact that Grothendieck topologies are needed in order to
get a completeness result for intuitionistic propositional logic, and also to clarify how
standard methods can be used to show soundness and completeness for propositional
BI.

Section 5.1 presents the notion of algebraic models for propositional intuitionistic logic
and soundness and completeness results for these. Section 5.2 presents two notions
of categorical models for propositional intuitionistic logic: a model of provability (also
known as subobject semantics) specialized to propositional logic, and a model of proofs
(propositions as types) specialized to propositional logic. The latter is included because
this kind of model is used in the presentation of propositional BI given in [Yan02] and
in [Pym02] which we would like to comment on, since one aim of this thesis is to clarify
that presentation.

For the categorical models of provability we give a completeness result, and in section
5.3 we develop Kripke semantics for different classes of the models presented in 5.2.

Literature: [LS86], [MLM94]

Chapter 6 In this chapter we give an original presentation of soundness and completeness
results for propositional BI.

The chapter is built up exactly like the previous chapter in order to clarify how the stan-
dard ideas presented in chapter 5 can be used to derive similar results for propositional

BI.
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Section 6.1 presents the notion of algebraic models for propositional Bl and soundness
and completeness results for these following the presentation given in [Yan02]. Section
6.2 presents two notions of categorical models of propositional BI and completeness
results for these. We conclude that a completeness result for the substructural or mul-
tiplicative part of the logic is obtained by the observation made in chapter 4 that
the Yoneda embedding preserves the monoidal closed structure. In particular we get
completeness for the multiplicative part alone without the use of sheaves. Sheaves are
necessary only because the Yoneda embedding does not preserve V and | for presheaves.
In Section 6.3 we derive a Kripke semantics for BI which is more general than the ones
presented in [Yan02] and [Pym02]. We also derive Kripke semantics for the more spe-
cific classes of models living in presheaf and sheaf categories, and conclude that these
correspond to those of [Yan02] and [Pym02].

In [Yan02] and [Pymo02] the Kripke semantics is used to define the models and com-
pleteness is shown for these directly. The presentation we give of propositional BI uses
an approach that differs from this since we use the subobject semantics to define the
notion of a model and show soundness and completeness for these; Kripke semantics
(and completeness for this) is then derived. This approach follows the lines of [LS86]
and [MLM94] and has the advantage that the role of the Yoneda embedding becomes
clearer. It also shows how the Kripke semantics is actually calculated using Day’s con-
struction on subobjects of 1, (so one does not even need any bright or lucky ideas to
cook up a Kripke semantics for the new connectives).

Literature: [LS86], [MLM94],[Yan02] and [Pym02]

Chapter 7 This chapter presents joint work with Lars Birkedal and Noah Torp-Smith. We
first recall the notion of first order hyperdoctrines which models first order predicate
logic. Then we define first order Bl-hyperdoctrines and show that they model first order
predicate BI. It should be noted that this is not predicate BI in the sense that Pym has
suggested in [Pym02] (in particular we do not have the new quantifiers). Finally, and
most importantly, we show how separation logic can be viewed as predicate BI with a
particular signature, and the pointer model as an interpretation of separation logic in
a particular kind of Bl-hyperdoctrine.

Literature: [Pit02] and [Yan02].

Appendix A This appendix contains some clarifications and comments to the part of David
Pym’s monograph [Pym02] that treats predicate BI and it will only make sense to those
who are acquainted with this.

The main conclusion of the appendix is that we have not been able to understand the
proof theory and semantics of predicate BI suggested by Pym in [Pym02]. In particular
we provide examples that shows that the deduction system does not preserve well-formed
sequents.

Literature: [Pym02] and [Amb91].

Summary of contributions

e Construction of a monoidal tensor product on any Grothendieck sheaf category using
Day’s construction and the associated sheaf functor.
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e A counter example showing that the monoidal tensor product on sheaves over topological
spaces does not in general have a right adjoint. Thus contradicting [Yan02] and [PymO02].

e Under certain conditions there is a right adjoint to the tensor for sheaves.
e For a topos £ which is symmetric monoidal closed, Subg(1) is a BI algebra.

e For any Grothendieck topos over a cover preserving monoidal category, Sub(1) in the
category of sheaves is a BI algebra (even though the Grothendieck topos is not symmetric
monoidal closed).

e An original and more general presentation of results presented in [Yan02] regarding the
semantics of propositional BI.

e Jointly with Lars Birkedal and Noah Torp-Smith a presentation of separation logic and
the pointer model in the context of BI-hyperdoctrines.

e Discussion and criticism of the presentation of predicate BI given in [Pym02].

In addition this thesis contains
e An elaborate description of Day’s construction.
e Proofs of the observations that

— The Yoneda embedding preserves the monoidal closed structure of Day’s construc-
tion, and

— Day’s tensor product does not preserve monos.
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Chapter 2

Toposes

[Literature: [MLM94]|, [LS86], [Oos] and [Win01].]

In this chapter we introduce some basic definitions and results of topos theory for reference,
in particular the categories of presheaves and Grothendieck sheaves will be treated. Many
results will be stated without proof since proofs of these are standard in many books on topos
theory (see references above).

Definition 2.0.1 (Subobject classifier). In a category C with a terminal object 1, a subob-
ject classifier Q2 is an object in C together with an arrow T : 1 — € such that for every mono
m:Y — X, there is a unique arrow X, : X — Q in C such that the diagram

Yy 2= X

lYl le
1 —_l_> Q
is a pullback.

The arrow x,, is called the characteristic morphism of m, this is due to the situation in
Set, where Q = {0,1}, a mono m : X — Y corresponds to a subset of Y and x, is the
characteristic morphism of m.

We are now able to define the notion of a topos.

Definition 2.0.2 (Topos). ! An (elementary) topos is a Cartesian closed category (ccc),
which is finitely complete and has a subobject classifier 2, T : 1 — €.

When 2 exists it is unique up to isomorphism.

Remark 2.0.3. We now list some basic properties of elementary toposes. Proofs can be found
in e.g. [MLM94].

Fact 1. A topos has all finite colimits. [MLM94, IV.5]

Fact 2. For any object B in a topos E, the slice category £/B s also a topos. [MLM94, IV.7]

Tn [MLM94] an elementary topos has a definition that differs from this one, but they are equivalent.

10



CHAPTER 2. TOPOSES 2.1. SUBOBJECTS

The change-of-base functor Let k: A — B be a morphism in a category C with pullbacks,
then k induces a change-of-base or pullback functor k* between the slice categories

k*:C/B —CJ/A
by pullback along k.

Fact 3. For any k : A — B in a topos &, the change-of-base functor k* : £/B — E/A has
both a left adjoint )., given by composition with k, and a right adjoint [],.
[MLM94, IV.7]

Fact 4. Let T be a topos and C' an object of T, there is an arrow C — 0 iff C = 0.
[MLM94, IV.7]

Fact 5. In a topos, every arrow 0 — B, where 0 is the initial object is mono. [MLM94, IV.7]

Fact 6. Epis are stable under pullback, and pullback preserve coproducts. [MLM94, IV.7]

2.1 Subobjects

For an object X of a category C, we define a partial order Sub(X) which can be thought of
as the external categorical correspondence of the powerset of a set X. Sub(X) is defined as
follows: Elements are equivalence classes of monos m : Y »— X with codomain X. m : Y — X
and m' : Y/ — X are equivalent if there is an iso f : Y — Y such that m’f = m. Such an
equivalence class is called a subobject of X. We define m < m/ if there is an arrow f: Y — Y’
not necessarily iso (but it will actually always be mono) satisfying m’f = m. It is not hard
to check that this defines a partial order.

In the category Set we have a canonical choice of representatives, namely the inclusion
of the subset to which the subobject corresponds. Such a choice is not available in general.
However, in a presheaf category C we do actually have a correspondence to the inclusion, as
we shall see.

Remark 2.1.1. By usual abuse of language we will often refer to m : Y — X as a subobject
of X, when we really mean the equivalence class that m represents. In categories such as Set
where we have a canonical choice of representatives we may even identify a subobject of X
with just an object Y — X.

Lemma 2.1.2. In a category C with finite limits, each pair of elements of Sub(X) has a
greatest lower bound. Moreover, Sub(X) has a largest element.

Proof: The largest element of Sub(X) is the identity idyx : X — X.
Ifm:Y — X and m’ : Y/ »— X are two subobjects of X, then the pullback Y AY' — X,
which is mono, represents the greatest lower bound.

T

Y’ X

m/

11
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The subobject functor Given a topos &,
Sub(—) : £P — Set

is functorial. For an arrow k : A — B in &, Sub(k) = k* : Sub(B) — Sub(A4), i.e., the
change-of-base functor, where we require that the arrows are monos. The fact that the
pullback of a mono is mono makes it well-defined. For each k£ : A — B in £ the morphism
k* : Sub(B) — Sub(A) preserves the order.

The following explains the name of the subobject classifier €2, since it shows how €2 relates
to the subobjects in a topos.

Proposition 2.1.3. In a category with finite limits and a subobject classifier there is an
isomorphism
Sub(X) = Hom(X, Q)

natural in X. That is, the subobject functor is representable.

2.2 Image factorization

Proposition 2.2.1. In a topos®, every arrow f : X — Y can be factored as f = me :
X —>FE ">y wheree is epi and m is mono. The object E is called the image of f and
is denoted Im(f). This kind of factorization is known as image factorization or epi-mono
factorization.

Moreover, for any commuting diagram of the form

X —
eli m’

E—>Y
with e epi and m mono there is a unique arrow from E to M making both triangles commute.
In particular epi-mono factorizations are unique up to isomorphism.

Proof: In a topos there are two ways to construct the epi-mono factorization.

(i) The kernel pair of f are two arrows pg,p; : Z — X such that the diagram

72 x

n

X—f>Y

is pullback. Let e be the coequalizer of pg,p1, since fpi = fpo there is a unique
m : EF— Y such that f = me, as illustrated by the diagram

Y
f A
im
Po /
Z X—>F
p1

We claim without proof that m is mono.

2The proposition actually holds for regular, categories which have much less structure than toposes.

12
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(ii) Epi-mono factorization can also be constructed dually by taking the cokernel pair of f,
which is a pushout diagram:
f

X—Y
! z1
Y T()) Z.
Let m : E — Y be the equalizer of xq, 1, then, since xof = x1 f there is a unique arrow

e: X — FE such that f = me. It can be shown that e is an epi.

We now show that the second statement of the proposition is equivalent to saying that epi-
mono factorizations are unique up to isomorphism. (For a proof that epi-mono factorizations
are unique up to isomorphism see [Oos].) Suppose that for all commutative diagrams of the

form
X —=
i X m

E—b>Y

(2.1)

there is a unique arrow E — M making the triangles commute, now any two epi-mono
factorizations will fit into such a diagram, therefore we have arrows v : £ — M and v’ : M —
E making the diagram commute, and it easy to see that v and u’ are each other’s inverses.
On the other hand, suppose we know that epi-mono factorizations are unique up to iso-
morphism, and we have a commuting diagram like 2.1, then we can factorize a and b into an
epi followed by a mono and then use the isomorphism of epi-mono factorizations of f to get
the desired arrow. O

2.3 The subobject lattice

Definition 2.3.1 (Lattice). A lattice is a partial order L with a least and a greatest element
0 and 1, and with binary meets x Ay and joins x V y for all x,y € L.

Categorically this corresponds to finite products and finite coproducts.

Definition 2.3.2 (Complete lattice). A lattice is complete when, regarded as a category,
it has all (small) limits and colimits.

Definition 2.3.3 (Heyting algebra). A Heyting algebra H is a lattice with greatest and
least elements in which the meet aA\b is residuated, which is to say that there is an implication
operator, —, satisfying

aNb<ciffa<b—c

Categorically this corresponds to a ccc with finite coproducts. Note that for a Heyting
algebra the underlying lattice is always distributive, which is to say that for all a,b,c € H,

cN(aVvb)=(cANa)V (cADb).

To see why, just note that saying A is residuated is the same as saying that it has a right
adjoint, i.e., A preserves all colimits, which means that it preserves V.

13
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Definition 2.3.4 (Frame). A frame is a complete lattice that satisfies the infinite distributive
law:
\/(b/\ai) =bA \/ai.
el iel
Any frame is a Heyting algebra, since we can define the implication x — y by
V1, whereleLiff lnz<y.
lel’

Definition 2.3.5 (Complete Heyting algebra). A complete Heyting algebra is a Heyting
algebra which is complete as a lattice.

This corresponds categorically to a ccc with all small limits and colimits. It follows that
the infinite distributive law holds because A has a right adjoint so it preserves all colimits,
i.e., it commutes with \/, so a complete Heyting algebra is also a frame.

Definition 2.3.6 (Boolean algebra). A Boolean algebra is a distributive lattice with el-
ements 0 and 1 such that every element x has a complement —x; thus, * A ~x = 0 and
zV-x=1.

Lemma 2.3.7. In a topos® £ each pair of elements of Sub(X) has a least upper bound.

Proof: Let m: Y — X and m’ : Y’ — X be two subobjects of X, mVm’ : Y VY’ — X is
the image factorization of the coproduct arrow [m,m’] : Y +Y’ — X:

Y+Y'

Clearly m < mV m’ and m’ < m V m’. Suppose there is a subobject k : Z — X such that
m,m’ < k, then by the universal property of the coproduct there is a unique arrow u from
Y +Y’ to Z, such that

Y +Y’

Y- , X

commutes. This means that ku is a factorization of [m,m’] and since (m V m’)e is the least
such factorization, there is an arrow s : Y VY’ — Z such that ks = m vV m’ which shows that
mvm <k. O
Combined with Lemma 2.1.2 this shows that in a topos, for every object X, the partial
order Sub(X) is a lattice, with least element 0 — X, which is always mono in a topos.

3The proposition holds even for coherent categories.
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Corollary 2.3.8. In a topos £ which has all small limits and colimits, the subobject lattices
are complete.

Proof: Least upper bounds and greatest lower bounds over arbitrary index sets are con-
structed be means of limits and colimits. O

Lemma 2.3.9. In any topos £, Subg(1) is a Heyting algebra.

Proof: We have already shown that Sub(1) is a lattice. It remains to be shown that it has
implications. Let U ~— 1,V »— 1 be subobjects of 1. The topos is ccc so it has exponentials
(—)V and these preserve limits since exponentiation is right adjoint to product. Therefore

the arrow

(VU) (1V)U

is mono and (1Y) 22 1 follows from 1 being a limit and (—)Y preserves limits, so 1V must also
be the terminal object. O

(1) =1

Remark 2.3.10. For future reference we record that for any topos £, and A — 1,B — 1 in
Sub(1), the Heyting structure on Subg(1l) is given by:

T = idy

1 = 0—1 the unique arrow from the initial object.
ANB = AxgB the pullback of A and B (see Lemma 2.1.2).
AVB = Im(A+ B) see Lemma 2.3.7.

A—-B = BA—1 see Lemma 2.3.9.
In fact the following holds:

Theorem 2.3.11. For any object X in a topos £, the partially ordered set Sub(X) is a
Heyting algebra.

Proof: By Lemma 2.3.9 above, in any topos &, Subg(1) is a Heyting algebra. Use the identity
Subg(X) = Subg,x (1) and the fact that £/X is a topos ( by Remark 2.0.3) to conclude that
Subg(X) is a Heyting algebra. O

2.4 The internal Heyting algebra

The Heyting algebra structure on the subobject lattices Sub(X) in a topos £ induces an
internal Heyting algebra* on Q via the isomorphism

Sub(X) = £(X, Q).

For example to define the arrow A :  x Q — Q we consider the commutative diagram

Sub(X) x Sub(X) —- Sub(X)
Hom(X, Q) x Hom(X, Q) ~
Hom(X,Q x Q) o~ Hom(X, Q)

“The exact definition can be found in [MLM94]
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natural in X. Put X = Q x Q and follow the identity round the diagram to get the arrow
A2 xQ— Q.

By the Yoneda Lemma, which we show in the next section,

~

E(y(Q2 xQ),y(Q) =y((@)(Q x Q) = E(Q xQ,9),

so the natural transformation (Ax)xeg is uniquely determined by the arrow A € (€2 x 2, Q)
by composition:

X X
I |
QxQO Nx QxQ
l/\

Q.

Given subobjects a — X,b — X with characteristic maps x4, Xp, this implies that the
characteristic map for a N'b — x, xqnp is the arrow A o (x4, x»). The latter is often written

Xa \ Xb-
In a similar fashion one can derive arrows V, —: Q2 x Q — . The arrows T, 1L : 1 — Q are
induced by the top element id; : 1 — 1 of Sub(1) and the bottom element 0 — 1 of Sub(1),

which is mono in a topos.

2.5 Presheaves

Definition 2.5.1 (Locally Small). A category C is called locally small if for all objects
X,Y in C, the collection C(X,Y) is a set.

Definition 2.5.2 (Small). A locally small category is small if the collection of objects is a
set.

Given a small category C, a functor F' : C°? — Set is called a presheaf. The functor
category Set®” which is also denoted C. , has presheaves as objects and natural transformations
as arrows. That is, a map a : ' — G in C is a family of maps (ac)cecobje) such that for
each arrow f:C — D

FD—2-GD
F(f)l lG(f)
FC o GC
commutes.

Lemma 2.5.3. If C is small then C is locally small.

Let (M, <) be a preorder (i.e., reflexive and transitive), (M, <) defines a category M with
the elements of M as objects and with Hom(m,n) = {x} if m < n, Hom(m,n) = () otherwise.
A presheaf F' over M can then be viewed as an M-indexed family of sets (F'(m))men such
that for each m < n there is a map F,, : F'(n) — F(m). Satisfying the functor laws
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for all m <n <k in M, that is, the diagram

commutes.

2.5.1 Yoneda Lemma

Given a locally small category C °, we can define the Yoneda functor y : C — Set®” which
plays a central role in category theory. It is defined as follows

Lg — lyg(go—)Cec
D yD =C(—, D).

There is also a contravariant version y° : C% — Set® of the Yoneda functor, which works as
follows

C yOC = C(Ca _>
‘(g — Ty"(g)(—og)ca
D y°D =C(D,-).

Theorem 2.5.4 (Yoneda Lemma). For C € C and F € C there is an isomorphism

~ Oc,r
C(yC,F) =2 FC

natural in C and F.

The theorem states that there is a bijection between natural transformations from yC' to
F and elements of the set F'C. Let o : yC' — F' be a natural transformation, then 0¢ r sends
it to the element
&= ac(ide) € FC.

On the other hand if x € F'C then we get a corresponding natural transformation z : yC' — F
defined by
&p = F(=)(x)

which is easily shown to be a natural transformation. The — and the — operations are each
others inverses. There is a dual result for the contravariant Yoneda functor:

®The Yoneda functor and Yoneda Lemma can be generalized to Class instead of Set, so that C does not
have to be a small category. For this reason, many authors (including this one) allow themselves to be sloppy
with regard to this requirement.
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Theorem 2.5.5 (Contravariant Yoneda Lemma). For C € C end F € Set®, there is an

isomorphism
fc.r
~

Set®(y°C, F) FC
natural in C and F.

The isomorphism 6 is defined in the exact same way as for the covariant case.

Corollary 2.5.6. The Yoneda functor is full and faithful, i.e., given C,D € C, the Yoneda

~

functor defines a bijection between C(C, D) and C(yC,yD).

Proposition 2.5.7. For C,D € C we have C =2 D in C iff yC ZyD in C.
And dually:

Proposition 2.5.8. For C,D € C we have C =2 D in C iff y°C = y°D in C.

Definition 2.5.9 (Representables). A representation for a functor F : C°P — Set consists
of an object C' € C and a natural isomorphism

yC =C(—,C) = F.
If there exists a representation for F we say that F' is representable.

If G : C — Set is a covariant functor, we have C = C?” so a representation for G is an
object C' together with an iso such that

CP(—,C)=2G
which is the same as saying
CiC,—)=aG

In other words, when G is covariant a representation (also called a corepresentation) consists
of an object C' € C and a natural isomorphism

y°C =C(C,~) =G.

2.5.2 Limits and colimits in functor categories

Limits and colimits are computed pointwise in a presheaf category, that is, if F': I — Cis a
diagram from a small indexing category I to C, the limit limy F' is given by

(lim F(1))(C) = lim(F(I)(C)).

Colimits are defined similarly. For example the product of two functors F,G is the functor
defined (on objects) by (F' x G)(C) = FC x GC. The terminal object of a presheaf category
is the constant functor 1, defined by 1(C) = {x} for each object C' € C. Since Set has all
small limits and colimits, and the limits and colimits of C are computed in Set, we get the
following

Proposition 2.5.10. The category C has all small limits and colimits.

18
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The category C also has exponentials (i.e., a right adjoint to the product functor), using
the Yoneda Lemma we find that for F,G : C°? — Set exponentiation must satisfy

Gl (C) = Homg(yC, GF) = Homgs(yC x F,G),

so we are led to define
Gte) = Homg(yC x F,G).

The unit eg F : GF x F — G is given explicitly by
ec(a,c) = ac(ide, ¢)

for « € GF(C),c € FC. For 3 : H x F — @ the transposed ( : H — GF is defined by

(Ba(@)c(f,¢) = Be(H(f)(a),c)

for f € Home(C, A),a € HA,c € FC. It is now routine to verify that £ is the unique arrow

that makes

HxF / G

GFxF

commute.
We have shown that

Proposition 2.5.11. The category C is Cartesian closed.

For a presheaf P we define the category of elements [ P. Objects are pairs (C,p), where
C € Obj(C) and p € PC. Each arrow f : D — C in C and each p € PC induces a map
(D,p | f) — (C,p), where p | f stands for P(f)(p). There is a canonical functor

yo7r:/P—>6

that maps (C,p) to y(C). Using the category of elements as index category we have:
Proposition 2.5.12. FEach presheaf P is the colimit of representables P = colimf pyoT.

Corresponding to the notion of subsets in the category Set we have the notion of subfunc-
tors in the category C.

Definition 2.5.13 (Subfunctor). A functor A : C°? — Set is a subfunctor of a functor
B : C? — Set iff

1. A(C) C B(C) for all C € Obj(C), and
2. A(f) : A(C) — A(D) is the restriction of B(f) to A(C) for any arrow f: D — C.

It is not hard to see that for each subobject o : G — F of an object F € 5, there is a
unique subfunctor F’ < F that represents it, so F’ — F is a canonical representative.
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Definition 2.5.14 (Sieve). ¢ A sieve is a collection of arrows S in a category C, closed
under right composition, i.e., satisfying: if h € S and cod(g) = dom(h) then hg € S.

Of particular interest are subfunctors of representables yC. Such a subfunctor can be
characterized by a collection of arrows called a C-sieve.

Definition 2.5.15 (Sieve). For an object C' of a category C, a C-sieve (or an ideal on C')
is a collection S of arrows with codomain C, such that S is a sieve.

For any object A of a category C there are two trivial examples of sieves, the empty set and
the set of all arrows with codomain A, the latter is called the maximal sieve and is denoted
C/A.

If M is a preorder (viewed as a category) then an m-sieve on M is a set S C M of
elements that are all smaller than m and such that if n € S and k < n then k € S. We know
that in a preorder a hom-set Hom(n,m) is either the empty set or a singleton, so given a
codomain, we can identify an arrow with its domain.

Lemma 2.5.16. There is a bijective correspondence between subfunctors of yC' and C-sieves.

Proof: A subfunctor G of yC' is defined by the sets GA C Hom(A,C) for A € C, and the

union of these sets defines a sieve on C'. On the other hand, given a C-sieve S, we can define

a subfunctor G of yC by putting GA = {f € S| dom(f) = A}. O
Sieves can be used to characterize the subfunctors of the terminal object 1.

Proposition 2.5.17. There is a bijective correspondence between subfunctors of 1 and sieves
on C.

Proof: Let S be a sieve and consider the set of objects
Os={CeC|C=dom(f)and f €S}

consisting of all the domains of the arrows from S.
Given a subfunctor F' — 1, we define a sieve by

F={C—1|FC={x}}
and from a sieve I we get a subfunctor by

A [ {x} ifCeO0s
He) = { 0 otherwise

O

We have seen in Remark 2.3.10 how to define the Heyting algebra structure of Sub(1) in

terms of limits, colimits and exponentials. In view of the proposition above, we now give a

definition of the Heyting algebra structure in terms of sieves, or rather the set of objects Og
corresponding to a sieve S. 7

5This is what an algebraist will usually refer to as an ideal.
"This actually corresponds to regarding the category C as a preorder with A < B iff there exists an arrow
from A to B. The sieves of a preorder are downwards closed sets.
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Corollary 2.5.18. Suppose I,J are sieves represented by the domains of the arrows they
contain, then the complete Heyting algebra on Sub(1) is defined by

T = Obj(C)

1 =0

IvJd = IuJ

INT = InJ

I—J = YW |wnlI<J},

order is inclusion.

Proof: Use the definition of the Heyting algebra structure of Sub(1) given in Remark 2.3.10
together with the correspondence between sieves and subfunctors of 1 and the calculations
of limits and colimits in functor categories. For example consider I A J. Let I and J be the
corresponding subfuntors of 1, I A J is the pullback, which is characterized by
PnJ(C) = * 1f>l<€I.(C)and*€J(C)
() otherwise.
We translate this back to a sieve, and get

INJ=IA] = {C|CeTlandCeJ}
= InJ

2.5.3 A category of presheaves is a topos

We have shown that C is Cartesian closed. To be a topos it must also have a subobject
classifier 2, which we now define.
The requirement Sub(F) = Hom(F,Q) for all F € C, together with the Yoneda Lemma
leads to the following:
Q(A) 2 Hom(yA, Q) = Sub(yA).
So we define Q2(A) to be the set of all subfunctors of yA. By Lemma 2.5.16 this is the same
as the set of all A-sieves. For f: A — B, Q(f) : Q(B) — Q(A) is given by

NS = Jlg: ¢ — Al fge 8}
ceC
for any B-sieve S. This is clearly an A-sieve.
The natural transformation T : 1 — €2 is given by
TA(*) = C/A
It can be verified that Sub(F) = Hom(F, <) for all F € C.

—

Consider the category M of presheaves over a preorder M. The subfunctors of ym are
the m-sieves, so if we put | (m) = {n € M | n < m} the definition of 2 becomes

Qm)={SCl(m)| if n<kand k € S thenn € S}

and for m < n,
Qmn(S) = SN | (m)
and

Tm(x) =L (m).
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2.6 Grothendieck sheaves

Definition 2.6.1. A Grothendieck topology on a category C is a function J which assigns to
each object C € C a collection J(C') of sieves on C, in such a way that

1. the mazimal sieve C/C = {f | cod(f) = C} is in J(C):

2. (stability) if S € J(C), then h*(S) = {g | cod(g) = D, hg € S} € J(D) for any arrow
h:D—C:

3. (transitivity) if S € J(C) and R is any sieve on C such that h*(R) € J(D) for all
h:D— C inS, then R € J(C).

Definition 2.6.2. A site is a pair (C,J) consisting of a small category C and a Grothendieck
topology J on C. If S € J(C), then S is called a covering sieve.

Grothendieck topologies generalize topological spaces as the following example shows.

Example 2.6.3 (Topological space). Let X be a topological space (a set with open subsets
specified by O(X) C P(X)) and consider the corresponding category: objects are the open
subsets of X, that is, the elements of O(X), there is an arrow U — V iff U C V. A sieve
on U is a family S of open subsets of U with the property that for all V € S if V! CV then
V' e S (it is downwards closed). A sieve S on U covers U iff U is the union of the sets in S.

The maximal sieve on U is the family of all open subsets of U, which covers U since U
itself is in the maximal sieve.

Stability: Suppose S = {C; C C'|i € I} is a sieve such that | J;c; C; = C and D C C. We
must show that D*(S) = {B € O(X) | B C D,B € S} covers D. To see this just note that
D*(S) = {CZ NnD | C; € S} and UieI(Ci ﬂD) = Uie[ C;,ND=D.

Transitivity: Let S = {C; C C | i € I} be a cover of C and R={R; CC |j e J} any
steve on C such that for all C; € S, U;c;(R; N C;) = Ci. Then Uy Rj = Uje s, BiNC =
Ujes Bi NUier Ci = Uier Uje s (R N Ci) = Ui, Ci = C.

This is also referred to as the open cover topology.

jedJ

Recall that when working with topological spaces, it is often enough to consider the open
sets of a basis for the topology. The notion of a basis can be generalized to Grothendieck
topologies if C is a category with pullbacks.

Definition 2.6.4 (Basis for Grothendieck topology). A basis for a Grothendieck topology
on a category C with pullbacks is a function K which assigns to each object C a collection
K(C) consisting of families of morphisms with codomain C, such that

(1) if f:C" — C is an isomorphism, then {f : C' — C} € K(C):

(2) if {fi : C; — C |i eI} € K(C), then for any morphism g : D — C, the family of
pullbacks {ma : C; x¢ D — D |i €I} isin K(D);

(3) if{fi:Ci = Cliel} e K(C), and if for each i € I one has a family
{9ij : Dij — C; | j € I} € K(C;), then the family of composites
{fiogij: Dij —» Cliel,jeL}isin K(C).
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Note that the families of K(C') are not necessarily sieves but they generate sieves in an
obvious way. The notion of a basis can even be defined for categories without pullbacks, by
substituting (2’) with

(2”) If {fi : C; = C |ie I} € K(C), then for any morphism ¢ : D — C there exists a cover
{hj:Dj — D |je I} € K(D) such that for each j, gh; factors through some f;.

Example 2.6.5 (The finite sup topology). Let H be a distributive lattice regarded as a
category, then H can be equipped with a basis for a Grothendieck topology K, given by

{a; |1 €I} € K(c) iff \/ai =c.
el
where the index set I must be finite.
(1°): To have an iso from ¢ to c in this category means that ¢ = ¢, clearly ¢ € K(c).
(2’): The pullback of two arrows ¢; < ¢ andd < cisc;Ad < c. Suppose \/;¢; =candd < ¢,
we must show that \/; dA¢; = d. Since d < ¢ we have dA\c = d, now dNc = dAN\/;¢; = /[ dA¢;.
(8°): If c=\ci and for each i € I, ¢; =\ ;dij then c =\ ; dij.

Example 2.6.6 (The sup topology). Let H be a complete Heyting algebra regarded as a
category, then H can be equipped with a basis for a Grothendieck topology K, given by

{a;i|ie T} e K(o) iff \/ai=c,
el
where I is any index set.

Example 2.6.7 (The atomic topology). Let C be a category that satisfies: for any two
morphisms f: D — C and g : E — C with a common codomain C, there exists a commutative
square of the form

, ............ >,D
!
A

E—g>C

This is a condition which is much weaker than existence of pullbacks. The condition is nec-
essary to ensure that the stability axiom is satisfied for the atomic topology, which is defined
by:

S € J(C) iff the sieve S is nonempty.
As an example consider the category Z°P, where 7 is the category of finite sets and injective
functions. This category satisfies the above condition since for f: D — C,g: F — C in Z°
we must show in Z that there is a commutative square

oD
o

Y
E ........... > @

Now, f,g are injective so we can put ¢ = C' W (E \ Im(g)) W (D \ Im(f)) (the disjoint union)
and define f': D — e by

£(d) = the unique (C, ¢) such that f(c) =d if d € Im(f)
1 (D,d) otherwise.
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g : E — e is defined in a similar way. The arrows so defined are injective. Both composites
f'f and ¢'g are the inclusion ¢ — (C, ¢), showing that the square commutes. Thus, the atomic
topology is well-defined for the category Z°P. Actually the square we have constructed is a
pullback in the category Z (it is also a pushout in the category Set, but not in Z°, since the
mediating arrow is not always injective). We shall return to this example later.

Sheaves on a site. Let (C,J) be a site. Consider a presheaf P : C? — Set and a covering
sieve S € J(C).

Definition 2.6.8 (Matching family). A matching family for S of elements of P is a
function which assigns to each element f : D — C of S an element xy € P(D), in such a
way that

Tplg=1oyg forallg: E— D inC.

Here fg is again an element of S, because S is a sieve, and x ¢ | g stands for P(g)(xy).

Definition 2.6.9 (Amalgamation). An amalgamation for such a matching family is a
single element x € P(C) with

x| f=uxy forall f € 8S.

Definition 2.6.10 (Sheaf). A presheaf P is a sheaf (for J) precisely when for every cover
S of an object C, every matching family has a unique amalgamation.

Given a site (C,J), the category of sheaves over the site is denoted Sh(C,J) (arrows are
natural transformations), the category of sheaves over a topological space O(X) is denoted
Sh(X). The category of sheaves over the site Sh(C,J) is called the associated Grothendieck
topos, and it is a full subcategory of C.

A sieve S on C is the same as a subfunctor of yC, and a matching family is the same as a
natural transformation « : S — P. An amalgamation is then a unique extension of a to yC.
The condition that P has to satisfy to be a sheaf can then be expressed as: for any object
C, subfunctor S of yC and natural transformation « : .S — P, there is a unique natural
transformation that makes the diagram

§——P
l” 4
yC'

commute.

Remark 2.6.11. The sheaf condition can also be expressed w.r.t. a basis K: Let C be a
category with pullbacks, and K a basis for a topology on C. If R={f; :C; = C|i €I} isa
K -cover of C, a family of elements z; € P(C;) is said to be matching for R iff

x; | M= |7 foralli,jel,

where m;, m; are the projections from the pullback, as in

Ci X Cj 7rJ—>-C]

ml lfj

Ci P C.
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An amalgamation for {x;}; is an element x € P(C) with the property that x | f; = z; for all
1el.

Example 2.6.12 (Sheaves over a topological space). Let X be a set with an open cover
topology O(X) and let F : O(X)°? — Set. Whenever V. C U for open sets V,U, there is an
arrow Fyy : FU — FV. For an element s € FU (s is called a section over U ), Fyy(s) is
called the restriction of s to V' and is denoted s [v. Given a cover|J; U; of a set U a matching
family is a set of pairwise compatible sections {s; € F(U;)} such that

si luinu;= 85 luinu;

foralli,j € I. And an amalgamation is a section over U, s € FU, such that s [y,= s; for
alli € 1.

An example of a sheaf over a topological space where the so called restriction really is a
restriction map is given by the sheaf of continuous real valued functions on X:

F(V) = Cont(V,R),
which is the set of continuous functions from V to R.

The trivial topology, defined by S € J(C) iff S is the maximal sieve, makes every presheaf
a sheaf.

Definition 2.6.13 (Subcanonical). A Grothendieck topology J on a category C is called
subcanonical if for every object C in C the hom-functor yC' is a sheaf.

Example 2.6.14. As an example consider again a topological space X. For open sets U,C
we have

y(C)(U) = Hom(U, C) = { {x} yucCcC

0 otherwise.

To show that this is a sheaf suppose | J;c; U; is a cover of U and {x; € Hom(U;, C')} a matching
family (then x; = ), that is, U; C C for all i € I, which implies U = |J;c; U; € C, so that
x € Hom(U, C) which is exactly what we need to have an amalgamation. This shows that the
open cover topology is subcanonical.

Consider the site (Z°, J) where 7 is the category of finite sets and injective functions and
J the atomic topology. Sheaves F': 7 — Set over this site are called atomic sheaves over Z°P.

Proposition 2.6.15. Let T be the category of finite sets and injective functions. A presheaf
P : 7 — Set is an atomic sheaf over Z°P iff P preserves pullbacks.

Proof: Suppose the presheaf P : Z — Set preserves pullbacks. That P preserves pullbacks
means that for any pullback square

A—"-pB
k f
C—g>D

in Z, there is an isomorphism PA = {(x,y) € PB x PC' | x | f =y | g}, such that for each
(x,y) on the right hand side there is a unique a € PA satisfying a [h =z and a [ k = y.
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Let S={fi: C — C; | i€ I} be acover of C and {x;}7, x; € PC; a matching family.
Suppose f;, f; € S, then for any commuting square

C
le
O —

i g,

i (2.2)

|
D

we have z; [ s; = x; | s, by the matching family property. In particular this holds if the
above square is pullback, and we have seen how we can always construct a pullback in 7
given arrows f;, f; as above. By the assumption that P is pullback preserving, this implies
that there is a unique x € PC such that z [ f; = x; and x [ f; = z;. This x is a unique
amalgamation: For any k& € I construct the pullback in Z with f;, fr as above. Then we get a
unique z’ such that 2’ | f; = z; and 2’ | fi, = 71, but then 2’ | f; = x; = = | f; which implies
that 2’ = x because P(f;) is mono (by the assumption that P preserves pullbacks).

For the converse, suppose P is a sheaf and 2.2 is a pullback in I. Observe that P preserves
monos, since any arrow f : C'— D of 7 is a cover of C, and a matching family for such a cover
consists of one element xy € PD, so there is a one-one correspondence between elements of
PD and elements of PC' (unique amalgamations), showing that P(f) is iso.

Now the arrow s;f; = sjf; : C — D is a cover of C. Suppose x; € PC;,xz; € PCj satisfies
x; | s; = xj | s; = xp, then there is a unique amalgamation (for the matching family xp)
x € PC such that = [ s;f; = vp. To see that we have x | f; = z; and x | f; = x; as required,
we calculate: x | s;f; = P(s;fi)(x) = xp = P(s;)(x;) which implies P(f;)(x) = z;, since P(s;)
is mono. U

<

2.6.1 The associated sheaf functor

Let (C,J) be a fixed site. The inclusion functor
i:Sh(C,J) —C

has a left adjoint R
a:C — Sh(C,J)

called the associated sheaf functor. The functor a commutes with finite limits (it is left exact).
Moreover, the composite

ai : Sh(C,J) — Sh(C, J)

is naturally isomorphic to the identity functor.

Limits in Sh(C,J) are calculated pointwise as in é\, and the category Sh(C,J) is closed
under limits, meaning that a limit of sheaves is a sheaf. In particular, Sh(C, J) has all small
limits. Note that since the terminal object 1 of the presheaf category C is the empty limit, it
is a sheaf.

Colimits in Sh(C, J) are calculated using the associated sheaf functor: For sheaves F,

colimgy, Fj = a(colimgi F;).

Where the subscripts indicate in which category the colimit is calculated. As a consequence,
Sh(C, J) has all small colimits.
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Image factorizations in C are constructed by means of finite limits and colimits, so if
f P — @ is a morphism in C with image factorization

P
i -
()

the arrow a(f) : aP — a( has image factorization

Q

aP&aQ.

a(e)i A

alm(7)

Representables for sheaves. Consider the Yoneda embedding y : C — C. If the topology
on C is subcanonical, then y(C) is a sheaf, if it is not subcanonical we can, however, still
define a canonical functor by composing Yoneda with the associated sheaf functor to get a
sheaf:

ay : C — Sh(C, J).

~

For any sheaf F', the Yoneda Lemma states that C(y(C),iF') = FC. Using the adjunction
a - ¢ this implies
Sh(ay(C), F) = FC.

Every presheaf is a colimit of representables, so a sheaf F' regarded as a presheaf ¢F' can be
written as iF" = colim;y(C;), which implies

F = ai(F) = acolim;y(C;) = colimgpay (C;).

Proposition 2.6.16. A family of morphisms {f; : C; — Clicr covers C iff the induced
morphism

[[av(Ci) — ay(C)
icl

18 epi.

2.6.2 Subsheaves

A subsheaf A ~— F of a sheaf F' is a subfunctor of F' which is also a sheaf. This can be given
by the following definition.

Definition 2.6.17. A functor A : C°? — Set is a subsheaf of a sheaf F iff A is a subfunctor
of F' and for each object C of C and each cover S of C', and each element x € FC,

x| f€A(D) for every f: D — C in S implies x € A(C).
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Since a mono is a limit, the monos in Sh(C,J) are the monos of é\, that is, a mono in
Sh(C, J) is a natural transformation which is pointwise injective in Set. Hence, every element
(equivalence class) of Sub(F'), where F'is a sheaf, can be canonically represented by a subsheaf
of F.

The initial object 0 in Sh(C, J) is not always the empty functor as it is in C. The subfunctor
0 — 1 is not always a sheaf; suppose an object C' has an empty cover, then by the definition
above, we must have a unique amalgamation * € 0(C'). The definition of 0 in Sh(C,J) then
becomes

0(©) :{ é)*} ftgefv;flég)

For subfunctors of 1, the sheaf condition is particularly simple: A subfunctor A — 1 is a
subsheaf of 1 if for each object C of C and for every cover S of C,

A(D) # 0 for every f: D — C in S implies A(C') # 0.
As in the presheaf category, we can characterize the subobjects of 1 in the sheaf category:

Proposition 2.6.18. In a category Sh(X) of sheaves over a topological space there is a
bijective correspondence between subfunctors of 1 and representables yU, U € O(X).

Proof: In example 2.6.14 we have shown that every representable is a sheaf w.r.t. the open
cover topology. Suppose F' is a subsheaf of 1, then

F = yU where U = | {V | FV = {x}}.

FU # () because by definition U is covered by the sets V such that FV # (). Since F is a
presheaf it follows that V C U iff FV # (). This shows that F = yU. O

Definition 2.6.19 (Ideal). An ideal on a site (C,J) is a set of objects I C Obj(C) satisfying
1. If C € I and there exists an arrow D — C then D € I.

2. For any object C of C and for any cover S € J(C), if for every f: C' —C € S, C" €1
then C € I.

The first condition makes I a subpresheaf of 1, and the second makes it a sheaf.
Proposition 2.6.20. There is a bijective correspondence between subsheaves of 1 and ideals.

Proof: Let I be an ideal, we define a subfunctor I of 1 by

o {xp MfC el
He) = { 0 otherwise.

It is not hard to see that the sheaf condition of definition 2.6.17 corresponds exactly to the
second condition of being an ideal. On the other hand let F' — 1 be a subsheaf of 1, then

F = {C € Obj(C) | F(C) = {}}

clearly defines an ideal. O
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Corollary 2.6.21. The complete Heyting algebra on Subgyc yy(1) can be defined in terms of
ideals as follows:

T = Obj(C)

1 = {C|0eJ(C)}

IvJ = {C| there exists a cover S of C such that for all C; € S,C; € I or C; € J}
INT = InJ

I—-J = UW|wnIlI<J}

Proof: Again, this is a calculation from the definition of limits, colimits and the construction
of the Heyting structure in Subgpc s)(1). Note that IV J and L differs from definition in
presheaf categories. This is due to the fact that these are calculated by the means of colimits,
and a colimit in the sheaf category is calculated by taking the colimit in C and then using the
associated sheaf functor. O

2.6.3 A category of sheaves is a topos

We have already seen that the category of sheaves have all small limits and colimits, we now
show that if it has exponentials G¥' for sheaves G, F, then we must have i(GF) = i(G)"*).
To see why, let P € C be any presheaf, and consider the following string of isomorphisms

é(P i(GF))

>~ Sh(a(P),G") since a 414

~ Sh(a(P) x F,G) by the assumption that G¥" is exponential
>~ Sh(a(P) x ai(F),G) ai~id

~ Sh(a(P xiF),Q) because a commutes with finite limits

>~ C(P x iF,iQ) again by a ¢

= 5(P, i(G)") by exponentiation in C.

All the above isomorphisms are natural in P € 5 so because the Yoneda embedding is full
and faithful (actually we are using Proposition 2.5.7), we conclude that i(G¥) 2 i(G)"F). We
still do not know that it is a sheaf, though. This follows from the following proposition.

Proposition 2.6.22. Let P, F € C, if F is a sheaf, then so is the exponential (iF)"
A proof of this can found in [MLM94, p. 136]. We have shown the following:
Corollary 2.6.23. The category of sheaves over a cite, Sh(C, J) is Cartesian closed.

To see that the category of sheaves over a cite is a in fact a topos it must be shown that
it has a subobject classifier. The requirement Sub(F") = Hom(F, ) leads to

~

iQ2(A) 2 C(yA,i2) = Sh(ay A, 2) = Sub(ayA),

so Q(A) is the set of subsheaves of ayA. For sheaves over a topological space X with the
usual open cover topology these are characterized by the principal sieves | (V) on A, where
L(V)={V"] V' CV} ie., the subobject classifier of Sh(X) is defined as follows:

QU) = {L(V) |V cU}
= {y(Mvcu}
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Being a principal sieve is equivalent to being a sieve which is closed under arbitrary unions
of its elements, i.e., for a sieve S, and for any open W C U, if S covers W then W € S. The
notion of principal sieve can be generalized to arbitrary sites, this is done in [MLM94], which
also gives a proof of the fact that 2 is indeed a subobject classifier. For the record:

Corollary 2.6.24. Every Grothendieck sheaf category is a topos.
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Chapter 3

Ends and coends

Literature: [Win01], [Cac03] and [ML98]
This chapter provides a detailed review of ends and coends for dinatural transformations
and the main results regarding these, which will be needed for Day’s construction.

3.1 Dinatural transformations

A dinatural transformation « : F->G between functors F, G : C°? xC — D consists of a family
(ay : F(U,U) — G(U,U))yec of arrows in D such that for every arrow f: V — U in C the
diagram
F(U,U) 2> G(U,U)
F(U,f) G(fU)

m %)

FV,V) 2> GV, V)

commutes. Here F(U, f) means F'(idy, f). Every natural transformation oop XﬂF D gives

G
rise to a dinatural transformation (nuv : F(U,U) — G(U,U))yeowj(c), (mv,u)u for short. This
is verified by the commutativity of the following diagram:

U

v F(U,U) i G(U,U)
F(U, G(U, G(#,U
ft U.f) » y (f.U)
nu,v
U F(U,V) G(U,V) 3) Gg(V,U)
P\ @) \ /
TA%) G(,V) GV.f)
F(V,V) — G(V,V)

where (1) and (2) commute because of naturality of n and (3) commutes because G is a
bifunctor. Dinatural transformations compose with natural transformations:
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Lemma 3.1.1. Given o : F' = F,3 : F5G and v : G = G', where F,F',G,G" are all
functors from CP x C to D, the following composites are dinatural transformations.

1. Bolavu)u
2. (wu)vopB
3. (v o Bolavu)u.
The composition is defined componentwise.

Proof: 3. follows directly from 1. and 2. To show 1. consider the following diagram

v F'(U,U) vy FU,U) 22 g, o)
F'(U, F(U, G(f,U
; (U.f) @ y (£U)
U F(U.V) - F(U,V) ) G(V,U)

I i

F(V,V) F(V, V) —=G((V,V)

ay v By

Diagram (1) commutes by dinaturality of 3, (2) and (3) by naturality of «, so the whole
diagram commutes. 2. is proved similarly. O

As with natural transformations, dinaturality can be verified at each component indepen-
dently:

Lemma 3.1.2. Let H, K : A’ x A x B x B — C be functors. A family
(aap : H(a,a,b,b) — K(a,a,b,b))acabeB
s dinatural if and only if the induced families
aq— :H(a,a,—,—) — K(a,a,—,—)

and

a_p:H(—,—,b,b) = K(—,—,b,b)
are dinatural.

For a proof see [Cac03, p.29).

A wedge is a special case of a dinatural transformation were one of the functors is a
constant functor AX. For instance, consider a dinatural transformation o : AX-5G. The
commuting diagram

x —2qU,U)
1(7’ G(f,U)
X G(V,U)
u& %;)
X —a; G(‘/, V)
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can be redrawn as

-

)
%)
G(V,U).
)

)

a(,
A%

b
X

NG

G

The dinatural transformation « is called a wedge from X to G.

3.2 Ends and coends

Definition 3.2.1. An end of a functor F : C? x C — D is a universal wedge w from a
constant E to F'.

That is, for every wedge 3 : Y — F there is a unique arrow h : Y — FE such that ¢ = wch
for all C' € Obj(C). Thus for each arrow f: B — C of C there is a diagram

F(B,B)
Br F(B,f)
/%1 \
Yh>E F(B,0).
X /
Pa F(f£,C)
F(C,C)

w is called the ending wedge and the object E (by abuse of language) is called the end of F
and is written £ = [, F(C,C).

Dually, a coend for F' is colimiting (or couniversal) wedge x from F to a constant
/ © F(C,C), as illustrated by the following diagram:

F(B,B) N
F(C,B) [CF(C,C) 2 X.
F(C,C)

Natural transformations provide an example of ends. Given two functors F;G : C — D,
we can define the hom-functor

Homp(F(—),G(—)) : C? x C — Set
Which acts on objects and arrows by sending (f, g) : (C, D) — (C', D’) to

Homp(FC',GD) Clgomoly)

Homp(FC,GD")
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(We will omit the subscript to Hom when it is clear from the context which category the
hom-set lives in.)
Now if Y is any set, consider a wedge 3 : Y — Hom(F(—),G(—)), with components

Bc 1Y — Hom(FC,GC).
For each arrow f : B — C of C we have the commuting diagram

Hom(FB,GB)

Hom(FB,Gf)
/ \
Hom(FB,GC)
\ Hom(Ff,G/C)/
/
Hom(FC,GC)

Chasing the arrows, we see that for all y € Y, Bc(y) o F'f = Gf o Bp(y), this states in fact
that for each y, B_(y) is a natural transformation from F to G.

B B (y) GB

r| |os

FCSew Be(y) Ge.
Let we : Nat(F,G) — Hom(FC,GC) be the arrow that assigns to a natural transformation
A: F — G its component Ac. The collection of arrows (we)cec is a wedge from Nat(F, G)
to Hom(F(—),G(—)). To see that it is an ending wedge, consider the following diagram

Y Hom(FC,GC)
v
Nat(F, G)

where h(y) = [_(y) is the unique map such that the diagram commutes, since we(h(y)) =
Bc(y). Hence the Naturality Formula

Nat(F,G) = / Hom(FC,GC). (3.1)
C
Letting F,G : 1 x 1°? — D, a similar proof shows that
Dinat(F,G) = /Hom(F(I, I),G(1,1)) (3.2)
I

which we call the Dinaturality Formula. Using the Naturality Formula and the Yoneda
Lemma, we get the following identity

/ Hom(YU(C), FC) = Nat(YU, F) < FU. (3.3)
C
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3.2.1 Ends with parameters

Proposition 3.2.2 (End of a natural transformation). Given a natural transformation
~v: F — F' between functors F,F' : C°? x C — D which both have ends w,w’ respectively,

|oee: [ Feo~ [ Feo

in D such that the following diagram commutes for every C' € Obj(C):

there is a unique arrow

[, F(C,C)—=< F(C,C)

fc ye,c l/“/c,c

F(C,C)

Proof: By Lemma 3.1.1 the composite v o w defines a wedge from fC F(C,C) to F'. Since
w' is a universal wedge of F’, the arrow |, ¢ Yo,¢ exists and is unique. U

The arrow |, cYoc is called the end of the natural transformation . Composing v with
another natural transformation 7' : F/ — F” yields the rule

Leree =([ sbere ([ rce) (3.4)

by uniqueness of [(v'7)c,c.

Theorem 3.2.3 (Parameter Theorem for Ends and Limits). Let G: P xC? xC — D
be a functor such that G(P,—,—) for each object P € Obj(P) has an end

wp:/CG(P,C',C)%G(P,—,—)

in D. Then there is a unique functor U : P — D with object function UP = fc G(P,C,C)

such that the components of the wedges wp for each C' € Obj(C) define a transformation
(wp)o : UP — G(P,C,C)

natural in P.

Proof: The arrow function of U must be defined such that for each arrow f: P — @ of P,
and for every C' € Obj(C), we have a commuting diagram

(wp)c

upr G(P,C,C)
Uft lG(ﬂC»C)
uQ G(Q,C,0).
(wq)c

Now each f: P — @ actually defines a natural transformation G(f,—,—) : G(P,—,—) —
G(Q, —,—) so by Proposition 3.2.2, the unique choice for U f is fC G(f,C,C). The composi-
tion rule 3.4 shows that this definition does indeed determine a functor. O
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As the notation suggests, the functor U is the end of the functor A\C,C".G(—,C,C") :
C x C — DP regarding U as an object of the functor category D¥. This follows from the
facts that (w_)¢ : U = G(—,C,C) is a natural transformation for each C' € C, and that

p : UP — G(P,—,—) is an ending wedge (essentially we are exploiting that limits are
computed pointwise in functor categories). We write U = fC G(—,C,0).

There is a dual result that if G(P, —, —) has a coend for each object P € Obj(P), then

there is a unique functor

C
/ G(—,C.C): P —D.

3.2.2 Ends are limits

Let F :I°° x I — D be a functor that has an end. We construct a category I¥ and a functor
F3:18 — D such that

lim F§(J):/ F(I1,1).
JeObj(I8) IeObj(I)
e Obj(I¥) = Obj(I) U arr(I))

e arr(I%) = the collection of identities and for every f: U — V in I the arrows

U

S
e

Vv

3

The only meaningful compositions are with identities. The category I8 is called the subdivision
category of I. The functor F¥ : I8 — D is defined by the following assignments

U F(U,U)

\ F(U,f)

f FS F(U,V).

F(£.V)
1% FV,V)

Now a limit for F¥ is an object L of D together with a collection of arrows (k) JEObj(I8)

L2~ F§(J) such that

F(U,U)
/ (U £

= F3(f)
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commutes. One readily sees that the collection (k) jconjs) together with L defines an end

for F. Dually a coend for F is the same as a colimit for the functor F# : (I$)°? — D, where
F7 is defined in the same way F*% is, with the following modifications: For f: U — V in I

U F(U,U)

/ FHO)

F# F(V,U)

f —
\ FOR

1% PV, V)
As a consequence, if D has all (co)limits, then D has all (co)ends.
Example 3.2.4. As an example we consider the concrete definition of a coend in Set:

I
| PD) = colimpeonn PO = W) RO/~
1€0bj(I8)

Where == is the least equivalence relation on W cop;ms) F#(I) x W reobjas) F#(I) such that

(f,r)~(,y) & Ju:f—-1I¢€ arr((]l§)°p).F#(u)(x) =. (3.5)

(Recall that F#(u)(x) = F(f,I)(z)). The couniversal wedge is the collection of injection
arrows x +— [I,x]~, where I € Obj(I}), i.e., I is an object or an arrow of I, and x €
F#(I). Now from this definition we deduce an equivalence relation ~ on Wreovjm £, 1) x
Wreonjm £'(1, 1) such that

I
/ FI,)= | FII/~.
1€0bj(I)

~ is the least equivalence relation such that
(L, z) ~ (J,y)
& (z)~(Jy)
& 3Af2).(Lx) ~(f,2) ~ (Jy)
& 3Af I —-Jearr().3z € F(J,I).(x =F(f, )2 Ny =F(J, f)z),

and the couniversal wedge is the collection of injection arrows x — [I,x]. with x € F(I,I),
I € Obj(I).

The following example will be useful.

Example 3.2.5. Consider a functor T : P x C°P x C — Set such that for each P € P,
T(P,—,—) has a coend

kp:T(P,—, —)> /C T(P,C,C)
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in Set. Then by the Parameter Theorem 3.2.3, there is a unique functor fc T(-,C,C):P—
Set. To objects it assigns the collection of equivalence classes just defined in 3.2.4. For an
arrow s : QQ — P, the arrow fc T(s,C,C) must make the following diagram commute:
T(P,U,U) — " (Cp e 0
T(s,U,U)] ch T(s,C,C)
T(Q.U,U) [eT@,c.0)

(rQ)u
for all U. But since (kp)y and (kQ)u are the injections x — [P,U, x|~ and z — [Q,U, z]~,

the only choice for fc T(s,C,C) is

C
(/ T(s,C,CN[Q, U, 2l = [P,U,T(s,U,U)(x)]~

It is easily verified that this is well-defined. This completes the description of the functorial
action of fc T(—,C,C): P — Set.

3.2.3 Abstract definition of end and coend

We now give more abstract definitions of ends and coends, which in some cases will be easier
to work with. An end for a functor F' : I°° x I — D is a representation for the functor
Dinat(A(—), F') : D? — Set:

D(—,/IF(I,I)) é Dinat(A(-), F)

Dually a coend for F : I°° x I — D is a representation:
! Y
D(/ F(I7I)7_) ngnat(FaA(_))

for the functor Dinat(F,A(—)) : D — Set. We can recover the concrete definition with
Kk = wffF(idfz ) as the couniversal wedge (see [Win01]). Here fIF is an abbreviation of

[T F(I,I). The action of 1) is, for h: [* F(I,I) — X an arrow of D:
e ¢x(h) =hok, and

o Y () =U I pla), where U .1 IF is the function that sends « to the unique mediating
arrow from the coend f F(I1,1) to X:

U)
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In view of the Dinaturality Formula 3.2 we can now express coends in terms of ends:
/IHomD(F(I,I), D) = Dinat(F,AD) / F(I,I), (3.6)
Since Dinat(AD, F) = D(D, [, F(I,I)) we also get
/IHome(D7 F(I,I)) 2 D(D /F (I1,1)) (3.7)

Another way to obtain these results is to exploit the fact that the hom-functor preserves and
reverses limits.

Example 3.2.6. Given a functor F : 1P x I — Set, we know that
I
| ran=lyra.ny
Iel

as defined in 3.2.4, and the couniversal wedge is the collection of injection arrows x +— [I,x]
The unique mediating arrow of o € Dinat(F, AX) is then given by

U, x]~ — ay(x),

where [U, x|~ € e F(I, 1)/ ~

3.2.4 Parameterized representability

Most isomorphisms in category theory are required to be natural, but more often than not
the proof of naturality is omitted, this is probably due to the fact that such a proof usually
is equivalent to some tedious diagram chase. The following theorem is extremely useful in
order to proof naturality results without diagram chasing.

Theorem 3.2.7. Let F : A x B’ — Set be a bifunctor such that for every A € Obj(A)
there exists a representation (G[A],04) for the functor F(A,—) : B’ — Set. Then there is a
unique extension of the mapping A — G[A] to a functor G : A — B such that

9A

B(B,G(A)) = F(A, B) (3.8)
is natural in A € Obj(A) and B € Obj(B).

Proof: Since (G[A],04) is a representation, 3.8 is by definition natural in B. To see that it
is natural in A, let f: A — A’ be an arrow and consider the commuting diagram

B(—,G[A]) % F(A-) (3.9)
(eA’>loF<f,—>oeAl lF(ﬁ)
B(—,G[A]) 2" F(A,-).

Since the Yoneda functor is full and faithful there must exist a unique arrow, G(f) say, such
that
B(— G(f) = (0*) o F(f,—) 0 6™,
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It is routine to verify that this definition gives a functor. The concrete definition of G(f), f :
A — B is found by chasing idg[4) round the diagram 3.9:

G(f) = ((67)~" o F(f,G[A]) 0 64)(idg1a)
O

Corollary 3.2.8. If the functor F of the theorem is a hom-functor B(B, H(A)) for some
functor H : A — B, then there is an isomorphism

G(A) 2 H(A)
which is natural in A.

Proof: By the full and faithfulness of the Yoneda functor, we have for each A € A that
GA = HA in B, but since it is only pointwise we do not get naturality in A for free, so to see
this consider

B(B,GA) ‘5 B(B,HA)

o~

Gfol leo

B(B,GC) ‘6 B(B,HC),

where f: A — C. Letting B = GA and following the identity round the diagram we get the
following commutative diagram

GéA(idGA)

GA———>HA

|
054(Gf)
HC

to see that we also have a commuting diagram

GA

or|

GC————>HC

05 (idae)
just follow idgc round the following commuting diagram

QC

B(GA,GC) —2 B(GA,HC)

onT Ton

B(GC,GO) —— B(GC, HO).
GC

A few examples:
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Proposition 3.2.9. Let F': Bx1°? xI — D be a functor such that for every B € B the coend
fI F(B,1,1I) exists in D. Then the function B +— fl F(B,1,I) uniquely extends to a functor

I
/ F(-,1,I): B—D

such that
/ F(B,I1,I1),D) = N Dmat(F(B,—,—),AD) (3.10)

natural in B, D.

Proof: Consider the functor AB, D.Dinat(F(B,—,—),AD) : B°? x D — Set. Since for
every B € B the coend fI F(B,I,I) exists, we have a representation (Q,Z)B,fl F(B,—,—))
for the functor AD.Dinat(F(B,—,—),AD). So by parameterized representability there is a
unique extension of B fl F(B,I,I) to a functor fl F(—,I,I) : B — D such that

wB
D*(D, [1F(B,1,1)) = D([' F(B,I,I),D) ¥ Dinat(F(B,—,—),AD). The definition on
arrows can be calculated as follows: For F': A — B,

/IF(f,I,I):/IF(A,I,I)H/IF(B,I,I)

JTE(F LD = W ppp) " o Dinat(F(f, = =), A [T F(B, L D) o, 1 (i ppr)
= (¥ pprn) 1oDmat(F(f,—,—),AfIF(B,I,I))(RB)
= <wa(3,”> WP o F(f,—,-))
= UfF(A,I,I)[ OF(f =)l

Where P is the couniversal wedge from F(B,—,—) to fl F(B,I,I). Notice that we have
rediscovered the functor defined in Theorem 3.2.3. O

Proposition 3.2.10 (Coend functor). If a category D has all coends of type I, we can
define the coend functor
Coend(—) : [I x I’ — D] — D

by
F = G
—
[farr 1
["ru,n T2 feu,

where fl ar g = Usz[nG oa] and K is the couniversal wedge for G. Moreover, it follows
that the formula

/ F(1,I), i Dlnat(F AD), (3.11)

1s natural in F as well as in D.
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Proof: This follows from parameterized representability with respect to the functor
AFAD.Dinat(F,AD) : [I x I’ — D]|? x D — Set.
From Theorem 3.2.7 we also get the natural isomorphism
I B
D(/ F(1,I1),D) = Dinat(F,AD)
and the definition on arrows is found using the formula given in Theorem 3.2.7:
[farr = @f o)™ o Dinat(en A [* P(1,1)) 0 4§ (id ) o)

= ()" oDinat(a, A [T, 1)(5%)

= W) (kC oa)

= Ufz p[KC 0 al

Where ¢ is the couniversal wedge corresponding to G. U

3.2.5 Fubini for coends

In this section and the next we state and proof results about coends which all dualize to ends.
We shall also see plenty of justification for the notation [ F for ends and coends.

Proposition 3.2.11. Let G : C? x C x DP? x D — B be a functor. If for every pair ci,cs in
C the coend fy G(c1,c2,y,y) exists in B, then there is an isomorphism

(z,y) Ty
/ G(w,x,y,y)%/ / G(z,z,y,y)

natural in G. Meaning that if one side exists so does the the other, and then they are isomor-
phic.

Proof: We claim that there is an isomorphism
Y Y
Dinat()\cl, C2. / G(Cl, €2,Y, y)? Ab) = Dinat(Ga Ab)

natural in b, where (y()).q is the composite

Gle.c.d,d) — [ Gle,e,y.y) " b
and €° : \dy, d2.G(c,c,dy,da)-> [V G(e,c,y,y) is the couniversal wedge. We now show that
this family is a wedge. In view of Lemma 3.1.2 this can be verified for each component apart.
Fixing c € C, the family
<ac ° 5§>dED

is a wedge since ¢ is a wedge and for an arrow f :d — d, the diagram

G(c,c,d,d)
G(c,e,d, f &\\
G(c,c,d,d)) J? Gle,ey,y) =0
Gm\ 5;/
G(c,e,d ,d)
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commutes. By fixing d € D and for g : ¢/ — ¢, we get

c

G(c,c,d,d) i fchcy, Y)
G(c,g,d.d) (1) JY Gleg, y Y)
e . — \
G(C, C/,d, d) 4 fy G(C7 Cl7y7y)
S~ ™~
Gy dd) 2) I7Ge g9) /
~
G(d,d,d,d) - G(d,d,y,y)

€4
(1) commutes since by definition [Y G(c,g,y,y) is the mediating arrow defined by the
wedge €€ o G(c,g,—,—) (by Proposition 3.2.9).
(2) commutes for the same reason as (1) but applied to the arrow [Y G(g,¢,y,y).
(3) commutes because « is a wedge.
The inverse is defined by

Yy
(07 e = Up Geaple): [ Glesciy) =

That is: fix ¢ to get a wedge from G(c,c,—,—) to b then take the mediating arrow defined
by this wedge. We must verify that this collection defines a wedge. By Lemma 3.1.2 we have
that the family (8. 4)qep is a wedge for any fixed ¢, and (B 4)ccc is a wedge for any fixed d.
Let f : ¢ — ¢ be any arrow in C then G(c, f,d,d) : G(c,c',d,d) = G(c,¢,d,d) is a natural
transformation, and the family of composites §, defined by

Gle,f.dod
G(c,d,d,d) (efd.d)

G(e ¢, d,d) ———b
is a wedge from G(c, ¢, —, —) to b. Since, by the remarks above, we have a commuting diagram

G(c,c,d,d)
G(e.f.d,

X
b,
m\ %1

G(d,d,d,d)

G(c,d,d,d

dq is equal to By q 0 G(f,c,d,d). Now, let g : d — d’, we have the following commuting
diagram

G(c,d,d,d)
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where u is the unique mediating arrow, and w the couniversal wedge. Consider the following
diagram

where (1) and (2) commute by the Parameter Theorem 3.2.3. Recall that 64 = f.q4 0
G(c, f,d,d) and 64 = By @ 0 G(f,c,d',d"), now since u is unique, (3) commutes as required.
Moreover, 7 so defined is natural in b, so we get
w)\cl,cg. fy G(c1,¢9,9,y)

Dinat(/\cl,CQ.fy G(C1702,Z/7y)7A—)
Dinat(G, A—)

B(fx fy G(Z’,%,y, y)7_)

1= 11

(¢ is defined in Proposition 3.2.10). In other words ( [* [Y G(x,z,y,y), yoprer.c2: I Gler,c2,.y.9))
is a representation for the covariant functor Dinat(G, A—). Consider the functor AG, b. Dinat (G, Ab) :
[DI"*1oP x B — Set. By parameterized representability we have

Aepsep. [Y Gley,en,y,y)

Ty V5 oy, )
B(/ / G(z,7,y,y),b) = Dinat(G, Ab)

is natural in G. Since by Proposition 3.2.10

wG

(z,y)
B( / G(z,2,y,y).b) % Dinat(G, Ab)

we get an isomorphism

(w—1)l§:vbcw201762~ JY Gley,ea,9)

5[ [ ) ~ 5(f “ Gz )

natural in b, G. By Corollary 3.2.8 we then have

(=,y) e} T Y
/ G(x,x,y,y)g/ / Gz, z,y,y)
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natural in GG, where by theorem 3.2.7

S = ((wfl)G,-yGw)\Cl,Cny G(C1,02,y7y))fx fyG(jdfx IE G)
()

T [y
(WG pu glideren " Glereaa o)

y
_ Uf(x’y)G[K;)\Clyclf G(c1,e2,9:9) o 5]

The following diagram may help illustrate.

c

G(C, C, d, d) # fy G(Ca GY, y)

~_
G Aenez. [Y Gleriea,uy)
G C
'V”c,d \

S G, @ yy) 5o TS Gl y.y)

da

Example 3.2.12. If G is a set valued functor,

Y
ga e I"e, e§(x)

N (L
e, [d, z]~]~

5G([<Ca d>v x]'\/)

for z € G(c,c,d,d).
Analogously, if for every pair dy,ds € D the coend fx G(z,x,dy,ds) exists in B, then there

is an isomorphism
y [ ba  [(@Y)
// G(z,2,y,y) %/ G(z,2,y,y)

natural in G, defined by
1\ e [P G(zya,de,d _ .
¢G _ (w 1)f(i’y)2Gf ( 1,d2) od 1 o Q]Z)?(x’y) G(ldf(z,y) G’)'

Example 3.2.13. If G is set valued, ¢c([d,[c,z]~])~) = [(c,d), z]~.

Corollary 3.2.14 (Fubini). There is an isomorphism

/m/yG(w,%y,y) g/y/:):Cv‘(ﬂc,ﬂw,y)

meaning one side exists if and only if the other side does, and it is natural in G.
Example 3.2.15. If G is set valued, dc o ¢ ([d, [c, z]~]~) = [, [d, x] ]~ .

Proposition 3.2.16. Let B be a ccc and F,G functors F': CP — B, G:CxD? xD — B. If
for every ¢ € C the coend fy Fe x G(e,y,y) exists in B, then there is a natural isomorphism

¢
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Proof: Since B is ccc, the product functor F'ec x — : B — B has a right adjoint and therefore
preserves colimits ([Oos| p.49). We have seen that a coend can be expressed as a colimit using
the category D#, so for each ¢, ¢,

Fex [YG(d,y,y) Fe x colimps (G7(c/, —, —))
colimpx (Fe x G#(c/, —, —))
colimp#((Fe x G(d, — —))#)

fchX G(d,y,y).

i1l

This means that for each ¢, ¢’ we have a representation

Y wc !
)\D.D(ch/ G(d,y,y),D) = AD.Dinat(Fc x G(¢,—, =), AD).

By parameterized representability 3.2.7 this isomorphism is natural in ¢, ¢’. Since by Propo-
sition 3.2.9 we also have an isomorphism
Yy ch,c/
D(/ Fex G(d,y,y),D) = Dinat(Fe x G(c',—,—),AD)

natural in ¢, ¢, D, using Corollary 3.2.8 we find that there is an isomorphism ¢~ which is
natural in ¢, ¢ as claimed. O

Corollary 3.2.17. For F' : C°? — B and G : C x D? x D — B, and B ccc there is an

isomorphism
T Ly T Y
/ / FSL‘XG({E,y,y)%/ F:UX/ G(:E?y?y)

Proof: By the proposition above, we have an isomorphism

natural in F,G.

:—oQS

y y
Dinat()\01,02./ Fey x G(e2,y,y), Ab) e Dinat(Acy, c2.Fey X/ G(c2,9,y), Ab)

natural in b, since composing a natural transformation with a dinatural transformation yields
a dinatural transformation. We have the following string of isomorphisms

wkcl,cg JY FeqxG(ca,y,y)
b

Dinat(Act, . [Y Fey x G(e2,y,y), Ab)
Dinat(Acy, co.Fep X fy G(c2,y,y), Ab)

B([* [Y Fx x G(x,y,y),b)

1RZ21I

Y G(ea,y,y)

—
N
—
—
Sy
o
8
X
~

I

foxfy (z,y,7),b).

By parameterized representability we get an isomorphism [ v i YFx x G(x,y,y) =
f mefy (x,y,y) that is natural in F,G. U

Example 3.2.18. For set valued functors F,G the isomorphism is defined by the mapping
[U, [V, (a,b)]~]~ = [U, (a, [V, ]~

fora e FUbe G(U,V,V).
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3.2.6 Density
Proposition 3.2.19 (Density). Let F' € Set®”. There is an isomorphism

w
FU g/ FW x C(U, W)

natural in F,U.

Proof: For any G € Set®”

Set” ([ FW x yW, G)

= Iy Hom(([" FW x yW)U, GU) by naturality formula 3.1
I Hom(fw FW x C(U,W),GU) as coends are computed point-wise.
Jor Sy Hom(FW x C(U,W),GU) by 3.6

Jor Jyw Hom(FW,Hom(C(U,W),GU)) by currying

Jw Jiy Hom(FW,Hom(C(U,W),GU)) by Fubini

[y Hom(FW, [, Hom(C(U,W),GU)) by 3.7

[,y Hom(FW, GW) by 3.3

Set®” (F, @) by naturality formula 3.1.

1R e 1l 111 1I

All natural in F,G. The iso F = fW FW x yW follows from Prop.2.5.8 and is found by

following id I FW sy W through the equations. It is given by #Y(—)(idw), where &V is the

curried version of the couniversal wedge k¥ : F x C(U,—)-> fW FW x C(U,W) (which is
just the inclusion), so &Y (z)(idy) = [U, (z,idy)]~ for € FU, and the inverse is given by
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Chapter 4

Doubly closed categories

Literature: [PymO02]

This chapter presents an original and detailed description of Day’s construction for presheaves,
followed by original proofs of the properties that the Yoneda embedding preserves the monoidal
closed structure (this is important for the completeness proof of propositional BI) and that
Day’s tensor product does not preserve monos and pullbacks. The latter is an interesting
result since a soundness proof of predicate BI' presumably requires preservation of pullbacks.

In section 4.3 we study Day’s construction for sheaves. It has been claimed (in [Pym02]
and [Yan02]) that Day’s construction works for sheaves over topological spaces, we conjecture
that Day’s tensor product does not restrict to sheaves and present a counter example showing
that whether or not the conjecture holds, there can be no right adjoint in the general case.
A monoidal tensor product for Grothendieck sheaves is then constructed using Day’s tensor
together with the associated sheaf functor, and it is shown that under certain conditions this
tensor has a right adjoint in the category of sheaves.

To interpret predicate logic in a topos one uses the Heyting algebra structure on each
subobject lattice to interpret the logic. It is therefore relevant to ask whether a topos with a
doubly closed structure induces a BI algebra structure on each subobject lattice. Propositional
logic is modeled in Sub(1) so this subobject lattice will be of particular interest. In section
4.4 we present evidence that there is not a BI structure on every subobject lattice of a doubly
closed topos, and prove that in many cases, even when the topos is not doubly closed, Sub(1)
is a BI algebra. These results are necessary for the proofs of soundness and completeness that
will be given in the next chapter.

4.1 Symmetric monoidal closed categories

Definition 4.1.1. A category C is said to be monoidal if there is a functor ®: C x C — C,
an object e € Obj(C), and natural isomorphisms

Agpe: R (bRc) — (a®b) @ e, e €Qa — a, Pa: AR e — a,

'Here we mean predicate BI as suggested by Pym, see Appendix A.
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so that
a®(b®(c®d)) = (a®b) ® (c®d) a® (e®b)
ll@a la 1A
a® ((b®c)®d) ((a®b) @ c)®d) o a®b
\ a®l -
(a® (b®c) ®d) (a@e)®@b

commute. (C,®,e,a,\, p) is then a monoidal category.

Definition 4.1.2. A monoidal category (C,®,e,a, A, p) is said to be symmetric if there is a
natural isomorphism

Yab: 0@b—bRa
so that
a®b id a®b , a®e P a
e®a

b®a

and
a®bc)——=(a®@b)c

a® (c®Db) c®(a®b)

. 3

(a®c)®bw>(c®a)®b

commute. (C,®,e,a, A, p,v) is then a symmetric monoidal category.

A preordered monoid considered as a category, i.e., with an arrow a — b iff ¢ < b is
an example of a monoidal category (this is probably where the name comes from). If the
preordered monoid is commutative, the category is symmetric monoidal.

In a category with finite products (x, 1) is a monoidal tensor product. The same is true
for coproducts with the initial object as the unit.

Definition 4.1.3. A symmetric monoidal category (C,®,e,a, A, p,) is called closed if the
functor

—-®b:C—C
has a right adjoint b — —, for all b € Obj(C). (C,®,e,a, A, p,7, (b — —)peonjc)) is then a
symmetric monoidal closed category (smcc).

A Cartesian closed category is in particular smcc.

Definition 4.1.4 (DCC, CDCC). A doubly closed category (DCC) is a category equipped
with two monoidal closed structures. A DCC is Cartesian (CDCC) if one of the closed
structures is Cartesian and the other is symmetric monoidal and bi-Cartesian (bi-CDCC)
if it also has finite coproducts.
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In the next section we shall see how to construct bi-CDCC’s from a class of well known
cee’s.

4.2 Day’s construction

We now show that if C is small, monoidal but not necessarily closed, then Set®” is monoidal
closed, and if C is symmetric monoidal then so is Set®”. Put together with the result that
Set® is bi-Cartesian closed we get a whole class of bi-CDCC's.

In the following let (C,-, e, @, \, ) be a small, monoidal category. For objects E, F in C,

we define )
Yy

(E® F)x = Eyx Fy' x C(x,y-y).

The coend exists since C is cocomplete and by Proposition 3.2.9 it does indeed define a functor,
so F ® F is an object of C. By example 3.2.4 we have the following concrete definition of
(E® F)(x)

" By x Fy' xCla,y-y) = ) By x Fy' xC(z,y-y')/ ~
(3,5’ €0bj(CXC))
where ~ is the symmetric, reflexive transitive closure of ~ defined by:
((1:9'), 0,0, hoyyr) = ((2,27), 0/, 0 hy )
Y 3(f.9): (2,2) = (y.y) € arx(C x C). E(f)(a) = a' AF(g)(b) =V A(f-g) o/ =h

(y7 y/, a, b, hmﬂy-y’)
Tf TQ lE(f) lF(g) Tf-g
(Z? Z/a a/7 bl? h;vﬂz-z/)

Definition 4.2.1. If two elements ((y,y'), a,b, hy—y.y) and ((2,2'),d',b', I ) are related

Wz
by ~, i.e., they are in the generating relation, we say that they are atomic equivalent.

For any §j € Ey x Fy' x C(z,y-4y') and z € Ez x F2' x C(x, 2 - 2’) such that § ~ Z there
is a finite sequence Z1, ..., T, of atomic equivalences such that

YT 2Ty Ty 2.

Example 4.2.2. Suppose (M, -, e) is a preordered commutative monoid and E,F € M\, an
element x € En x Fn' x M(m,n -n') has the form x = (zp, 2, m < n-n'). z is atomic
equivalent to an element y = (ys,ys,m < s-58") if and only if s < n and s’ < n' (or vice
versa) and Es,(z,) = ys and Fgp(x,) = yg. Thus, two elements z,y € (E ® F)(m) are
equivalent iff there exists a finite string of such atomic equivalences all sitting above m.

If (M, -, 1) is the preorder with only two elements 0 < 1, and - is multiplication, then we
have a preordered commutative monoid, and given functors F,G : M°P — Set the equivalence
classes are simply

(F 2 G)(0) = F(0) x GO)  (FoG)(1) = F(1) x G(1).
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Lemma 4.2.3. There is an isomorphism

Ve (Y
Cla,y - w) & / Cly',w) x Cla,y - o)

natural in X.

Proof: The proof is very much like the the proof of density. Let G be any object in Set®”,

then

Set™”’ ([ C(y ) x C(—,y y),G)
= [, Hom( fy ) xC(—,y-y'))u,Gu) by naturality formula 3.1
= [, Hom([Y C v y w) x C(u,y -y, Gu) since coends are computed pointwise
= [ fy Hom(C(y',w) x C(u,y - y"), Gu) by 3.6
= [ fy, Hom(C(y Hom (C(u,y -y'),Gu)) by currying
= f J,, Hom(C(y Hom(C(u,y - y'), Gu)) by Fubini
= G

u)) by 3.7

w),
w), )
f Hom C(y',w J,, Hom(C(u,y - y/),
G)) by naturality formula 3.1

f Hom(C(y', w), Set®” (y(y - /),

=~ fy Hom(C(y',w),G(y - y)) by the Yoneda Lemma
>~ Set®” (yw, Gy - —)) by naturality formula 3.1
= G(y- w) by the Yoneda Lemma
~ Set(y(y - w),G) by the Yoneda Lemma

All natural in G. Since Yoneda is full and faithful and C is locally small, we have [ v C(y',w) x
Cl—y-y)2y(y -w)in C. , which means that there is a natural isomorphism between them.
As usual the isomorphism is found by putting G = fyl C(y',w) x C(—,y-y') and following the
identity on G through the equations. U
Remark 4.2.4. We will need the concrete definition of the isomorphism . First notice that
for all [u, (fu—w, Jo—y-u)]~ € fy (v, w) x C(x,y - y') we have

(u, (f,9)) = (w, (idw, (idy - f) © g))
which implies
(u, (f,9)) ~ (v, (s,1)) iff (idy-f) o g = (idy-s) ot
Now it is clear that the following is well-defined
Yo(h) = [w, (idw, h)]
and
Uz ([, (f:9)]~) = (idy - f) 0

Similarly we have

Lemma 4.2.5.
Yy Y
Cow-y) = [ Clw) x Clayy)
with
P (h) = [w, (idw, h)]~
and

e ([ (f9))~) = (fidy)og
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The unit of the tensor product ® is C(—,e), Yoneda taken on the unit of the monoidal
structure on C. Let us show that it actually works, i.e., that we have a natural isomorphism

AR
C(—,e) @ F = F.

Cl—e)®F = A ["Y C(y, )xFy'xC(a:,y~y')
>~ z. fy fy y,e) x Fy' x C(z,y-y') by Prop. 3.2.11
>~ x. fy [YC(y,e ><Fy x C(z,y-y') by Fubini
>~ \z. fy Fy xfy e) x Clx,y-y") by 3.217
=Y fy Fy' x C(a:, e-y) by Lemma 4.2.5
>~ x. fy/ Fy' xC(x,y) by the monoid structure on C
= F by Density.

All the isomorphisms above are natural in F'. Each component A\ g is a natural transformation
Ap: (ye® F) = F.

Since we know all the isomorphisms involved, we can calculate the concrete action of A . The
elements of the set (ye® F)x are equivalence classes [u, u’, fy_e,b € Fu/, ggg_,u a/|~e A% sends
this element to b :== F(Ay o (f - idy) 0 g)(b) € Fx, where Ay : e-u' — u' comes from the
monoid structure on C. The inverse is defined by

()L (D) = [e, 2, ide, by Ay e

To see that it is well-defined, note that [u,u’, fyu—e,b € FU/, 9o ]~ = [, x,1de, B,X;I]N
To see that we have an isomorphism

RS

F®C(—,6) F

natural in F', consider the following equations

F®C(—e) = A& fy’yl FyxC(y',e) x C(z,y-v)
Az. [* fyl FyxC(y',e) xC(z,y-y') by Prop. 3.2.11

12

~ Az [YFyx [YC(y,e) xC(z,y-y') by Corollary 3.2.17
> Az. [YFyxC(z,y-e) by Lemma 4.2.3

~ Az [YFy x C(z,y) by o, :y-e—y
= F by Density.

All the above isomorphisms are natural in F'. p%, is defined by

p%([u,ul7a € FU: Su/ﬂeag:vﬂu-u/]N) = F(ﬁu © (ldu 'S) © g)(a>

well-definedness can be verified like in the case for A. Finally, the associativity part, a natural
isomorphism
apra: E®(F®G) = (EF)®G
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comes from

E® (F®QG)

)\m.fy’yl Ey x (fzz/ Fzx G xC(y,z-2") xC(z,y-vy")

AL fy’yl fZ7ZI Eyx Fzx Gz xC(y',z-2)xC(z,y-y') by Corollary 3.2.17

L. fZ’Z/ fy’y/ Ey x Fz x GZ' x C(y’,z . z’) x C(z,y - y/) by Fubini

Ae. [77 [V By x Fzx G2 x [V C(y,2-2) x C(z,y-y) by 3.2.11 and 3.2.17

AT, fZ’Z/ fy Eyx Fzx Gz xC(z,y-(z-2)) by Lemma 4.2.3
)\m.fz’zlnynyszz’XC(x,(y-z)-z’) using @

Az fzyz, fy By x Fz x G2’ x fy/C(y’,y -2) x C(z,y"-2') by Lemma 4.2.5

A [V ([P By x Fz x C(y,y-2)) x G2/ x C(z,y/ - #') by 3.2.17, 3.2.11 and Fubini
= (E®F)®G.

e 1 1R 1R 1R 1l

1

Given points a, b, c € Fu, Fv, Gw, we can associate an equivalence class [[a,b],c] € ((E®
F)® G)((u-v) -w) by putting

[la,b], ] := [u-v,w,[u,v,a,b,idy.y], ¢,1d (y.p)0),

[a,b] = [u,v,a,b,id,.] is known as Day’s pairing of a and b. Now we can define a:

O‘%,F,G([u’ ' a, [v,0' b, ¢, gy vt ]y founr]) (4.1)
= (BEeF)@G)(@o(idy-g)o f)(la,b],d)
= [u- v,V [u,v,a,b,idy.], c,@0idy g o f] (4.3)

4.2.1 Coherence laws

Showing the coherence laws is not possible without “getting the fingers dirty”. Let us show
that for all objects « of C, we have a commuting triangle

(E®(C(—,e)® F))z

W;

a® (E@F)l‘

(p®F)*
(FE®C(—,e))® F)x

Let [u,u/,a,[v,v', h, ¢, gy — v, fo—uw] De an element of (F ® (C(—,e) ® F))x. Then

[’LL, ’LL/, a, [’U, ”U,’ h, C, gu/*)v.v,], fl’*?uu’] &)
[u- v, [u,v,a,h,idy.y], c,@0idy g o f] (p@_l;“)
[u-v,v", E(p, oidy-h)(a),c,aoidy-go f]
and
EQN)*
[u’u,’a? [v,v',h,c,g],f] ( bg))

[u, v, a, F(Ay o (h-idy) 0 g)(c), f]
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In order for the triangle to commute we need

[u-v,v a=FE(p,oid,-h)(a),c,@oid, -go f] = [u,v/,a,é = F(Ay o (h-idy) o g)(c), f]
which can be shown in two steps: With (idy, Ay 0 (h-idy) 0 g) & (u,u’) — (u,v’) we get

(w1, 0,8, £) ~ (1,0 a,¢,idy (s © (B - iduy) 0 ) 0 f),
and with (p,, 0 idy -h,idy) @ (u-v,0") = (u,v") we get
(u-v,v,a,c,ao0idy-go f) =~ (u,v',a,c idy-(Ay o (h-idy) 0 g) o f),
to see this, we use the coherence laws for the monoidal category C, more specifically that
idy Ay = P, - idy otu. (4.4)

We need to show that

idu'(xv’ o(h-idy)og)of = (p,oidy-h)-idyoaoid,-gof, ie,
(idy Ay 0idy) - (R -idy) Dy, - idy o(id,, -h) - id,y o&v
(P, - idy o@) 0idy - (h - id,y) by naturality of &
= idy Ay 0idy -(h -idy) by 4.4 above.

Similarly, the coherence law for o can be shown using the naturality and coherence law for a.

4.2.2 Symmetry

Proposition 4.2.6. Suppose the monoidal category (C,-,e) is also symmetric with Yap °
a-b—b-a, then the monoidal structure on Set®” is symmetric too.

Proof: We must show that there is an isomorphism
vop:E®QF —F®E
natural in F, F'. This follows from

E®F

Az fy’yl Eyx Fy xC(z,y-vy)

Az, fy’yl Fy x Ey xC(z,y-y') by “swap”
( )
( )

I

I

)\m.fy’yle’XnyC z,y -y
e, [YY Py x By x C(z,y -y
FFE

since (C, -, €) is symmetric
by Fubini

I

all natural in E, F. The action of vy on [u,v,a,b, fy—y.] 1S [v,u,b,a,7 o f]. Tt follows that

E®F id E®F

YE,F YF,E

FeFE
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commute. To see that

E®C(—,e) P E

C(—e)®F

commute just calculate and then use the corresponding coherence law for 7,7, A and the
naturality of 7. The last coherence law we need to show in order to confirm symmetry (see
Definition 4.1.2) can also be confirmed by a tedious calculation using the concrete definitions
of the isomorphisms « and 7. O

4.2.3 Closed structure
Like the Cartesian product, the tensor product extends to a functor
—-®—: é\ X é\—> 5
We are already familiar with the object part, and for natural transformations o : £ — E’
and §: F — F/,
(a®p)e: (E® F)c— (E'® F')e
maps [z,y,a € Ex,b € Fy, f] to [z,y,az(a), By(b), f]. It is now a straight forward matter to

verify that ® satisfies the functor laws.
For each functor F' € C the functor

—@F:C—C
has a right adjoint L

F—o—-:C—C
given by the formula

(F—T)(z) = /Set(Fy,T(x -y)) (4.5)

= C(F(-),T(z--)) (4.6)

where the latter equality follows from Naturality Formula 3.1. The morphism part is that of
a hom-functor with the obvious modifications. To see that there is an isomorphism

-~ ~

C(S® F,T) = (S, F —oT)

natural in S, T, consider the following:

-~

C(S® F,T)

= C(J" SyxFy' xy(y-y)T)

= [y CSy < Fy' xy(y-y),T) by 3.6

= [, Hom(Sy x Fy'.C(y(y-¢'),T)) by currying

= fy y Hom(Sy x Fy',T(y - y")) by the Yoneda Lemma

= Nat(Sx F,T(—-—-)) by Naturality Formula 3.1

= Nat(/\y.Sy, Ay. Homs(F,T(y - —))) by currying
C(S,F—oT).

We have shown:
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Theorem 4.2.7. If (C,-,e) is a small, (symmetric) monoidal category, then (5, ®,ye,—o) is
a (symmetric) monoidal closed category.

And, since the presheaf category C is bi-Cartesian:

Corollary 4.2.8. If (C,-,e) is a small, symmetric monoidal category, then (5,®,ye, —o) s
a bi-CDCC.

4.2.4 Properties of Day’s construction

In this section we present some observations that are useful for working with the tensor
product. Consider a small, monoidal closed category (C, -, e, —).

Proposition 4.2.9. The Yoneda functory : C — Set®” preserves the monoidal closed struc-
ture given by Day’s construction.

Proof: We have I = ye by definition. To see that y(m-n) = ym ® yn consider the following
equations

ymQyn = )\x.fy’y/C(y,m)XC(y’,n)XC(m,y-y’)
>~ Az [YC(y,m) x fy/ C(y',n) xC(z,y-y') by 3217
> \z. [YC(y,m) x C(x,y - n) by 4.2.3
= Xz.C(x,m-n) by 4.2.3
= y(m-n).

Preservation of the closed structure follows from

Az.C(ym,Home(z - —,n))

Az.Home(z - m,n) by the Yoneda Lemma
Az. Home (z,m — n)

y(m —n)

ym —oyn

111

O
With Day’s construction the Yoneda functor gives us a way of embedding a symmetric
monoidal closed category into a bi-CDCC.

Definition 4.2.10 (Topological monoid). Suppose (X, -, e) is a (commutative) monoid,
and O(X) a (open cover) topology on X, such that the pointwise defined maps

®:0(X)x0(X) - 0(X),
defined by U@V ={u-v|ueUwveV}, and
I:(1)— 0(X)
defined by I(x) = {e} are open. We then have a preordered (commutative) monoid which we
call a topological monoid (O(X),®,{e}) where the order is inclusion.

As an example, consider a monoid (X, -, e); the power set P(X) is a topological monoid,
since all maps are open.

One thing that should be noted about this definition is that we require the maps to be
defined pointwise using the composition in X. It is possible to define a monoid structure on
a topological space which is not pointwise (just take as monoid composition a set operation
like e.g. intersection), but the above definition gives us a host of cover preserving topologies.
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Definition 4.2.11 (cover preserving). Let (C,*,e) be a monoidal category with a basis for
a Grothendieck topology K, then x is called cover preserving if, for all covers

{fi:C; = C} e K(C) and {g; : Dj — D} € K(D), we have
{fixg; : CixD; - CxD} e K(CxD,).

If we have a topology J instead, and sieves S; € J(C),Sy € J(D), then J is cover
preserving if (S1 % S3) € J(C * D), where (S * S2) is the sieve generated by Si * So.
In [Yan02] and [PymO02] cover preserving is called the continuity property.

Lemma 4.2.12. For a topological monoid (O(X),*,{e}), * is cover preserving.

Proof: Let J;c;U; =U and ;¢ V; = V.

UUwixvy) =JuixJVi=UxV.

icl jeJ iel jeJ

Proposition 4.2.13. Day’s tensor product does not preserve monos nor pullbacks.

Proof: It is enough to show that monos are not preserved, since preservation of pullbacks
implies preservation of monos. Consider the monoid of natural numbers (N, +,0), it induces
a topological monoid on the power set (P(N), +,{0}) ordered by inclusion. Let B : P(N)% —
Set be the constant presheaf defined by B(S) = {a,b}, were a # b. And let A be the
subfunctor of B defined by

A(S):{ {a,b} if S=0orS={n},neN

{a}  otherwise.

—

The inclusion ¢ : A — B is a mono in P(N), but t: ® idp : A® B — B ® B is not:
We have = := [b,b,{2} C {1} + {0,1}] = [b,b,{2} C {2} +{0,1}] =: y in (B ® B)({2})
because

[b, 0, {2} € {1,2}+ {0,1}]

[b,, {2} € {13+ {0,1}] [b, b, {2} € {2} + {0,1}]

and B({1} C {1,2})(b) = b and B({2} C {1,2})(b) = b but b ¢ A({1,2}). To see that
¢ ® idp is not mono we must show that = # y in (A ® B)({2}).

Suppose z = y in (A® B)({2}) then there must be some finite string of atomic equivalences
in (A® B)({2}) that has the form

Ve VAN

The element 1 must have either the form [b, b, {2} C {1}+T1] where {0,1} C T or it is an
element of the form [b,b, {2} C Sy + T3] where {1} C S; and b € A(S7) and {0,1} C T;. The

(4.7)

o7



CHAPTER 4. DOUBLY CLOSED CATEGORIES 4.3. DAY’S CONSTRUCTION ON SHEAVES

latter is not possible since A(S1) = {a} when 5] is not a singleton or the empty set. xo must
then be either [b,b,{2} C {1} + 15| where T5 C T} or [b,b,{2} C So + T3] where T» C T} and
Sy C {1}. The latter is not possible since Sy C {1} implies S = 0 and 0+T5 = 0 2 {2}, so we
must have zo = [b,b,{2} C {1} + T5]. It follows that we must have x,, = [b,b,{2} C {1} +T},]
for some T, D {0,1}, but there is no map between {1} and {2}, which means that there can
not be an atomic equivalence between x,, and y, so we conclude that x # y. O

Remark 4.2.14. Let (C,-,e) be a small monoidal category. Day’s tensor product can also be
constructed as a Kan extension. The monoid composition

c:CxC—=C

defined by o(a,b) = a - b defines a functor from CtoCxC by precomposition. By a general
result this functor has a left adjoint 3, : CxC—C (the left Kan extension) and a right
adjoint (the right Kan extension). This left adjoint can be used to define Day’s tensor as
follows: Let m,7' : CP x C? — C° be the projections, and A,B : C°? — Set, then the
compositions Ar, Br' are functors from (C x C)°P to Set, and the tensor of A and B is then

A® B =Y,Ar x Br',
and Day’s pairing is the unit of this adjunction:

n: Am x Br' — (3, Ar x Br')o = (A® B)(— - —).

4.3 Day’s construction on sheaves

As the category of sheaves inherits a lot of structure from the presheaf category, it is natural
to ask whether Day’s construction gives rise to a monoidal closed structure on the category
of sheaves. It turns out that we always have a monoidal tensor product while to get a closed
structure (a right adjoint to the tensor) we need a stronger requirement. Demanding the
tensor product of the source category to be both pullback preserving and cover preserving
turns out to be adequate to ensure existence of the closed structure.

There are two (obvious) ways to try to define a tensor product @5 on Sh(C, J) using the
tensor product ® that we already have for C. For sheaves E , F' we can try

1. E@"F :=iE®iF, or
2. E@ F:=a(iE ®iF),

For the former to be well-defined we must show that i ®¢F is a sheaf. For the latter to work
we must show that a(iF ® iF") actually defines a monoidal tensor product. Note that if the
former is a sheaf then the two definitions are equivalent. We will show (Proposition 4.3.5)
that if £ ®%" F:= a(iE ® iF) has a right adjoint then it must be the one we have by Day’s
construction in the presheaf category. This means that in order to have a closed structure
(whether we use the first or the second definition for ®5") we need iE —o iF' to be a sheaf
whenever F and F are.

Lemma 4.3.1. We have, for P,Q € 5, an isomorphism

O :a(iaP Q) =a(P®Q)
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natural in P and Q. The inverse is defined by @1_1 = a(np ® Q), where n is the unit of
the adjunction a & 1. Moreover, if the presheaf P has the form iG for some sheaf G, then
0, = a(ieg ® Q), where € is the counit.

Proof: By definition of Day’s tensor,
aiaP ® Q) = fA "iaP(n) x Q(n) x y(n - n'))

Ja" azaP( )>< aQ(n’) x ay(n-n') a preserves colimits and
commutes with finite limits

Ja" aP ) xaQ(n') xay(n-n')  ai 2idgy

a([2" P(n) x Q') x y(n - ")

a(P®Q)

all natural in P,Q. Here the subscripts Sh,CA indicates in which category the coends are

calculated.
Consider the following naturality square

I

e 1R

a( Cf’nl iaP(n) x Q(n') x y(n-n')) ~——— fg;l"/ aiaP(n) x aQ(n') x ay(n - n')

a(np®Q) T 01
12

a([2" P(n) x Q(n') x y(n - 1))

By general properties for adjunctions we have e,p o a(np) = idap, which implies

fSh (ap)nxaQ(n/)xay(n-n'): TfSh a(mp)nxaQ(n’)xay(n-n’)

Ja" aP ) x aQ(n') x ay(n -n').

’ n,n’

( /S " (cap)n x aQ() X ay(n-n')) o /S a(ip)a x aQ(n') x ay(n - n')) = id

h h

using the fact that [y is functorial. This shows that 0/ '=a(n®Q).

To see that ©1 = a(ieg ® @) for presheaves of the form iG, where G is a sheaf, just use
the identity n;g o teg = id.

O
Similarly we have
Oy :a(P®iaQ) — a(P® Q)
with ©,1 = a(P ®n).
Theorem 4.3.2. Let Sh(C,J) be a category of sheaves over a Grothendieck topology, and
E,F € Sh(C,J). Define
E@ F:=a(iE ®iF),

then (®Sh,aye) s a monoidal tensor product on the category of sheaves.

Proof: Using the definition of ®°" and Lemma 4.3.1 we calculate

E @ aye = a(iE @ i(aye)) = a(iE ® ye) = a(iE) = E

and
(B F)®M G = a(ia(iE ®iF) ®iG)
=~ a((iF®iF)®iQ) by Lemma 4.3.1
~ a(iF ® (iF ®1iQ)) since ® is a monoidal tensor
~ a(ilF ®ia(iF ®iG)) by Lemma 4.3.1
= B (Fe%hG)
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For all sheaves G and presheaves P, by Lemma 4.3.1 there exist isomorphisms (omitting the
subscripts)

O, :a(ia(P) ®iG) = a(P ® iG)
and

O, : a(iG ®ia(P)) = a(iG ® P)

S

natural in P, G. We use these to define the natural isomorphisms ASP, pP oSP as follows.

Sh

a(iay(e) ® iG) A% G a(iG ® iay(e)) r .
@11 | Ts | GQl Ts
a(y(e) ® zG)a(/\)—> aiG, a(iG® y(e))a(p)—> aiG,
a(iE ®ia(iF ® iQ)) a(ta(iE ®iF') ® iG)

.

a(iE ® (iF ® iG))

Ta(n@iG)
a((iE ® iF) ©iG),

a(o

where ¢ is the counit of the adjunction a - 4, £ is an isomorphism because ¢ is full and faithful.
The coherence laws can be verified by taking the corresponding coherence laws for Day’s
construction on presheaves and using the associated sheaf functor a and the isomorphisms
©;. Let us show that id @5PASh = oS o pSP @S iq.

We must show that the following gigantic diagram

a(iF ®ia(iay(e) ® iQG))

Tese,| (M)
a(iE ® ia(y(e) 2iG)) "2 PA(GE © ia(iG))
N e
a(iE © (y(e) © iG)) ) a(iE ©iG)
ot a@|  ® =
a((iE ®y(e)) ®iG)
Che (4) SehG
a(ia(il ®y(e)) ® iG)
,eha

a(ia(iE ®@iay(e)) ®iG)

commutes: (1) commutes by the definition of AS". (2) commutes by naturality of G5 and
because E@%e = O,. (3) commutes by the corresponding coherence law for ®. (4) commutes

by arguments similar to those for (1) and (2). To see why (5) commutes, we first draw a

60



CHAPTER 4. DOUBLY CLOSED CATEGORIES 4.3. DAY’S CONSTRUCTION ON SHEAVES

diagram
a(iF ®ia(y(e) ® iQ)) a(ia(il ®y(e)) ® iG)
ik @2 @1_1,\
| aliE ® (y(e) iG)) —"+ a((iE ® y(e)) ® iC) |
E®She; a(z’E@(n@z’G))l la((z‘E@n)@z‘G) Chacie
| a(iE ® (iay(e) ® iQ)) ) a((iF ®@iay(e)) ®iG) |

@gll la(n@iG) _
a(iF ®ia(iay(e) ® iQ)) o a(la(iE ®@iay(e)) ®iG).
The square commute by naturality of o and by definition of a5". Then use naturality of 05 !
to get
0,'ca(iF® (n®iG)) = a(iE @ ia(n ®iG)) 0 051,
where a(iE ® ia(n ® iG)) = FE @ a(n ® iG) is the inverse of E @' ©;. To see that
a(ia(iE @) ® iG) o ;' = 07 o a((iE ® 1) ® iG) use naturality of ©; ' and the identity
0, @5 G = a(ia(iE @ n) ®iQ). O
The following conjecture contradicts Lemma 5.2 of [Pym02].

Conjecture 4.3.3. Day’s tensor does not in general preserve sheaves, not even for a category
of sheaves over a topological monoid.

To see why this is probably true, consider a topological monoid(O(X),-,e) and sheaves
F,G. We have

(AT
(F & Q)W) = / FU x GV x O(X)(W,U - V).

Suppose we have a cover of W = |J, W; and let {z; € (F ® G)(W;)} be a matching family.
The x;’s are equivalence classes of the form z; = [U;, V;,a; € FU;,b; € GV;, W; C U; - V;], so
that

zi lwinw; = 25 [wnw,

means that
Ui, Vi, a;, b, W; nW; CU; - V] = [Uj, Vj,a5,b;, Wy N W; CU; - V).

With the equivalence described in 4.7. We have W = |J, W; C U, U;-Vi =, Us-U, Vi = UV,
and we want to conclude that there is a unique element x € (F ® G)(W) such that z [w,= x;
for all 4, i.e., an element [U,V,a,b,W C U - V] such that

[U,‘/,Cl/,b, WZ g U- V] - [Ui7‘/i7a/i7bi7Wi g UZ : Vvl]

If we knew that for some a € FU,b € GV, F(U; CU)(a) = a; and G(V; C V)(b) = b; for all
i, then the above would hold. This condition corresponds to requiring that the elements {a;}
which are part of the representatives {z;} and {b;} are matching families for F,G. Then we
could use that F,G are sheaves to get a,b. There is, however, no apparent way of knowing
that a; [u,nv;= a; [u;nu;, on the other hand it is quite difficult to find a counter example due
to the complex nature of the equivalence relation on (F @ G)(W).
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Proposition 4.3.4. For the topology of the pointer model, Day’s tensor restricts to sheaves.

Proof: Let (M,x*,e) be a preordered commutative monoid. The topology of the pointer
model is defined by:
J(L) = {410},

Jm) = {{m}},meM,m# L.

Suppose E, F : M — Set are sheaves, we must show that ¢F ® ¢F" is a sheaf, where ® is
Day’s tensor.

Suppose m # L then the only cover of m is the the sieve generated by {m}, i.e., the
maximal sieve on m. Since the sieve contains the identity id,,, a matching family comes with
a unique amalgamation, namely x,,.

A cover of L is either {1} or (). In the case {1} the above argument applies, in the case
(): a matching family for () must be f. Now E and F are both sheaves and () is a matching
for those as well so we must have F(L) = F(L) = {*} to ensure that there is a unique
amalgamation for the empty family. To see that E ® F(L) = {*} as well, note that

[},%, L < L x1]=1la,b, L <U=xV]

for any element [a,b, L < U x V] of E® F(L). The two equivalence classes are equal since
we always have arrows Oy : L — U,0y : L — V and E(0p)(a) = *, F(0y)(b) = * for any
ac€ E(U)and be F(V). O

Proposition 4.3.5. If the tensor product — @5" F = a(i(—) ® iF) has a right adjoint in the
category of sheaves, then it must be iF —o i(—).

Proof: Let P € C and F,G € Sh(C,J). Suppose — ®@°" F has a right adjoint, F — — say.
We have the following string of natural isomorphisms

-~

C(P,i(F —Q)) Sh(aP, F — G)

h(aP @ F,G)

h(a(taP ®iF),G)

h(a(P ®iF),G) by Lemma 4.3.1
(P ®iF,iG)

(P,iF —iQ)

n N

a
a

Q) 1

141 | P | v |
)

Q

By full and faithfulness of the Yoneda functor it follows that i(F' — G) = iF' — iG in the
presheaf category C. O

Corollary 4.3.6. If iFF — iG is a sheaf for F,G sheaves, then there is a monoidal closed

structure on the category of sheaves.

A counter example. The following proposition gives a counter example to Lemma 5.3 of
[Pym02].

Proposition 4.3.7. Let O(X) be a topology on a set of points X with a monoidal ten-

sor product x. For a presheaf P € O(X) and sheaf F € Sh(X), the presheaf P — F =
AU.Hom(P, F(U % —)) is not in general a sheaf.
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Proof: Note that
AU. Hom

o YC F(U x =) = AUF(U % C)

is an isomorphism natural in U; The isomorphism holds pointwise for each U by the Yoneda
Lemma, and naturality in U is verified straight forward. This implies that yC' — F =
AU. Homax\)(yC,F(U x —)) is a sheaf iff F(— % C): O(X)°? — Set is a sheaf.

(N, +,0) is a commutative monoid, so (P(N),+,{0}) is a topological monoid. Let F :
P(N)? — Set be the sheaf defined by F(V) = Fct(V,N), that is, all functions from the
subset V' to the natural numbers N. We now show that for a fixed U € P(N) the presheaf
G := F(—xU) is not a sheaf. For any sets V1, Vs, U we have V1 NV, C Vy and Vi NV, C Vo,
so we always have

(VN «UCVixUNVyxU
but equality fails.

Let V. ={1,2,3},V4 = {1,2}, V5 = {2,3}, then V = V1 U V4. Let U = {2,4}. We have the
following identities

1. VinVaxU = {2} «{2,4} = {4,6} and
2. Vi*UNVaxU = {3,4,5,6} N {4,5,6,7} = {4,5,6}.
Let 51 € G(V1) = Fet(Vq * U,N) be the partial function defined by

0 if n € {3,4,6}
sin) =4 1 if n=>5
undefined otherwise

Let so € G(V2) be the constant function so(n) = 0. We have s1 [v,n,= G(ViNVa C Vi)(s1) =
F(ViNnVaxU C Vi xU)(s1), which is the restriction of s to the set V3 N V4 x U, likewise,
52 [vinv, is the restriction of sg to V3 N Vo % U, and since s; and sy agree on this set we have
a matching family for the cover Vi U Va. However, there is no function s : V « U — N such
that s [y,= s1 and s |y,= s2 because 5 € Vi * U N Vo x U and s1(5) # s2(5). So G is not a
sheaf. O

This means that there is not in general a monoidal closed structure on the category of
sheaves, using Day’s construction.

Lemma 4.3.8. For a monoidal category (C,-,€), J a topology, F a sheaf, P a presheaf. If
for each C € C, the presheaf F(— - C') is a sheaf then P — F' is a sheaf.

Proof: By definition, P — F = AX.Hom(P, F(X - —)). If P = yC for some C € C, we have
AX. Hom(yC, F(X - —)) 2 AX.F(X - C) (4.8)

natural in X. Every presheaf is a colimit of representables so we have P = colimzyC;, which
gives

AX.Hom(P,F(X - —))

=~ A\X.Hom(colim;yC;, F(X - —))

=~ lim; AX. Hom(yC;, F(X - —))  The Hom-functor reverses colimits

= lim; AX.F(X - ) by 4.8 above
The category of sheaves is closed under limits so if AX.F(X - C;) is a sheaf for each C;, we
have by the above calculations that AX.C(P, F(X - —)) = P — F is a sheaf. O
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Lemma 4.3.9. For a monoidal category (C,-,e) with pullbacks, if for an element H of C,
— - H preserves pullbacks, and if - is also cover preserving w.r.t. the topology J, then for a

sheaf F' over (C,J), the presheaf F(— - H) is a sheaf.

Proof: That — - H preserves pullbacks means that for each pair of arrows f; : C; — C, f; :
C; — C in C, the diagram
;NG HT o g (4.9)
m-H l l fioH
C;-H .
j P C-H

is a pullback. To see that F'(— - H) is a sheaf, let {f; : C; — C}; be a cover of C' € C, and
xy, € F(C; - H) a matching family for this cover. Consider the pullback diagram

Ur

C; A Cj —C;

Wil lfi
C.

T c.

Since f;m; = fjm; we have
Lfimy = L fym;
which reads
F(m- H)(xy,) = F(mj - H)(wy,). (4.10)

Since we have assumed that the monoid composition - is cover preserving, the family S =
{fi-H:C;-H — C-H}yis acover of C- H (recall that f;- H means f;-idg). We claim that

YfH = Tf; € F(C;- H)

constitutes a matching family of F' for the cover S. To see this, first recall that by Remark
2.6.11 it is enough to show that

YfH CHAC; H= Yf;H ¢ HAC, H

for all pairs f; - H, f; - H in S. We now show that this is indeed the case. By diagram 4.9 we

get yy,.m [y HAC; H= Yf; H [r;-m and YfH fCi-HACj-H: Yf;H [z H, SO the identity that must
be shown is

Yfol i H=Yf;0 InjoH

which, when unwinded, is exactly what is stated in equation 4.10. Since we now have a
matching family for F' and F' is a sheaf there is a unique amalgamation y € F'(C' - H) which
obviously is an amalgamation for the family {xy, }1 as well. O

Corollary 4.3.10. For a monoidal category (C,-,e) with pullbacks, if - preserves pullbacks
and covers, the tensor product — @ F : Sh(C,.J) — Sh(C,J) has right adjoint iF —o —.
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Example 4.3.11. 2 Consider the category T of finite sets and injective functions. For the
opposite category L°P with the atomic topology, a presheaf P : T — Set is a sheaf iff it
preserves pullbacks (Prop 2.6.15). The disjoint union + of finite sets induces a monoidal
functor on I as well as Z°P and it preserves pullbacks in I. This implies that for each C € T,
P(C+ —) : I — Set is a sheaf. By Lemma 4.3.8 this means that Day’s tensor induces a
monoidal closed structure on the category of atomic sheaves over Z°P.

These kinds of sheaves (plus an additional constraint) are used to interpret types of SCI+
in [O’HO3).

Since T has pullbacks, the atomic topology is well-defined for T also. Moreover, + is
cover preserving: take a nonempty sieve S on C and a nonempty sieve I' on D then the sieve
generated by S+T is a nonempty sieve on C'+ D. Using the corollary 4.3.10 we get that Day’s
tensor induces a monoidal closed structure on the category of atomic sheaves (P : TP — Set)
over T.

4.4 Subobjects in DCC’s

The algebraic counterpart of a bi-CDCC is called a Bl-algebra.

Definition 4.4.1 (BI algebra). A BI algebra B is a Heyting algebra with an additional
residuated commutative monoid structure (x,e,—x), such that * is monotone with respect to
order on B. That is, (B, *,e) is a commutative monoid and (monotonicity)

a<dad and b <V impliesaxa <bxb

and (residuated)
axb<ciffa<b-xc

Definition 4.4.2 (Complete BI algebra). A Complete BI algebra (cBla) is a BI algebra
which is complete as a Heyting algebra.

We have seen that in a topos 7 the partial order Sub(A), for A € Obj(7) is a Heyting
algebra. If the topos is also a DCC, we have the following:

Proposition 4.4.3. In a topos T with a symmetric monoidal closed structure (®,I,—o), the
partial order Sub(1) on the terminal object is a BI algebra.?

Proof: We already know that in a topos, Sub(1) is a Heyting algebra. Let U — 1 and V' — 1
be subobjects of 1, and define

o UxV =Im(U ® V), which is the image factorization

u®v lig1

Im(UeV)

2T am grateful to H. Yang for pointing out this example.
3In fact the proposition holds if 7 a bi-CDCC which is also regular, i.e., has epi-mono factorizations.
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e e =1Im(I),
[—1=1
Vo

U V) V(U -1)21.

o UV =(U-—-oV), asin

(U = V) is well-defined since U — — : 7 — 7 is right adjoint to the tensor so it preserves

U—o . -
limits. A mono is a limit, so (U — V) i e (U — 1) is mono. Now 1 is also a limit

so U —o 1 must be the terminal object as well. Commutativity: U «V = Im(U @ V) =
Im(VU) = V«U. Associativity: Since ® is associative, we have U (VW) = (URQV)W.
Consider the following commutative diagram

Ue(Vew) = UeV)ew
U®eli iez@W
U Im(VeW) ImUeV)e W)
Im(U®Im(V@W)) Im(Im(UV)e W)

1

Where e, ey are the epis corresponding to the epi-mono factorization of V@ W — 1 and
U®V — 1, and ® preserves epis since it has a right adjoint. The diagram gives two epi-
mono factorizations of the arrow U ® V ® W — 1, by uniqueness of such factorizations,
Im(U @ Im(VeW)) =Im(ImU ®V)® W). Unit: We must show that U x e = U, by
definition of e and * this means showing Im(U @ Im(I)) =2 U.

U®I =

U®si

U ® Im(I) idy

Im(U@In& /

L
where s : I — Im(I) is the epi part of the image factorization of 17 : I — 1. By uniqueness of

image factorizations Im(U @ I'm(I)) = U. Monotonicity: Assume that U <V and U’ <V’
for subobjects U,U’,V,V’ of 1. In particular this means that there is an arrow U — V and
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an arrow U’ — V' ® is a covariant bi-functor, so we get an arrow U@ U’ — V @ V. We
then have a commuting diagram

UU'

VeV

|

[m(UIQ@ U') - L Im(VaV'

! /

The outer square commutes because there is only one arrow from U ® U’ to 1, and u exists,
making the diagram commute, by the universal property of image factorization (see Propo-

sition 2.2.1). The diagram shows that in Sub(1) we have Im(U @ U') < Im(V @ V'), i.e.,
UxU <V %V’ Residuated: Suppose U * V < W, that is

UV

12

1

so there is an arrow U @ V' — W; by the adjunction in 7 this corresponds to an arrow
U — (V — W), which is precisely what we need to have U <V — W. On the other hand,
assuming U <V — W, we have an arrow U — (V' — W) which by adjunction gives as arrow
U®V — W (this is the dotted arrow in the diagram above). Using Proposition 2.2.1 again,
we get an arrow U « V — W as needed. O

Example 4.4.4. As an example consider the presheaf category C where (C,-,e) is a small
symmetric monoidal category. Cisa topos with a symmetric monoidal closed structure, so by
the proposition we get a BI algebra on Sub(1). Recall that there is a one-one correspondence
between subfunctors of 1 and sieves on C (it is only necessary to consider the domains of the
arrows in the sieve, see Proposition 2.5.17), for a presheaf P € Sub(1) it is given by

P={C|*ePC}
and from a sieve I we get a subfunctor of 1 by

f(c):{ (+} ifCel

@  otherwise

From the proposition above we know what the definition of P x Q) is as a subfunctor, we now
calculate the corresponding operation on sieves. Let P,Q be subfunctors of 1, then

P Q) = fY’Y/ PY xQY'xC(C,Y -Y")
= Uyy (YY", %)/ ~  such that x € PY,x € QY',C <Y -Y".

Image factorization in the presheaf category is calculated in Set, therefore

PeQ= {x} if there exists Y)Y’ such that C <Y -Y' x € PY,x € QY’,
| @ otherwise.
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This implies that for sieves I, J,

IxJ = IxJ
= {A| there existsY € J,Y' € L A<Y -Y'}
— Y .Y'|YeLY eJ).

We now show that
I« J={A| foradllCel,A-CeJ}.

A ~

By definition we have I — J := I —o .J, where (I — J)(A4) = C(I,J(A-=)) and we want to
determine whether this set is empty or not. If a« € C(I, J(A-—)) we have a commuting square

I(C)—=J(A-C)

|

I(B)—= J(A-B)

for 6achA B < C inC (ie., Athere exists an arrow B — C). Clearly such an « ezists if and
only if I(C) = {x} implies J(A-C) = {x} for all C.
The unit in C is y(e), which corresponds to the sieve | (e).

Remark 4.4.5. Let (M,-,e) be a preordered commutative monoid. It does not seem to be
the case that this monoidal structure induces a monoidal structure on Sub(A) for all objects
AeM. N

Because of the isomorphism Sub(A) =2 M(A,Q), it is equivalent to say that § is not an
internal monoid. §2 is an internal monoid iff there exists an arrow x : QX — Q and an arrow
e : 1 — Q which render commutative the diagrams which express associative, commutative
and unit laws, for example the composite

id xe

N20x1 OxO0—=——=0Q

must be the identity on €.

Such arrows do in fact exist since both (V, L) and (A, T) satisfies the monoid laws, but
these are not induced by “”.

Q(m) is the set of m-sieves. So the natural way to define a monoid would be pointwise
using - and then making this an m-sieve, i.e., for S1,S52 € Q(m),

Sy Sy =[(S1-52)N |m = {x < m | there exists s; € S1,82 € Sa.x < 51 - S2}.

But this is not necessarily a natural transformation from Q x  to Q. Showing naturality
amounts to showing that for S1,S2 € Q(m), and n <m

(L (510 In) - (S2n In))N In=[(S1- S2)N |n.

Suppose x £ n,y £ n and x € S1,y € Sy and x -y < n then x -y is in the RHS but not in the
LHS.

Another way to see that - does not (in a natural way) induce a monoidal structure on
Sub(A), for any object A € CA, s by the following argument: Given M — A, N — A, we can
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construct a subobject M * N — A ® A by using Day’s tensor @ and image factorization, but
there is no map

A-A@Aor Ao A— A,

which means that there is no evident way to construct a subobject of A given a subobject of
A®A.

Example 4.4.6. For any discretely ordered monoid (M, x), the powerset P(M) is a complete
(Boolean) BI algebra. This can be shown in several ways:

e P(M) corresponds to sieves on M because the order is discrete so any subset of M
is downwards closed. Now, sieves on M are in bijective correspondence with Subﬁ(l),
which we have shown (Proposition 4.4.3, and Corollary 2.5.8) is a (complete) BI algebra.
It is Boolean since P(M) is so.

e P(M) is a topological monoid. A topological space is in particular a complete Heyting
algebra (and it is Boolean), together with the fact that a topological monoid is cover
preserving, a right adjoint to x can be defined by

U—V:i=fWcM|(WxU)CV},
and this make P(M) a cBla.
Recall that a subsheaf of 1 in Sh(C, J) is the same as an ideal on C, where I is an ideal iff
1. If C € I and there exists an arrow D — C then D € I.

2. For any object C of C and for any cover S € J(C), if for every f:C' — C € S,
C'" eI then C € 1.

The monoidal structure on Sh(C, J) (which is there by 4.3.2) induces a monoidal structure
on Subgy,c,s)(1) by

A% B=Im(A®" B) =Im(a(iA ®iB)) = a(Im(iA ® iB))
where A — 1, B ~— 1 are subsheaves of 1. If we translate to ideals this becomes
JxK=al{j-k|jeJkeK}.

The unit is defined by
= Im(ay(e))  a(Im(y(c))) = ay(c).

In other words

c € J x K iff there exists a cover S € J(c) (4.11)
such that for all f; :¢; = c€ S,¢; €l{j*xk|je JkeK}.

and

c e Liff (ay(e))(c) #0 (4.12)
iff there exists a cover S € J(c) such that for all f;:¢; — ¢ € S,y(e)(c;) # 0.
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Lemma 4.4.7. Let - be a cover preserving, symmetric monoidal tensor product on C. If F
is a subsheaf of 1 and P a subpresheaf of 1 then P — F' is a subsheaf of 1.

Proof: Let P,F be the ideals (sieves) corresponding to P,F. If P — F is an ideal, then
P —o F'is a subsheaf of 1.

P—oF=P=«F={a|pcP=p-acF}

We have alreadX seen that this is a sieve, to see that it is an ideil, suppose {_f, cdp — d}ier €
J(d) and d; € P — F for all i. We must show that d € P -« F. Let p € P then p-d; € F
for all i. By the cover preserving property, {p-d; — p-dlicr € J(p-d), so, F being an ideal,
p-deF. O

Proposition 4.4.8. Whenever (C,-,e) is a symmetric monoidal category and - is cover
preserving for the topology J, SubSh(CJ)(l) is a BI algebra. Moreover, for ideals J, K in
Subsnc,7)(1), the BI structure is given by

JxK = al{j-k|jeJkeK},

J«K = {aljeJ=j-ac K},
and the unit is given by ay(e) = a(] (e)).
Proof: We know that (by Proposition 4.4.3) for a subpresheaf @) — 1, we have the adjunction

Im(-®Q)4Q — —
in Subgz(1), so since a - i, for a subsheaf F' »— 1, we have
a(Im(—® F)) 4iF —i(—)

in Subgy(c, 1) (1). Both a and i preserve monos so the functors are well-defined for the category
Subgp(c,7)(1). By the lemma above, iF' — iG is in Subgyc, s (1)- O

Corollary 4.4.9. If (C,x,e,—) is a small, symmetric monoidal closed category and if J is
the sup or the finite sup topology, then the partial order Subgy(1) of subobjects of the terminal
object in Sh(C, J) is a BI algebra.

Proof: Since * has a right adjoint it preserves colimit. Sups are coproducts so * is automat-
ically cover preserving. O
The (finite) sup topology is subcanonical, i.e., ye is a sheaf. So in these cases the unit

is ye, moreover, for the (finite) sup topology the monoidal tensor product * also preserves
ideals. Let I, J be ideals, then

I«J={ixjliel jeJ}

is an ideal: Obviously I * J is downwards closed. Suppose ap € I % J for all k in some
index set K. We must show that \/, . ar € I xJ. ap € I+ J iff there exists nj, € I and
my, € J such that ar < ng *my. So for all £k € K we have a;, < ny * my, it follows that
Viex @ < Vyex (e *my). I,J being ideals this implies \/,cpnp € T and \jcpemy € J.

Moreover,
V oae <\ (nsemi) = \/ mex \/ mue

keK kek keK keK
where the last equality is by the cover preserving property of *.

70



Chapter 5
Propositional intuitionistic logic

Literature: [LS86], [MLM94]|, [Pym02] and [Yan02].

In this chapter we give three kinds of models of propositional intuitionistic logic. First a
class of algebraic models for which we prove soundness and completeness. The completeness
result that we get is not very informative, however, since one of the models is essentially
the syntax disguised as a model. It is desirably to obtain completeness for a smaller class of
models than the class consisting of all Heyting algebras. The categorical models of provability,
which are the propositional fragments of subobject semantics for predicate logic, provide such
a completeness result. The categorical models of provability are actually just algebraic models
with the property that they are Sub(1) in a topos, but the point is to narrow the class of
models to get a more informative completeness theorem. The essence of the completeness
proof is that the Yoneda embedding preserves the Heyting algebra structure. This is not
the case for presheaves, so we are led to consider Grothendieck sheaves instead. The last
model, a categorical model of proofs, is included only because this is how the categorical
models (for BI) are presented in [Pym02] and [Yan02] and we are going to comment on these
presentations.

Finally, in section 5.3 we derive a Kripke semantics for propositional logic in a topos, and
in the special cases in which the topos is a presheaf or sheaf category. This follows standard
presentations as in [L.S86] and [MLM94].

5.1 Algebraic models

Propositional logic is logic without free variables. We think of propositions as statements. The
language of propositional calculus consists of a set of countably infinite many propositional
letters £ = {p,q,r,...} including two special symbols T, L and the logical connectives
V, A, —, . The set of propositions over £, Prop(£) is given by the following grammar

pu=plpVaglpAqgl-p|lp—q|T|L

Classically, a model for propositional logic is a function Z : Prop(£) — {0,1} such that
I(T) =1,Z(L) = 0,Z(p A q) = Z(p) x Z(q),

_J 0 ifZ(p)+Z(q) =0
I(pVa) = { 1 otherwise.
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pkq qtr
pkop pkEr
pET 1LEp
pFq pFr pFaiiNg .
=1,2
pEaAr pFa (i=12)
pbr gqbr _pha _1,9)

pVqagkr pkaq Ve

pAqET pFs—r qks
pFq—r pAgkT

Table 5.1: Hilbert-type system for intuitionistic propositional logic : HIL

IZ(-p) =1—Z(p) and Z(p — q) = Z(—p V q). A (classical) model is thus an assignment of
truth values to the propositional letters that respects the semantics of the logical connectives.
We can also think of it as a characteristic function telling us which propositions are true. If
we have a free variable x of type X and the interpretation of X is some set U it is natural
to think of a formula p(z) as the subset P C U such that p(u) holds iff u € P. Since in
propositional calculus we do not have free variables, such a subset can only be all or nothing,
so we can replace 0 with the empty set and 1 with some fixed set U and regard a model as
a map from Prop(L) to P(U). Then the interpretation of connectives becomes an operation
on subsets of U, more specifically A is intersection, V is union, — is the complement, and —
is explained in terms of — and V. P(U) with these four operations is a Boolean algebra.

On the set of propositions Prop(L£) we define a binary relation F by the closure rules given
in table 5.1. A rule of the form %, states that if P; and P are in the relation -, then
@ is also in the relation F, and a rule of the form P just states that P is in the relation. p ¢
can be thought of as: Under the assumption p, there is a (purely syntactical) proof that ¢
holds.

Remark 5.1.1 (conventions). We write b p for T = p. The system in Table 5.1 does not
use the negation symbol, but this can be defined as —p:=p — L.

Classical propositional logic is obtained by adding the axiom
ThHpV-p.

In intuitionistic logic the equivalence of propositions: p — ¢ = —p V ¢, is not valid since
it implies law of the excluded middle (p V —p). To see why this is, note that we can always
derive - p — p. This implies that the interpretation of p — ¢ must be different from the
classical one. The algebraic system that we obtain is thus not a Boolean algebra but what
is known as a Heyting algebra. The typical model is not the powerset of some set, but the
set of open subsets w.r.t. some topology. The operations corresponding to V and A are still
union and intersection, but U — V becomes the largest open set W such that UNW C V,
and U is the interior of the complement of U, i.e., U — V = (CU U V)® and -U = (CU)°.
Note that U — V can also be characterized as |J{W | WNU C V}. The constants T and L
correspond to the greatest and least elements of a Heyting algebra. So to be specific,
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Definition 5.1.2 (Algebraic model of propositional intuitionistic logic). An algebraic
model A of intuitionistic propositional logic consists of a Heyting algebra
(H,Vu, Ng,—wu, Lo, Ta) and an interpretation

[-] : Prop(£) — H

such that the structure is preserved, i.e., [poq] = [p] om [q] for o € {V,A,—}, and [T] =
To L] = La.

We write [p]a < [g]a if the interpretation of p is below the interpretation of ¢ in the
Heyting algebra H, part of the model A. If [p] 4 < [¢]4 for all models A, we write [p] < [q].

Theorem 5.1.3 (Soundness). If pt q is provable in HIL, then [p] < [q].

Proof: By induction on the structure of proofs in HIL.

pkp: Clearly for all interpretations in all Heyting algebras [p] < [p].
phq qbr
pkr ' The relation < is transitive.
pkET: By definition, [T] = T g is the greatest element in the Heyting algebra.
lkp: [L] is the least element in the model.
pFaqg pbr
pEgnr g A r] is by definition the greatest lower bound of [¢] and [r].
pPraing
pkaq Same reason as above.
pkEr qgbr
pVqgkr [p V q] is the least upper bound in the model of [p] and [q].
pka
pFq Vg By the same reason as above.
pAqgET
pEq—r1r " In a Heyting algebra H, [p] Am [q] < [r] iff [p] < [q] — = [r]-

pFs—r qks
pAqgET

We have [p] A [s] < [r] and [q] < [s],
the result follows by transitivity of <.

O

We now define what is known as the free Heyting algebra on countably many variables HS'

The elements of HS are equivalence classes of propositions in the language of propositional
calculus under provability, that is

p~qiff Fpeq

where F p < ¢ is an abbreviation of - p — ¢ and - ¢ — p. The equivalence classes form a
Heyting algebra HS with
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Tas:=[T]=A{p| TtFp}
Lus =L ={plpt L1}

e [p|Vig:=[pVd|

e [pAld:==[pAd

e [p] = ld:=1[p—d
ordered by

[p] <[qliff ptq.

Well-definedness Clearly ~ defines an equivalence relation. For well-definedness of the
operations V, A, — on equivalence classes, suppose s ~ s’ and ¢t ~ t then [s] V [t] = [s V t] =
{riFre(svt)}={r|Fr« (s Vvt)} =[s]V][t']. The others are similar.

The syntactic model consists of the Heyting algebra H.S and the interpretation given by
[p] := [p] for propositional letters p € £ extended to all formulas using the operations A, V, —
on HS as defined above.

Theorem 5.1.4 (Completeness). For propositional formulas p,q, pt q iff [p] < [q]-

Proof: This is immediate from the definitions. O

5.2 Categorical models

Though algebraic models may be adequate for some purposes, the completeness result that
they provide is not very strong in the sense that the class of models is very close to the
syntactic system HIL; it does not make much difference whether we study the logic HIL or
the models (Heyting algebras).

The aim is to find a smaller class of models that will still provide completeness. The
categorical notion of a model enables us to identify a natural class of models for which we do
have completeness.

For the purpose of modeling propositional logic it is perhaps a bit exaggerated to talk
about a categorical model since we are only using a small part of the category to actually
model the formulas, but still, the structure that we need is induced by the structure on the
whole category, so when dealing with matters in a categorical framework we can make use of
general results about categories. Besides, to define the class of models, we will need categories.

There are (at least) two different notions of a categorical model. One that is concerned
with provability of formulas only and one that also models the proofs between formulas. We
shall mainly be interested in the former ones, i.e., models that are not concerned with the
structure of a proof, but only with the provability of formulas. However, to compare some
results with results given in [Pym02] we also need to know what categorical models of proofs
are, so we give a definition of those as well.

The categorical models of provability are really just algebraic models in disguise, however,
the definition arises naturally as the propositional fragment of the categorical models of
predicate logic (where the whole category is needed).
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Definition 5.2.1 (Categorical model of provability in HIL). A categorical model M
of provability is a category T with the property that Subr(1) is a Heyting algebra
(Subzr (1), V1, AT, —7, L7, TT), together with an interpretation function

[-] : Prop(£) — Subz(1)

which preserves the structure, i.e., [p o q] = [p] o7 [q] for o € {V,A,—}, and [T] =
Tsubr(1)s [L] = Lsubr(1)-

We say that a formula p holds in M, written M = p iff [p] = Tguw,q), ie, iff the
interpretation of p is the maximal subobject of 1. If the interpretation of a formula p is below
the interpretation of a formula ¢ in Subz (1) we write p F g.

Categorically a Heyting algebra is bi-ccc and since it is a preorder, there is at most one
arrow from an object a to an object b. If a and b are interpretations of formulas, we have b
is provable from a iff @ < b iff there is an arrow from a to b. If we are also interested in the
structure of a proof a - b, it makes sense to model the logic in a category that possibly has
more than one arrow between objects a and b. This leads to the following definition.

Definition 5.2.2 (Categorical model of proofs in HIL). A categorical model of proofs
consists of a bi-ccc C and an interpretation function

[-] : Prop(£) — Obj(C)

satisfying
[prdal = lplx1d

[T] = 1
[pvad = I[pl+1dl
[L] =0

[p—d = I[pl — ldl

Note that models of provability are contained in the models of proofs, since a Heyting
algebra considered as a category is a bi-ccc.

Consider the category HS of presheaves over the syntactic preorder H.S. Recall that the
subobjects of 1 form a complete Heyting algebra Sub=(1):

* Tsub—1) = HS

o Lsub 1) =0
e IVJ=1TUJ
e INJ=INJ
« I~ J=U{LeSub~(1)|LATC J}
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where I,J are sieves on HS (by Prop. 2.5.17 there is a one-one correspondence between
sieves on H S and subfunctors of 1 in HS). Order is inclusion.
The idea is to define an interpretation of the propositional calculus in Subﬁg(l) as

Ip| :=1[p] ={t|t+ p}

for p € £, and extend this to all formulas ¢ € Prop(£) using the Heyting algebra operations
on Subgzz(1). Note that the map [p] — | [p] is actually the Yoneda embedding, since | [p] is the
sieve corresponding to y[p]. If this is a well-defined interpretation, i.e., if for all propositional
formulas ¢, [t| =] [t], we would get an immediate completeness proof (using the Yoneda
embedding), however, it is not the case that |t| =| [t] for all formulas ¢ (it does not work for
1 and V).

Proposition 5.2.3. The map | (=) from HS to Subg5(1) defined by [p] —| [p] preserves
T,N,— but not 1L,V.

Proof:
[T] = L[T] = HS
= Tsub (1)
[tl /\tg] — l[tl /\tg] = {[S] ’ sk (tl /\tg)}

= {[s][sFti}n{[s] | sk ta}
= [[t]N |[ta]

[th—to] = L[t —ta] = {[s][stt1—t2}
= {[S] ’ SN\t l_tg}
= {s]|[s At1] <us [l
= {[s] |L[s A t1] C|[ta]} Yoneda is full and faithful
= A{[s] |L[s]n L[t1] Cl[t2]} by the previous calculation
= WU [UN L[] €Lt2]}
= |[ta] =l [t]

But

[L] = L[] = {ls] st 1}
= {[Ll
# 0

[tl\/tg] — l[tl \/tg] = {[S] ’ Sl—tl\/tg}
> {s] skt U{ls) | st}

stk t; sk t1 Vi
we have st Vto but not sk t; , sothe inclusion above is not an equality. O

The interpretation is well-defined for the (L, V)-free fragment of the logic.

Corollary 5.2.4. [t| =] [t] for all formulas t of the (L,V)-free fragment of propositional
intuitionistic logic.

Proof: By induction on ¢ using Proposition 5.2.3. O
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Proposition 5.2.5 (completeness for the (L, V)-free fragment). If p,q are (L,V )-free
formulas of PIL, then p ¢ iff |p| C [¢] in Subgz(1).

Proof:
ptq iff  [p] <gs [q] by Proposition 5.1.4
iff |[p] C L]g] Yoneda is full and faithful
iff [p|] C lg| Dby Corollary 5.2.4

O
To get a completeness result for the entire logic, we embed the syntactic model HS
into the category of sheaves over the preorder HS. In chapter 2 we have seen that for any
Grothendieck topology J on a category C, Sh(C, J) is a topos and that in any topos Sub(FE)
is a Heyting algebra for any object E.
We define a Grothendieck topos over the syntactic Heyting algebra HS. The topology is
the finite sup topology (see example 2.6.5), which has the basis

{a; | i€ 1} € K(c) 1Ff\/al—c
i€l

where [ is finite. Recall that a subsheaf of 1 is a subfunctor S such that
If * € S(a;) for all i € I then * € S(a) for all coverings \/;,; a; = a of a.

In particular, all representables are subsheaves of 1. Recall also that there is a one-one
correspondence between subsheaves of 1 and ideals (sieves that are closed under finite \/).
The Heyting structure of SubSh(HS)(l) is, for I,.J ideals on HS:

* TSubgynsy(1) = HS

® Lsubgye(1) = {[L]} (ideal generated by 0)

o INJ=INJ

o IVJ=|{ivyj|iel,je J}, ideal generated by I UJ
o I —J =U{L € Subgyrs)(1) | LAT C J}.

Proposition 5.2.6. The map | (—) : HS — Subgyys)(1) is a map of Heyting algebras, i.e.,
it preserves all the Heyting algebra structure.

Proof: For [T], A, — we can use the arguments given in the proof of Proposition 5.2.3.
[L] = L[] = {[L}

[tl\/tz] — l[tl\/tg] =

{S]‘Sl—tl\/tg}

{[s] | st s1V s, where s1 I t1,s9 F 2}

{ 81] [82] ‘ S1 = tl,SQ = tg}

[t1]V | [t2] by definition of V in Subgy,zg)(1)

!
!
!
!

Interpretation of propositional formulas in Subgygrs)y(1) is

{pr} =Ll

for p € L, extended to formulas in the usual way. For this Heyting algebra the interpretation
s well-defined.
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Corollary 5.2.7. {t} =] [t] for all formulas t of propositional intuitionistic logic.
Proof: By induction on t using Proposition 5.2.6. U

Theorem 5.2.8 (Completeness). For propositional formulas p,q, p & q iff {p} C {q} in
the model (Sh(HS),{-}).

Proof:

pkq iff  [p] < [q) by definition of HS
ifft | [p] - llg] since the Yoneda functor is full and faithful
it {p} {¢q} by Corollary 5.2.7

iff  p FEswms) @

N

O

This completeness result is stronger than the one in 5.1.4 because it says that if we want
to show that some sequence p F ¢ of HIL holds, it is enough to show that [p] < [¢] for all
M € Models, where Models is a class of categorical models that contain the syntactic model
Sh(HS), e.g. Models could be all Grothendieck sheaf toposes (together with interpretations
that make each of them a model).

5.3 Kripke-Joyal semantics

In the categorical models of provability, a formula is true or holds for a model if and only if it
is interpreted as the maximal subobject of the terminal object. If the model lives in a topos,
this can be rephrased: We always have the pullback

[[zf]>—>
1

where [p] is the maximal subobject of 1 iff charp = T, which in turn is the case iff the
following square commutes for all objects C € T

c
1Cl
1

If the above square commutes for C, we write C' I p, and we say that p holds at stage C'. So
by the argument above we have:

(5.1)

1
lcharp
-0

T )

le
—_—

1
lcharp
— =0

T .

Proposition 5.3.1. Let 7 be a topos and M = (T,[-]) a categorical model of provability as
defined in 5.2.1, then for all p € Prop(L), M = p iff p holds at all stages C' of T, that is, for
all objects C in T, C'IF p.

Remark 5.3.2. Since we are working with subobjects of 1 only, using the pullback property
of diagram 5.1, we have C |k p iff there is an arrow from C' to [p].

Since there is only one arrow from A to 1, we can identify a (representative) of a subobject
of 1, A — 1 with its domain A.
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The advantage of this reformulation of truth of a proposition is that it enables us to give
an alternative inductive definition of truth in a model, as follows.

Theorem 5.3.3 (Kripke-Joyal semantics). Let 7 be a topos and M = (7,][-]) a cate-
gorical model of provability as defined in 5.2.1. Given propositions p,q and C € Obj(T),
then

(0) ClFp 4ff char(p)lec =Tl
iff there exists an arrow C — [p],

(1) ClkpAqiff Clkpand C Ik g,

(2) CIFT always,

(8) CIF L iff C is the initial object of T,

(4) CIFpV q iff there exists an epi [k,l] : D+ E — C such that D I+ p and E |F g,
(5) Clkp—qiff, forall h: D — C, if D IF p then D IF q.

Proof: Propositions are interpreted in Subz(1). The Heyting algebra structure of Subz(1)
is given in Remark 2.3.10.

(0) This is the definition.

(1) Suppose C'IF p A ¢, this means that there is an arrow C' — [p A q] = [p] x 7 [¢], where
[p] x7 [q] is the pullback

C

I

[p] x7 [a] — [pl

L

[q] 1

so there are arrows C' — [p] and C — [q], i.e., C'IF p and C I q. On the other hand,
if C'IF pand C IF ¢, then there are arrows C — [p] and C' — [g], by the pullback
property we then get an arrow C' — [p A ¢].

(2) Nothing to show.

(3) The interpretation of L is the mono 0 — 1, i.e., there is a pullback

i

so C' I L iff there is an arrow C' — 0 which holds (in a topos) iff C' = 0 by Remark
2.0.3.

[L]

—_—

1
lchar(l_)
— (2
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(4) The interpretation of p V ¢ is the image factorization of the arrow from the coproduct

Ip] + [q] to 1.

lq] 1

Suppose there is an arrow C' — Im([p] + [¢]) then we can take the pullback of this
arrow along et and along eto to get

D [p] E [q]
¢ — Im([p] + [a]) C — Im([p] + [q]).

Since the pullback functor preserves coproducts (it has a right adjoint) we get a pullback

D+FE [p] + [q]

[k+l1i i

C Im([p] + lq])

where [k + [] is epi because pullback preserves epis in a topos.

On the other hand suppose there are maps k : D — C and [ : £ — C such that
[k,l]] : D+ E — Cis epi and D IF p and E IF g, we then have a commuting diagram

D + E —>>[p] + [q] —> Im([p] + [q])

A4

C e 1
Since there is only one arrow from D + E to 1, we must have 1¢[k,l] = mes. [k,[] is
epi and m is mono so by Proposition 2.2.1, there is an arrow C' — Im([p] + [q]), i.e.,

ClFpvag.

(5) Suppose C'IFp — gand h: D — C and D I+ p, then we have D — [p — ¢], where
[p — q] = [¢]"!, which again means that there is an arrow

D —[p] x ([¢]")) —[d]
where ¢ is the counit of the adjunction between the Cartesian product and the exponent.

To get the other implication take any C, and pull back [p] — 1:

C x1 [p] — [p]

|

C 1.
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It is not hard to see that C' x7 [p] must be the Cartesian product C x [p]. Now,
h:C x [p] — C and C x [p] IF p so by assumption we have C x [p] IF ¢, i.e., there is

an arrow C x [p] — [q], using the adjunction we get an arrow C — [q] [].
U

Proposition 5.3.4 (Kripke monotonicity). If there exists an arrow C — D in T and
DIk p then C I+ p.

Proof: By remark 5.3.2, D Ik p iff there is an arrow D — [p], and then we get arrow
C — D — [p]. In fact the proposition just states that [p] is a subfunctor of 1. O

The definition of a categorical model 5.2.1 is the propositional case of what is sometimes
referred to as subobject semantics. Here the Kripke semantics, which is less general than
the subobject semantics since we require the category to be a topos, is derived from the
subobject semantics. However, one can also use the Kripke semantics as the definition of the
interpretation in a model, then Kripke monotonicity (and local character for sheaves) must be
requirements, ensuring well-definedness, rather than propositions. Then, given interpretations
of the propositional letters as subobjects of 1, each of the clauses (1)-(5) of Theorem 5.3.3
defines a subobject of 1 if and only if the Kripke monotonicity holds for the clause.

It turns out that we only need to consider a subset of the stages in 7 in order to determine
whether 7 |= p, namely a generating set.

Definition 5.3.5 (Generating set). A set G of objects of T is called a generating set if,
for any two arrows f,g: A= B, f =g iff for all C € G and all arrows h : C — A, fh = gh.

Proposition 5.3.6. If G is a generating set of objects of a topos T, and M = (Subr(1),[-])
is a categorical model of HIL then M |= p iff for all stages C € G, C I+ p.

Proof: By definition M = p iff [p] = Tgup,1)- Suppose C' IF p for all C € G, then

char(p)lc = Tl for all C € G, by definition of generating set this is equivalent to char(p) =

T, i.e., [p] = Tsuby(1)- The converse is trivial. O
Sometimes the clause (4) can be strengthened:

Definition 5.3.7. An object C is called indecomposable if, for all arrows k : D — C and
l: E— C such that [k,l] : D+ E — C is epi, either k orl is epi.

Lemma 5.3.8. (4’) If C is indecomposable, then C'I-pV q iff C Ik p or C I q.

Proof: Assume C is indecomposable and that C' I pV g. By (4) of Theorem 5.3.3, there is
an epi [k,l] : D+ E — C such that D IF p and E I ¢q. Since C' is indecomposable, either
k:D—Corl:E— Cisepi. We have a commuting diagram

e

[P——1

and a similar one for [, [¢]. If k is epi we have Im(1¢) = Im(1¢k) which implies that there is
an arrow Im(1¢) — [p] (using the universal property of image factorizations). This means,
if kis epi, C Ik p. If [ is epi there is a similar proof that C' IF q.
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On the other hand if C' IF p then there is an arrow

C — [p] = [pl + [a] — Im([p] + [q]) = [p v d
(and similar for ¢ if C' I ¢) showing that C'I-pV q. O

Lemma 5.3.9. The clause (5) of Theorem 5.3.3 also holds when the objects C, D are restricted
to be in a generating set G.

Proof: We must show that
for all h: D — C, where D € G, D IF p implies D IF q. (5.2)

implies
for all h: D — C, where D € Obj(7), D I p implies D I q. (5.3)

Assume 5.2 and assume that h : D — C and D I p for some D € Obj(7). To show that
D IF g it is enough to show that for all E € Gand g: F — D, E IF ¢q. Let E € G and
g : E — D, then there is an arrow E — D — [p], hence FE I p, and by 5.2 then F I q. O

5.3.1 Kripke-Joyal semantics in functor categories

In this section we shall formulate the Kripke-Joyal semantics for the specific classes of toposes
that we have been working with.

Kripke-Joyal semantics in presheaf categories

For any small category C, the presheaf category Cisa topos, so given an interpretation such
that M = (C,[-]) is a categorical model of provability, Theorem 5.3.3 holds. For this class of
toposes we can simplify the Kripke semantics a bit. We begin by noticing

Proposition 5.3.10. The representable functors yC, where C € Obj(C), form a generating
set for C. Moreover each representable is indecomposable.

Proof: Suppose we have natural transformations f, g : FF — G. We must show that f = g iff
for all representables yC' and all arrows h : yC — F, fh = gh. By the Yoneda Lemma this
is the same as showing f = g iff for all C and all h € FC, fc(h) = go(h).

To see that yC' is indecomposable, suppose [k,l] : FF + G — yC' is epi, we claim that
either k or [ is epi. Epis are defined pointwise, in particular [k¢,lc] : FC + GC — C(C,C)
is surjective, therefore idg must be in the image of either ko or lo, say the former. Then
there is an element a € FC such that kc(a) = ide. By the Yoneda Lemma, an element in
f e c(C,C) =yC(C) corresponds uniquely to a natural transformation f : yC = yC. In
particular ide = idyc and k:CA(a) =koa, so koa=idyc, which shows that k is epi. U

Recall that subobjects of a presheaf have a canonical representative, so we can identify
F € Sub(G) with a subfunctor F of the functor G.

~

Theorem 5.3.11. Let C be a small category and M = (C,[-]) a categorical model of prov-
ability as defined in 5.2.1. Given propositions p,q and C' € Obj(C), then, writing C for the
representable yC',

(0) C'IFp iff [p](C) # 0,
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(1) ClkpAqgiff Clkpand CIF g,

(2) CIFT always,

(3) CIF L never,

4) ClkpVvgiff ClkporClq,

(5) Clkp—qiff, forallh: D — C inC, if DIk p then D I q.

Proof: C is a topos so we can use Theorem 5.3.3. By Proposition 5.3.6 we only have to
consider stages C of a generating set, which by Proposition 5.3.10 means all representables.

(0) By 5.3.2 C I p iff there is some arrow from yC' to [p], by the Yoneda Lemma this is
equivalent to [p](C) # 0.

(1) Nothing to show.
(2) Nothing to show.

(3) The initial object of C is the empty functor and the empty functor is not a representable
since y(C)(C) # 0 for any C € C.

(4’) Since all representables are indecomposable.

(5) By (5) of Theorem 5.3.3 and Lemma 5.3.9, C'I- p — ¢ iff, for all h: yD — yC, if DIFp
then D IF q. Yoneda is full and faithful so arrows k : D — C in C are in bijective
correspondence with arrows y (k) : yD — yC between objects of the generating set.

O
If C is a preorder we get the same table except for clause (5), which then reads

ClFp—qiff, forall D < Cin C, if D IF p then D IF q.

Kripke-Joyal semantics in sheaf categories
Proposition 5.3.12. The representables yU for U € O(X) form a generating set for Sh(X).

Proof: Recall that for a topological space, every representable is a sheaf, so the claim makes
sense. The result follows directly from the fact that the representables form a generating set

—

for O(X). O
There is no reason why the representables should be indecomposable in Sh(X). If [k,!] :
D+ E — C is epi in Sh(X), it is not necessarily the case that i([k,!]) is epi in the presheaf

—

category. The inclusion functor i : Sh(X) — O(X) is right adjoint, hence it preserves all
limits, but an epi is a colimit, so we can not know whether it remains epi or not.

Sh(X) is a topos so we can derive a Kripke semantics for sheaves over topological spaces.
We write U I p for yU IF p.

Theorem 5.3.13 (Kripke semantics for Sh(X)). Let O(X) be a topology over a set X,
and let M = (Sh(X),[]) be a categorical model of provability as defined in 5.2.1. Given
propositions p,q and U € O(X), then writing U for the representable yU,

(0) U I p o, [p](U) # 0.
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(1) UlkpAqiffUlFpand U I+ g,

(2) UIFT always,

B) Ul-LiffU=0,

(4) UlkpVaqiff U=V UW for some V,IWW € O(X) such that V IF p and W It ¢,
(5) Ulkp—q iff, for allV C U, if VIF p then V I q.

Proof: Clauses (0),(1),(2) and (5) holds by the arguments given in Theorem 5.3.11.
(3) [L] is the initial object, which is defined by

ww:{{ﬁiMeJW)

0 otherwise

For a topological space the empty set is the only object with an empty cover. Hence

[LI(U) #0iff U =0.

(4) Suppose U I+ pV ¢ then by Theorem 5.3.3 there are arrows k : D — yU,l : E — yU
such that [k,l] : D+ E — yU is epi and D IF p, E' | q. By Proposition 2.6.18 there is
a one-one correspondence between subobjects of 1 and representables, so in particular
the image of k is a representable yV — yU, and we have V' I p, since there is an arrow
yV — [p]. Similar by image factorization we get a representable yW such that W I q.
It remains to show that U = V U W. It is a enough to show that the coproduct arrow
[v,w] : yV + yW — yU is epi. We have

k.l
D+E - yU

yvV +yWw

and since we always have fg epi implies f epi, it follows that [v,w] is epi.
Conversely, suppose U = VUW and V Ik p,W Ik q. {V,W} is a cover of U so the
coproduct arrow yV +yW — yU is epi, which by Theorem 5.3.3 means that U IF pV q.

O

Proposition 5.3.14 (Local character). If |J;U; = U is a cover of U and p € Prop(L), if
U; Ik p for all i, then C IF p.

Proof: This is just a reformulation of the fact that [p] is a subsheaf of 1. O

Kripke-Joyal semantics in Grothendieck sheaf categories
If a Grothendieck topology is not sub-canonical, the representables yC' are not sheaves, how-
ever, we still have a canonical embedding of the category C into the category of sheaves:

a

(2

Objects of the form ayC' are also called representables. This should not cause any confusion
since, for a subcanonical topology we have ayC = yC.
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Proposition 5.3.15. If J is a Grothendieck topology over a category C, then the representa-
bles ayC' for C € C form a generating set for Sh(C,J).

Proof: Suppose
f

ayC;, —=F @
g

commute for all C; € Obj(C). By the adjunction a 44 and the Yoneda Lemma,

FC =C(yC,iF) = Sh(ay(C), F).

Now, f = g iff for all C' € Obj(C) and all a € FC, fo(a) = gco(a) iff for all C € Obj(C) and
for all t € Sh(ay(C), F), ft = gt.
U

Theorem 5.3.16 (Kripke semantics for Grothendieck sheaves). Let J be a Grothendieck
topology over a category C, and let M = (Sh(C, J),[:]) a categorical model of provability as
defined in 5.2.1. Given propositions p,q and C € C, then writing C' for the representable ayC',

(0) CIFpiff, [pI(C) # 0.

(1) ClEpAg iff Clkp and C'l- g,

(2) CIFT always,

3) CIFLiffde ),

(4) CIFpV q iff there exists S € J(C) such that for any C; € S, C; Ik p or C; IF g,
(5) Clkp—qiff, forallh: D — C inC, if DIk p then D I q.

Proof: Since Sh(C, J) is a topos, we can use Theorem 5.3.3.

(0) This follows from the remark 5.3.2, the Yoneda Lemma and the adjunction a I i.
(1)-(2) Immediate by Theorem 5.3.3.

(3) The initial object of Sh(C, J) is the functor 0 defined by

O(A):{ {+} if0eJ(A)

0 otherwise
It follows that yC is the initial object iff @ € J(C).

(4) For this clause it will be more simple to look at the calculations of the interpretations in
Sub(1). [pVq] is interpreted as the subsheaf [p] V [¢], where V is the lub in the Heyting
algebra Sub(1), it is defined by (see Corollary 2.6.21)

[plV]g] = {C | there exists a cover S such that for all C; € S.[p](C;) # 0 or[q](C;) # 0},
which immediately gives clause (4).
(5) By Theorem 5.3.3 and Proposition 5.3.9
U

Proposition 5.3.17 (Local character). If {f; : C; — C} is a cover of C' such that C; I+ p
for all i, then C I+ p.

Proof: Again, this is just a reformulation of the fact that [p] is a subsheaf of 1. O
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Chapter 6

Propositional Bl

Literature: [LS86], [MLM94],[Yan02] and [Pym02] Following the structure of chapter
5 we extend the propositional logic with two new (multiplicative) connectives and a unit to
get propositional logic of bunched implications. As we did for the intuitionistic (additive)
part we first prove soundness and completeness for the algebraic models, then, to get a more
informative completeness result we consider a smaller class of models: categorical models of
provability. The core of the completeness proof is that there is a map going from a syntactic
algebraic model (BS) into a categorical model of provability, which essentially is the Yoneda
embedding, and which preserves all of the BI algebra structure. We show that there is such
a structure preserving map when the categorical model is presheaves over BS and when it is
sheaves over BS (for the finite sup topology). We conclude that to prove completeness for the
multiplicative part alone we only need to consider presheaves, then to get full propositional
BI we embed the syntactic model in the category of sheaves over the finite sup topology (as
was done in chapter 5). It is essential that Sub(1) of this sheaf category is a BI algebra (this
is shown in Proposition 4.4.9) since otherwise it would not be a well-defined model of BI

In section 6.3 we give Kripke semantics for BI in doubly closed toposes (this a generaliza-
tion of the semantics of [Pym02] and [Yan02]), presheaf and sheaf categories. We conclude
that these semantics, which are derived from the subobject semantics correspond to the Kripke
semantics for presheaves and sheaves given in [Pym02] and in [Yan02]. In particular we note
that the interpretation of BI given in these references, though stated as a model of proofs,
corresponds to a model of provability.

6.1 Algebraic models for BI

To get propositional BI we take intuitionistic propositional logic and add two new connectives
*, —, which we call the multiplicative connectives, and a new propositional constant I. Well-
formed propositions are thus given by the grammar

pu=p|pValpAglp—qlpxqlp—q|T| LI

We define an entailment relation between propositions by the Hilbert-type system in table
6.1.

Definition 6.1.1 (Algebraic model of propositional BI). An algebraic model B of propo-
sitional BI consists of a BI algebra (B,Vp,AB,—pB, LB, TB,*B,—~p,15) and an interpreta-
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pkq qFr

pkEp pkr

pET LEp

- - -
pbq pkr Praihg ;4
pEgnr pEa
pbr qbr pFa _1,9)
pVabkr pFaiVeg 7
pAqgkET pFs—r qgks
pFq—r pAqET

px(gxr)d-(pxq)*xr pxI1-d-p--TIxp

pkq rks

[ EX N E N pxqlbEqg*p
pxqbr pFqg—=xr skgq
pEqg—xr pxskr

Table 6.1: Hilbert-type system for propositional BI: HBI
tion
[-] : Prop — B

such that the structure is preserved, i.e., [poq] = [p] o [q] for o € {V,A,—,*,—}, and
[Tl =Ts,[L] = Ls,[1] =15.

We write [p]s < [¢]g if the interpretation of p is below the interpretation of ¢ in the BI
algebra B, part of the model B. If [p]s < [¢]5 for all models B, then we write [p] < [q].

Theorem 6.1.2 (Soundness). If pt q is provable in HBI, then [p] < [q].

Proof: By induction on the structure of proofs in HBI. This is just an unwinding of defini-
tions, as was done for Heyting algebra in the previous section. The system HBI is really just
a rephrasing of the definition of a BI algebra. O

As we did for intuitionistic logic in the previous chapter, we now define a syntactic BI
algebra BS. The elements of BS are equivalence classes of propositions in the language of
propositional BI under provability, that is

p~qiff Fpegq

where - p < ¢ is an abbreviation of - p — ¢ and - ¢ — p. The equivalence classes form a BI
algebra BS with

e Tps:=[T]={p|TFp}

o lps:=[Ll={p|pt L}
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[p] Vg :=1IpVd

e [l Algl==[pAd|

e [l —ld:=[p—d

[p] * [q] :=[p 4]
[p] = [q] :=[p — 4]

o Ips:=[l]={plFp—1}

ordered by

[p] <lq] iff pFq.

Well-definedness. This should also be clear by the arguments given in section 5.1.

The syntactic model consists of the BI algebra BS and the interpretation given by
[p] := [p] for propositional letters p € Prop extended to all formulas using the operations
ABS,VBS, —BS,*BS,~*Bs on BS.

Theorem 6.1.3 (Completeness). For propositional formulas p,q of BI, p b q iff [p] < [q].

Proof: This is immediate from the definitions. O

6.2 Categorical models

As for the intuitionistic fragment we have two kinds of categorical models.

Definition 6.2.1 (Categorical model of provability in HBI). A categorical model of
provability M is a category T with the property that Subz (1) is a BI algebra
(Subzr (1), V1, ATy —7, L7, T, %7, =7, I7), together with an interpretation function

[-] : Prop — Subz(1)

which preserves the structure, i.e., [p o q] = [p] o7 [q] for o € {V,A,—,%,—}, and [T] =
Tr,[L] = L7, [1] = I7.

We say that a formula p holds in M, written M = p iff [p] = Tguw,q), ie, iff the
interpretation of p is the maximal subobject of 1. If the interpretation of a formula p is below
the interpretation of a formula ¢ in Subz (1) we write p F g.

In section 4.4 we have shown that a topos which is DCC, has the property that Sub(1)
is a BI algebra, so given a well-defined interpretation, the presheaf toposes 5, where C is
symmetric monoidal is a categorical model.

Definition 6.2.2 (Categorical model of proofs in HBI). A categorical model of proofs
consists of a bi-DCC C with the two closed structures (x,1,—) and (®,1,—) and an inter-
pretation function

[-] : Prop — Obj(C)
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satisfying
[pAgl = [pl > [d

[Tl = 1 [p+d = [pl®ld
[pva = [p]+Ildl [ =1

[L] =0 [p—dl = [p] —Ildl
[p—dql = Ip]—Id

Note that models of provability are contained in the models of proofs, since a BI algebra
considered as a category is a bi-DCC.

Consider the presheaf category BS. BSis a BI algebra, in particular it is a symmetric,
monoidal preorder, so BS is bi-CDCC, and Sub(1) of this category forms a BI algebra. The
BI structure is elaborated in example 4.4.4, we just repeat the definition of the multiplicative
part, for sieves J, K,

o Isub (1) =11
« JxK =|{jsk|jekeK)
o J+«K={a|VeceJ=axce K}.

To get an algebraic model we must give a well-defined interpretation. As for intuitionistic
logic we try with the Yoneda embedding. Interpretation of the propositional calculus in
Subgz(1) is

lpl:=Llp] ={t[tF p}

for p € Prop. The interpretation is extended to all formulas using the BI algebra operations
on Subgg(l). We have already seen in Proposition 5.2.3 that this interpretation is not well-
defined for formulas that contains V or L, what we have is the following;:

Proposition 6.2.3. The map | (=) from BS to Subgg(1) defined by [p] —| [p] preserves
T,A, =, L%, =k but not L, V.

Proof: Most of this has already been proved in 5.2.3, we must prove the part concerning
the new connectives. By Proposition 4.2.9 the Yoneda functor preserves all of the monoidal
closed structure, which is exactly the new connectives. For example

Llta * o]
= y[tl * tQ]
= Im(y[ty * ta]) since any representable is a subobject of 1
=~ Im(y[t1] ® y[tz]) by Proposition 4.2.9
= | [t1]* | [te] since | [t1]* | [t2] by definition is the sieve

corresponding to Im(y[t;] ® y[ta]) .

Corollary 6.2.4. |t| =|[t] for all formulas t of the (L, V)-free fragment of BI.

Proof: By induction on ¢ using Proposition 6.2.3. O
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Proposition 6.2.5 (completeness for the (L, V)-free fragment). If p,q are (L,V )-free
formulas of HBI, then p - q iff | [p] <|][q].

Proof:
pkq iff [p] <ps [g] by Proposition 6.1.3
ifft |[[p] C l[¢g] Yoneda is full and faithful
ifft  |p| C lg| by Corollary 6.2.4

O

As in the previous section we consider interpretation in the Grothendieck topos with

the finite sup topology. By Corollary 4.4.9 there is a BI structure on Subgy(gg)(1), and for

this particular topology the multiplicative part is calculated as for subpresheaves. So, using
Proposition 5.2.6, we get:

Proposition 6.2.6. The map | (—) : BS — Subgy(ps)(1) is a map of BI algebras, i.e., it
preserves all the BI algebra structure.

Interpretation of propositional formulas in Subgypg)(1) is

{p} :=l1p]
for p € Prop, extended to formulas in the usual way.
Lemma 6.2.7. {t} =|[t] for all formulas t of propositional BI.
Proof: By induction on t using Proposition 6.2.6. U

Theorem 6.2.8 (Completeness). For propositional BI formulas p,q, pF q iff {p} C {q}.

Proof:
pkq iff  [p] < [q] Dby definition of BS
iff |[[p] C L]g] since the Yoneda functor is full and faithful
iff {p} C {¢} by Lemma 6.2.7
iff  p FEsnms) ¢

O

Note that the reason why we need to consider Grothendieck sheaves as models to get

completeness is the failure of the Yoneda embedding to preserve V, 1. The multiplicative
connectives do not pose any problems of this sort as Proposition 6.2.5 shows.

6.3 Kripke-Joyal semantics for BI

We are going to expand the Kripke-Joyal semantics to include the new connectives *, = and
I. For ease of reference we give the complete table here.

Theorem 6.3.1 (Kripke-Joyal semantics for BI). Let 7 be a doubly closed topos (then
Subz(1) is a BI algebra) and M = (T,[-]) a categorical model of provability in HBI as
defined in 6.2.1. Given propositions p,q and C € Obj(7T), then

(0) CIFp iff char(p)le = Tlg,
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(1) ClkpAqgiff Clkpand CIF g,

(2) CIFT always,

(8) CIF L iff C is the initial object of T,

(4) CIFpV q iff there exists an epi [k,l] : D+ E — C such that D I+ p and E I q,
(5) Clkp—qiff, forallh: D — C, if D IFp then D I q.

(6) C Ik p*q iff there exists an arrow h : D — E® F and an epi k : D — C, where
D,E,F € Obj(T), such that E I p and F |- q.

(7) CIFp—xq iff for all D € Obj(T), D IF p implies C ® D I q.
(8) CIF1 iff there exists an arrow h: C — [I].

Proof:

(0)-(5) are proven in Theorem 5.3.3.

(6) Suppose C'IF p*q, that is C — [p  q]], where

[Pl @ [q] —>Im(pxq) =[pxq] 1

Now take the pullback of C'— Im(p * q) along e:

D—2 )4
C —Im(p=*q)

k: D — C is epi since pullbacks preserve epis, and we always have [p] IF p and [¢] IF g.

On the other hand, suppose we have a diagram in 7

D—rEeoF
k

C

such that E |- p, F' IF g, then

Dl EeF——>[p]®[q —%Impsq) 1

C Im(glc)

The arrow u exists by Proposition 2.2.1, so there is an arrow C' — [p * ] as required.
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(7) Suppose C I p = g, i.e., there is an arrow C' — [p — ¢] = ([p] — [¢]), by adjunction
this is the same as an arrow C ® [p] — [q]. Suppose D IF p, then we have arrows

C®D— Co[p] — |4,

ie, C®DIFq.

For the other implication, suppose that for all D € Obj(7), D IF p implies C ® D I q.
In particular, [p] IF p implies C ® [p] IF ¢, which means that there is an arrow C' —

([Pl — [d]), ie, ClFp—q.
(8) This is the definition.
U

Proposition 6.3.2 (Kripke monotonicity). If there exists an arrow C — D in T and
D I+ p for p € Prop(L), then C'IF p.

Proof: The proposition just states that [p] is a subfunctor of 1, which it is by definition of
a categorical model. O

6.3.1 Kripke-Joyal semantics for BI in functor categories

We now expand the examples given in the previous chapter to include the multiplicative
connectives.

Kripke-Joyal semantics for BI in presheaf categories

Theorem 6.3.3. Let (C,-,¢) be a small symmetric monoidal category and M = (C,[])
a categorical model of provability in HBI as defined in 6.2.1. Given propositions p,q and
C € Obj(C), then, writing C for the representable yC,

(0) CIFp iff [p)(C) # 0,

(1) Cl-pAqiff Clkp and C - g,

(2) CI T always,

(3) C'IF L never,

(4) ClkpVqiff ClFporClkq,

(5) ClFp—qiff, forallh:D — C inC, if D - p then D I q.

(6) C IFp=xqiff for some D, D" € Obj(C) such that there is an arrow h: C — D - D’ in C,
DIFp and D' I+ q.

(7) C Ik p—xq iff for all D € Obj(C), D I+ p implies C' - D I+ q.
(8) CIF1 iff there is an arrow h : C — e in C.

Proof: Using Day’s construction we get a symmetric monoidal closed structure on 5, since
C is also a topos we can use Theorem 6.3.1.
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(0)-(5) Follows immediately from the corresponding theorem for intuitionistic fragment
5.3.11.

(6) Suppose h: C — D-D"and D I p and D’ I ¢, the identity C — C'is an epi, so by clause
(6) of Theorem 6.3.1, C'I- p x q. For the converse, we consider the concrete definition
of the subobject [p * g] which is the image of the arrow [p] ® [¢] — 1. By assumption
we have an arrow yC' — Im([p] ® [¢]), which implies that Im([p] ® [¢])(C) # 0. Now

D,D’
Im([p] ® [¢])(C) = Im(/ [pI(D) x [g](D") x €(C, D - D'))

it follows that there exists objects D, D’ with C' — D-D’, and [p](D) # 0 and [¢](D’) #
(0, i.e., DI pand D'IF q.

(7) To see that clause (7) of Theorem 6.3.1 holds when D is restricted to be in a generating
set, suppose

For all D € Obj(C).D IF p implies C - D I q. (6.1)

It must be shown that [p — ¢](C) # 0. [p = q](C) = [p] — [¢](C) = ([[P]] lq](C--))
for all C. Assumption 6.1 gives that for all D € C, if [p](D) # 0 then [q](C - ) 7é (Z) S0

there is a natural transformation [p] — [¢](C - —), showing that [p — ¢](C) #
For the converse, use (7) of Theorem 6.3.1 and the identity y(C - D) £ y(C) ® y(D).

(8) C IFTiff there is an arrow yC' — [I] = ye iff there is an arrow C' — e in C.

Remark 6.3.4. In [Pym02] a Kripke model is defined as a triple

(M, =, [-])

where M is a preordered commutative monoid, [—] : Prop(L) — Obj(./\//(\) a partial func-
tion, and = a satisfaction relation satisfying the constraints given in 6.5.3, such that Kripke
monotonicity is satisfied. -

Though the interpretation [p] of a proposition p is a functor in M, the constraints in
Theorem 6.3.3 actually refers to the image of the arrow [p] — 1 which is a subobject of 1,
which means that interpretation of propositions actually is in Subﬂ(l). So the definition in
[Pym02] coincides with the Kripke semantics given in Theorem 6.3.5.

Kripke-Joyal semantics for BI in sheaf categories

Theorem 6.3.5 (Kripke semantics for Sh(X)). Let (O(X),,{e}) be a topological monoid
(Definition 4.2.10), and let M = (Sh(X), [:]) be a categorical model of provability as defined
in 5.2.1. Given propositions p,q and U € O(X), then, writing U for the representable yU,

(0) Ul-piff [p)(U) #0

(1) UlFpAqiffUlkp and U I+ g,
(2) Ul-T always,

B) Ul-LiffU=0,
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(4) UlkpVaqiff U=V UW for some V,IWW € O(X) such that V IF p and W It g,
(5) Ulkp—q iff, for allV C U, if V Ik p then V IF g,

(6) U lkpxq iff for some V,V' € O(X),U CV -V and V Ik p and V' I q.

(7) Ulkp—xqiff for allV € O(X), V Ik p implies U -V I+ q.

(8) UIF1iff U C {e}.

Proof:

(0)-(5) These are proven in Theorem 5.3.13. For the clauses (6)-(8) we would like to deduce
them from the more general semantics given in Theorem 6.3.1 like we did when we gave
the Kripke semantics for presheaves, however, we do not in general have a symmet-
ric monoidal closed structure on the category of sheaves so the requirements for the
Theorem 6.3.1 can not be met.

What we do have is a BI algebra on Sub(1) in the category of sheaves, and since all the
action of propositional logic is taking place here, we can prove the theorem by direct
calculations in Sub(1).

(6) Consider the ideals [p] and [q] corresponding to the interpretations of p and ¢. (That

is, U € [p] iff [p](U) # 0.) By the calculations given in Example 4.4.4 and Corollary
4.4.9,

[pxal =l{V-V'|V e[p].V' € [q]}.
Clearly U € [pxq] if U CV - V',V € [p], V' € [q].

(7) Again consider the ideals corresponding to the interpretations, we have
[p=xa] ={U |V € [p] implies U - V € [q]}.
The result is now immediate.
(8) U IF I iff there exists an arrow yU — [I] = ye iff U C {e}.

O
Since for every p € Prop(L), [p] is a subsheaf of 1, we get:

Proposition 6.3.6 (Local character). If |J, U; = U is a cover of U and p € Prop(L), then
if U; - p for all i, then C I p.

Kripke-Joyal semantics for BI in Grothendieck sheaf categories

Theorem 6.3.7 (Kripke semantics for Grothendieck sheaves). Let J be a Grothendieck
topology over a symmetric monoidal category (C,-,e) such that - is cover preserving with
respect to J, and let M = (Sh(C, J),[-]) be a categorical model of provability as defined in
6.2.1. Given propositions p,q and C € C, then, writing C for the representable ayC,

(0) Clkp iff thereis an arrow ay(C') — [p]
iff [pl(C) # 0

iff C € [pl
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(1) ClkpAqgiff Clkpand CIF g,

(2) CIFT always,

3) CIFLiffdeJ),

(4) CIFpV q iff there exists S € J(C) such that for any C; € S, C; I p or C; I+ g,
(5) Clkp—qiff, forallh: D — C in C, if DIk p then D I q.

(6) C'IFpxq iff there exists a cover S € J(C) such that for any f; : C; — C € S there exists
D,,D, € C such that there is an arrow C; — Dy, - Dy and D, I+ p and Dy I q.

(7) ClFp—xqiff for any D € C, D IF p implies C - D I q.

(8) C'IF 1 iff there exists S € J(C) such that for any f; : C; — C € S, there is an arrow
C; —einC.

Proof:

(0)-(5) Proven in Theorem 5.3.16. As for sheaves over topological spaces, the multiplicative
clauses must be proven by direct calculations in Sub(1) since we do not have a symmetric
monoidal closed structure on the whole category.

(6) Let [p] and [q] be the ideals corresponding to the interpretations of p, ¢, (as defined in
Section 2.6) then [p * q] =
{C € Obj(C) | there exists a cover S € J(C) such that for any f; : C; — C'in S,C; €

[p] * [a] } where

[p]*[al =1{C-D| C € [p], D €[]}
The ideal [p * q] is the sheafification of the presheaf [p] * [¢] (see Proposition 4.4.8).
Now suppose C' Ik p x g, then C' € [p * q] so there exists a cover S € J(C) such that
C; € [p] = [¢] for any f; : C; — C in S. This means that for any such C; there are
D,, D, with C; — Dy, - Dy and D, € [p] and D, € [q].

The converse also follows from the definition of [p * qJ.
(7) The ideal corresponding to [p — ¢] is given by
Ip = q] = {C € Obj(C) | D € [p] implies C'- D € [q]},
which immediately gives (7).

(8) CIFTiff [TIJ(C) # 0, [I] = Im(ay(e)), so by equation 4.12, [I[(C) # 0 iff there exists a
cover S € J(C) such that for all f; : C; — C € S, y(e)(C;) # 0.

0

Proposition 6.3.8 (Local character). If {f; : C; — C} is a cover of C' and p € Prop(L)
such that C; IF p for all i, then C' I p.
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Proof: Again, this is just a reformulation of the fact that [p] is a subsheaf of 1, which it is
by definition of a categorical model. O

In [Pym02] the Grothendieck resource model is defined as a Grothendieck topology on a
preordered commutative monoid M, which is cover preserving (continuous), together with an
interpretation function

I-1: £—P(M)

from the set of propositional letters to the powerset over M. The interpretation function is
subject to two conditions (called (K) and (Sh)) which ensures that [p] is in fact an ideal (i.e.,
a subsheaf of 1). The interpretation is then extended to all propositions Prop(£) using the
clauses of Theorem 6.3.7, the extended interpretation is well-defined if Kripke monotonicity
(K) and local character (Sh) holds for all p € Prop(£). In other words, a Grothendieck
resource model is a special case of a categorical model of provability as defined in 6.2.1.
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Chapter 7

Predicate BI

Literature: [Pit02] and [Yan02].

This chapter presents new research results due to Lars Birkedal, Noah Torp-Smith and
the author.

One goal of this thesis has been to clarify the relation between separation logic and BI.
It turns out that separation logic is predicate BI, though not in the sense that Pym defines
predicate BI in [Pym02]. (We have not been able to understand Pym’s suggestion of predicate
BI; see the discussion in Appendix A.) Free variables are kept in a set as usually, and not
in bunches as in [Pym02], so there are no substructural constraints on the level of variables,
only on the propositional level.

We first recall the notion of a first order hyperdoctrine which is the “minimal” structure
needed to soundly model first order predicate logic, and state soundness and completeness for
these. This definition is altered slightly to provide models for first order predicate BI, these
structures are named Bl-hyperdoctrines and they have soundness and completeness results
similar to the ones for hyperdoctrines.

Finally we show how separation logic can be seen as predicate BI (in this sense) with
a special signature (specification of types, function symbol and predicate symbols) and the
pointer model then becomes a model of separation logic, that is, a Bl-hyperdoctrine. We show
how the forcing semantics for the pointer model can be derived from the BI-hyperdoctrine.

7.1 First order hyperdoctrines

In this section we recall the notion of first order hyperdoctrines and how first order logic can
be interpreted in these.

First we define what we mean by first order intuitionistic logic. Many-sorted first order
intuitionistic logic consists of a set of types X,Y,..., countably infinite many variables of
each type =1 : X,z9 : X, ..., a set of function symbols f : X1,...,X,, — X (constants are
functions of arity 0) and relation symbols R C Xq,..., X,,.

Well-formed terms. Let I', denote a context ! of the form {y; : Y1,...,Ym : Yin}, then
well-formed terms are

!The way we have formulated the signature, a context is the same as a set of free variables since the variables
are born with a type.
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e variables and constants,

o If ty,...,t, are terms of types X1,...,X,, with free variables in " (i.e., ¢; : I' — X}),
and f: Xy,..., X, — X a function symbol, then f(t1,...,t,): T — X is a term.

Atomic formulas.
e If ¢,/ are both terms of type X, then t =x t’ is an atomic formula.

o Ifty,...,t, are terms of types X1,..., X, with free variables in I and R C X1,..., X,
a relation symbol, then R(t1,...,t,) C I' is an atomic formula.

Formulas. Well-formed formulas ¢ are given by the following grammar

6= | TILI¢Ve|dAY|d—|Ve: X.d|3w: Xg

where ¢, 1) ranges over atomic formulas and formulas.

Deduction. For each finite set of variables X we define a binary relation Fx between
formulas such that their free variables are contained in X as follows.

1. Structural rules.

1.1 pExp

pFxq qbxr
1.2 pkxr

pkxq
1.3 pFExux’ q

() Fx ()
1.4 B(b) Fx\ {2} (D)

if z : B and b is a term of type B with free variables among X \ {z}, and b is substitutable
for x on both sides.

2. Logical rules.

2.1 pkEx T, Lkxp

rExpr rhxp pihExr pobxr
2.2 rx p1 Ap2 p1Vpabxr

pAgbxrT
2.3 pkExq—r
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phx Vo : X.¢(x) Jz: X.p(z) Fx p
2.4 P Fxufay (@) (%) Fxufay P
Q

~

L P
where the double rules @ means P and Q.

3. Axioms for equality.

3.1 Fayrz =2

3.2 T1 = T9 l—{mhm} r9 = x1 where x1,x2 have the same type.

3.3 T =To ATg = T3 I—{th,xs} x1 = x3 where 1, z9, x3 have the same type.
3.4 AX =7y BX < Ry,

for any relation symbol R and using some obvious abbreviations.

The following definition and example 7.1.3 are taken from [Pit02].

First order hyperdoctrines are categorical structures tailored to model first order predicate
logic with equality. The structure has a base category C with finite products for modeling the
types and terms of a first order theory, and a C-indexed category P for modeling its formulas.
Since we are only concerned with provability rather than proofs, we restrict our attention to
indexed partially ordered sets rather than indexed categories. The following definition recalls
the properties of (C,P) needed to soundly model first order intuitionistic predicate logic with
equality.

Definition 7.1.1. Let C be a category with finite products. A first order hyperdoctrine P
over C is a contravariant functor P : C°? — Poset from C into the category Poset of partially
ordered sets and monotone functions, with the following properties.

1. For each C — object X, the partially ordered set P(X) is a Heyting algebra.

2. For each C-morphism f : X — Y, the monotone function P(f) : P(Y) — P(X) is a
homomorphism of Heyting algebras.

3. For each diagonal morphism Ax : X — X x X in C, the left adjoint to P(Ax) at the
top element T € P(X) exists. In other words, there is an element =x of P(X x X)
satisfying for all A € P(X x X) that

T<P(Ax)(A) iff =x<A

4. For each product projection w:T' x X — T in C, the monotone function P(rw) : P(I') —
P x X) has both a left adjoint (3X)r and a right adjoint (VX)p:

A< P(r)(A") if and only if (3X)r(A) <A

P(m)(A) <A if and only if A" < (VX)r(A).
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Moreover, these adjoint are natural in T, i.e., given s : I' — I"" in C, we have

P(SXidx) 'P(SXidx)

P(I' x X) P x X) P(I' x X) P x X)

3X)pr \L(HX)F (VX)) pr l \L(VX)F
I r I T).
P) —— = P(T) P(T) —————P(T)

The elements of P(X), as X ranges over C-objects, will be referred to as P-predicates.

Interpretation of predicate logic in a first order hyperdoctrine. Given a first or-
der signature of types X, countably infinite many variables x : X of each type, function
symbols f : Xi,...,X,, — X, (constants are functions of arity 0) and relation symbols
R C Xy,..., Xy, an interpretation for the signature is a first order hyperdoctrine (C,P) that
assigns a C-object [X] to each type, a C-morphism [f] : [X1] x --- x [X,,] — [X] to each
function symbol, and a P-predicate [R] € P([X1] x --- x [X,,]) to each relation symbol.

Each term t over the signature, with variables in I' = {y1 : Y1,...,y, : Y,,} and of sort X
say, can be interpreted as a C-morphism [¢] : [I'] — [X], where [I'] = [Y1] x --- x [Y4], by
induction on the structure of ¢. Interpretation of terms is given by

[z : X] = idpxg
[fCret)] = [T (Tl - - TEnD)),
assuming [t;] : [I'] — [X;] for ¢ = 1,...,n. Each formula ¢ with free variables in I' can

be interpreted as a P-predicate [¢] € P([I']) by induction on the structure of ¢ using the
properties given in Definition 7.1.1 as follows. Interpretation of atomic formulas: We have
assumed interpretation of the predicate symbols [R] € P([X1] x --- x [X,]). Given terms t;,
such that [t;] : [T'] — [Xi],

[R(ty, .., t)] = P[], - [tnD)(IR]) € P(ITT)

in particular the atomic formula ¢t =x ' is mapped to the P-predicate P(([t], [t']))(=[x])-
Interpretation of formulas: Assume ¢, are formulas with free variables in I' U {z : X},

then
[ony] = [¢] Au [¥]
[evel = [élva [¥]
[¢ =] = [¢] —u [¥]
[T] = Tn
[L] = lu
Vo : X.¢] = (V[XDrp(le]) € P(TT)

[Bz: X9l = GIXDm(e]) € P(TD)
where A, Vi, ete. is the Heyting algebra structure on P([I'] x [X]).
We say that a formula ¢ € P(X) is satisfied if [¢] is the top element of P(X).

Remark 7.1.2. Note that if the source category C is ccc with a generic object G € Obj(C),
i.e., an object which is an internal Heyting algebra, then we can interpret higher order logic
in any (first order) hyperdoctrine over C, where the “powerset-types” PA, for a type A are
interpreted by GIAl. To keep it simple we have restricted our attention to the first order
fragment, but the extension to higher order logic is straight forward. The examples that we
give all have the structure needed to interpret higher order logic.
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Example 7.1.3 (Hyperdoctrine of a complete Heyting algebra). Let H be a complete
Heyting algebra. It determines a first order hyperdoctrine over the category Set as follows. For
each set X we take P(X) = HX, the X -fold product of H in the category of Heyting algebras.
The P-predicates are then indexed families of elements of H, ordered componentwise. They
can also be seen as functions from X into H, where X ranges over Set. Given f : X —
Y,P(f) : HY — H™X is the Heyting algebra homomorphism given by re-indexing along f
(or, thinking in terms of functions, precomposing with f). For example if s,t € P(Y), i.e.,
s,t:Y — H, then f(s) = sof : X — H and sAt is defined pointwise as (s\t)(y) = s(y)At(y).
FEquality predicates =x in HX*X are given by

ndef [T ifx=4a'
=x (z,27) = L ifx#d

where T and L are respectively the greatest and least elements of H. The quantifiers use set-
indexed joins (\/) and meets (), which H possesses because it is complete: given A € H'*X
one has
EX)r(A) E xier. \/ Al.e) (vX)r(A) Y xieT. \ AG,x)
zeX rzeX

in HY.

If we take H to be a complete Boolean algebra we get a model for classical first order
logic. There are plenty of examples of complete Heyting algebras: for any Grothendieck sheaf
topos £ and object X of £, Subg(X) is a complete Heyting algebra (according to Corollary
2.3.8 and Theorem 2.3.11).

Example 7.1.4 (Hyperdoctrine over a topos). Let £ be a topos, then X — Subg(X)
defines a hyperdoctrine over the topos. For f : X — Y,Subg(f) : Subg(Y) — Subg(X) is
pullback along f.

This is the first order fragment of the usual subobject semantics: terms are interpreted as
morphisms in the topos, predicates as subobjects.

For each diagonal Ax : X — X x X in &, the element =x is defined by (idx,idx) : X —
X x X. It is also standard that each projection w: ' x X — I' has both left and right adjoints
(3X)r, (VX)r and that these satisfies the Beck-Chevalley condition.

Knowing that 2 is an internal Heyting algebra, we could also define a hyperdoctrine over
a topos by

E(—,Q) : & — Poset

which would be isomorphic to the subobject hyperdoctrine since Sub(X) = £(X, ).

Soundness and completeness.

Theorem 7.1.5 (Soundness). For any formulas ¢,v if ¢ bx 1 then [¢] < [¢] for any
interpretation in any hyperdoctrine.

Proof: By induction on the structure of proofs. O

Theorem 7.1.6 (Completeness). For any formulas ¢, if [¢] < [¢] for all interpretations
i all hyperdoctrines, then ¢ Fx .
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Proof: (Sketch) Consider the classifying category CL (defined in [Jac99] section 2.1). Objects
are contexts I' = {x1 : X1,..., 2, : X,,} of variables with types, and morphisms I"' — A, where
A={y : Y1,...,ym : Y}, are m-tuples (My,..., M,,) of terms of types M; : Y; with free
variables in T'.

The classifying category has finite products. The empty context is the terminal object,
the product of two contexts I' = {z1 : X1,..., 2, : Xp},A ={y1 : Y1,...,ym : Yin} is their
concatenation {1 : X1,..., 2y : Xp, 1 : Y1,...,ym : Yy}, where we assume that no variable
in I’ appears in A, this does not imply a loss of generality, since we can always rename a
variable.

Define a syntactic model S : CL — Poset by

I'—{[¢] [FV(¢) € T'}

where [¢] is the equivalence class of provability, that is [¢| = {¢ | Fp ¥ < ¢}. For a
morphism t : ' — A, S(%) is substitution. We claim that this defines a hyperdoctrine.
For each context I' the equivalence classes ordered by

[¢] <r [¢] iff ¢ Fr <,

constitutes a Heyting algebra.

The equality predicate =p€ S(I' x ') is [v = V'], where ¥ is the tuple of variables from T'
and V' is the tuple of renamed variables.

Right and left adjoints to 7 : I' x X — I' are given by

(VX)r(lo(z,¥)]) = [V - X.o(x,7)],

similarly for 3.
Define an interpretation in (CL, S) by

[¢] := [4]
then ¢ Fr ¢ iff [¢] <r [4]. 0

7.1.1 First order BI-hyperdoctrines

First order BI is first order intuitionistic logic extended with

Formulas.

o I
° O x1,
O —x1,

satisfying the following logical rules

2.5 (pxq)*xrtxpx(qg*r) px(gxr)bx (p*xq)*r

2.6 Fxpepxl Fxpxl— Ixp
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phFxq rtEx s
2.7 pxrbx qgx*s

2.8 pxqbFx g*xp
prxqbxr
2.9 pl—Xq—*r

We now define the obvious extension of a hyperdoctrine to get a structure which is rich enough
to interpret first order BI. (Note that the only difference is that “Heyting” is substituted with
“BI” in 1. and 2.).

Definition 7.1.7 (BI-hyperdoctrines). Let C be a category with finite products. A first
order Bl-hyperdoctrine P over C is a contravariant functor P : CP — Poset from C into the
category Poset of partially ordered sets and monotone functions, with the following properties.

1. For each C — object X, the partially ordered set P(X) is a BI algebra.

2. For each C-morphism f : X — Y, the monotone function P(f) : P(Y) — P(X) is a
homomorphism of BI algebras.

3. For each diagonal morphism Ax : X — X x X in C, the left adjoint to P(Ax) at the
top element T € P(X) exists. In other words there is an element =x of P(X x X)
satisfying for all A € P(X x X) that

T<P(Ax)(A) iff =x<A

4. For each product projection w:T' x X — T" in C, the monotone function P(rw) : P(I') —
P(I x X) has both a left adjoint (3X)r and a right adjoint (VX )p:

A< P(r)(A") if and only if (3X)p(A) < A
P(m)(A) <A if and only if A’ < (VX)r(A).
Moreover, these adjoints are natural in T, i.e., given s : T' — T"" in C, we have

P(SXidx) 'P(SXidx)

P x X) P x X) P x X) P x X)

3X)pr \L(HX)F (VX)) pr l \L(VX)F
I r I T).
P) —— = P(T) P(T) —————P(T)

The elements of P(X), as X ranges over C-objects, will be referred to as P-predicates.

A BI algebra is a Heyting algebra with an additional residuated structure, so we can
interpret first order BI in the obvious way: the additive part as described in the previous
section the new connectives as [p x| = [¢] ' [¢0] where [¢], [¢] € P(X) and #” is the monoid
composition in the BI algebra P(X), — and I are interpreted in the same manner.

Here are two examples of BI-hyperdoctrines.
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Example 7.1.8 (BI-hyperdoctrine of a complete BI algebra). Let B be a complete BI
algebra (¢Bla). It determines a first order BI-hyperdoctrine over the category Set as follows.
For each set X we take P(X) = BX, the X-fold product of B in the category of BI algebras.
The P-predicates are then indexed families of elements of B, ordered componentwise. Given
f:X =Y, P(f): BY — BX is the BI algebra homomorphism given by re-indexing along f.
For example if s,t € P(Y), i.e., s,t : Y — B, then f(s) =so f: X — B and st is defined
pointwise as (s xt)(y) = s(y) * t(y). Equality predicates =x in BX*X are given by

def [ T ifx=a
=X (1’,1‘/) = { 1 ifx#a

where T and L are respectively the greatest and least elements of B. The quantifiers use set-
indexed joins (\/) and meets ()\), which B possesses because it is complete: given A € H'*X
one has
EX)r(A) E xier. \/ Al.2) (vX)r(A) Y xieT. \ AG,x)
zeX zeX

in BY.

If we take B to be a complete Boolean BI algebra, i.e., the intuitionistic (additive) part
of the BI algebra is Boolean rather than Heyting, we get a model for classical first order BI.

There are plenty of examples of complete BI algebras presented in this thesis: for any
Grothendieck topos £ with an additional symmetric monoidal closed structure, Subg(1) is a
complete BI algebra, and for any monoidal category C such that the monoid is cover preserving
w.r.t. the Grothendieck topology J, Subgp, s)(1) is a cBla even though the category of
sheaves Sh(C, J) is not doubly closed in general (Proposition 4.4.8).

Example 7.1.9 (BI-hyperdoctrine over a topos with an internal BI algebra). We
do not in general have a BI structure on the subobject lattice in a (doubly closed) topos,
but assuming a topos £ has an object B which is an internal BI algebra, we can define a
BI-hyperdoctrine by

E(—,B) : & — Poset

for f: X =Y, E(f,B):E(Y,B) — E(X, B) is precomposing with f.
To see how formulas are interpreted in this structure consider for example ¢ *1), assuming
[¢],[¥] € (X, B), then [¢ x 1] is the composite

x A pp B
For s,t € E(X, B) the order is defined by s <t iff s\t = s, where s\t : X — B is the arrow
Ao (s,t).

The two examples we have just given are Bl-hyperdoctrines over Cartesian closed cate-
gories so they actually model higher order predicate logic in the sense that for each type A,
interpreted as the object [A] in &, the exponent BIAl is an object adequate to interpret the
“powerset-type” PA.
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Soundness and completeness.

Theorem 7.1.10 (Soundness). For any formulas ¢,¢ if ¢ Fx ¥ then [¢] < [¢] for any
interpretation in any Bl-hyperdoctrine.

Proof: By induction on the structure of proofs. O

Theorem 7.1.11 (Completeness). For any formulas ¢, if [¢] < [¢] for all interpreta-
tions in all hyperdoctrines, then ¢ Fx .

Proof: To proof completeness, proceed as in the proof of Theorem 7.1.6 using BI algebras
instead of Heyting algebras. U

7.2 Separation logic modelled by BI-hyperdoctrines

We give a brief presentation of separation logic (for a more thorough presentation see for
instance [Rey02]), which was also discussed in the Introduction, and show how it can be
modeled by first order BI-hyperdoctrines.
Separation logic consists of a single type Val of values and a unit type 1, terms ¢ are
defined by
tuo=z|n|t+t|t—t

where n : Val are constants.
Formulas are defined by

pu=T|L|t=t|t—t|oANP|dVP|d—¢|dx¢|d—x¢|emp

where ¢ ranges over terms.

What we have defined here is really just a signature (specification of types, function
symbols and predicate symbols) for first order BI with a single type Val, function symbols
+, — : Val, Val — Val, constants n : Val, a relation symbol —C Val, Val and units T C 1, 1 C
l,emp C 1. Thus, the general soundness and completeness results for Bl hyperdoctrines
apply to separation logic.

The pointer model. The (classical) pointer model is an example of a model of separation
logic in a hyperdoctrine over Set. The Pointer model consists of a set [Val] interpreting
the type Val and a set [Loc] of locations such that [Loc] C [Val] and binary functions
on [Val] interpreting the function symbols +,—. Furthermore we require a set of heaps
H = [Loc] — i, [Val] of finite partial functions with the discrete order (one can also define
another order on H, which gives rise to an intuitionistic model, this will be discussed briefly
at the end of this section). The set of heaps has a partial operation * defined by

h1 U hg if hi#ho

ha s g = { undefined otherwise

where # is a binary relation on heaps defined by hi#hs iff dom(hy) N dom(hs) = 0. The
interpretation of the relation —C [Val] x [Val] is the subset of singleton heaps, i.e., for h € H,
h €— iff h = {(v1,v2)}. To define the interpretation we assume a partial function (stack)
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s : Var — [Val] on the set of variables 2, the interpretation of terms depends on the stack

and is defined by
[+]s = s(x)

[n]s = [l
[[tl + tg]]s = [[tl]]s + [[tz]]s
The set of heaps H is our set of possible worlds. Interpretation is usually defined by a
forcing relation s, h IF ¢ where FV(¢) C dom(s) as follows

S, h - tl = tz iff [[tl]]s = [[tz]]s

s,hiFty—ty iff dom(h) = {[ti]s} and h([t1]s) = [t2]s

s, h IF emp iff h=0

s,hIFT always

s,hilF L never

s,hlF ¢ iff there exists hy,ho € H. hy * ho = h and
s,h11F ¢ and s, ho IF 9

s,hlk¢ =1 iff for all A/, h#h and s, h' I ¢ implies s, h * b/ I )

s,hiFovey iff s,hl-¢ors,hiFvy

s,hiFd Ay iff s hiF¢and s,k IF ¢

s,hlF¢p —1 iff s, hlF ¢ implies s, h Ik

s, h - Vx.¢ iff for all v € [Val].s[z — v],h |- ¢

s, h Ik 3z.¢ iff ~there exists v € [Val].s[z — v],h IF ¢

This forcing semantics is trivially Kripke monotone since the order on the heaps H is discrete.
Clearly, this definition resembles the Kripke semantics for propositional BI given earlier, the
connection between the two settings goes via Bl-hyperdoctrines.

The pointer model as a BI-hyperdoctrine. We now show how the pointer model is an
instance of a Bl-hyperdoctrine of a complete BI algebra (example 7.1.8).

Let (H,*) be the set of heaps with a bottom element added to represent undefined, order
is flat (i.e., discrete with an added bottom) and L «* h = L for all h € H,. This defines a
partially ordered commutative monoid with emp (the empty heap) as the unit for *. The
powerset of H,P(H) (without L) is a complete BI algebra, with inclusion as the order. This
can be shown in at least two ways:

1. Define it directly using the monoid composition % : H | x H|, — H | pointwise and then
remove L from the resulting set. The unit is {emp}, the subset containing the empty
heap, and the right adjoint is defined by

UV=|J{WCH|(W=*U)CV}
2. Another way to see it is by noticing that there is a one-one correspondence between

P(H) and non-empty sieves on H by respectively adding and removing L. These are
precisely the ideals with respect to the “semi-trivial” Grothendieck topology on H |

defined b
Y o [ AR ith# L
(h) = { {{L},0} otherwise.

2If we have more than one type, s must be a type-respecting partial function from Var to the disjoint
union of the interpretation of the types. In other words, s will be the disjoint union of partial functions:
sx : Varx — [X], where Varx is a finite set of variables of type X, for each type X.
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This means that P(H) = Subgy(g, ,7)(1), and Subgpg, 5)(1) is a complete BI algebra.
To see this, note that * preserves covers of J, then it follows from Proposition 4.4.8.

So, P(H) is a complete BI algebra which is even Boolean since P(H) is a Boolean algebra.

We define a hyperdoctrine S : Set” — P(H) by X — P(H)X, where P(H)* =
Set(X,P(H)) as described in example 7.1.8. A term ¢ in context I' = {x1 : X1,..., 2, : X;,}
is interpreted as a morphism between sets:

e [z : Val] = idpvay,
e [n] is the map [n] : 1 — [Val], that sends * to [n],
o [t1 £to] = [t1] £ [t2] : [I] — [Val], where t; : [I'] — [Val],i = 1,2.

Formulas are S-predicates: suppose FV(¢) = {z1 : X1,...,7, : X,,}, 2 let [[] = [X1] x
-+ x [X,], then we want to give an inductive definition of formulas such that [¢] : [I'] — P(H
satisfies

(V1y..,0p) = {h | [x1 — v1,... 20 — U], b IF B}

If v=(v1,...,vp), the definition is as follows (using the hyperdoctrine structure as described
in example 7.1.8):

[t 6] = {h]dom(h) = {[4](@)} and A([1](F)) = [£=1()}

[t =t](v) = Hif [t]7) = [t2] (V)

() otherwise

[T](+) = H

[L](+) =0

[emp] () = {h|dom(h) =0}

[eny]l() = o)) N[¥]([)

[evely) = [o](¥)U[LIG)

[¢ —¢](v) = {hl|he [[¢% Efg implies h € [Y](V)}

[¢+¥1(¥) = [¢l(¥) * [’W
[0 =4I¥) = [¢l(¥) —

Ve : X0®) = Ny epey (61, 9))
e X0®) = Uy epg(9l(ve.®)

I
——
>
=
*
>
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—~=
>
=
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=
<l
~
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<
=
<l
~—
—

We can easily derive the forcing semantics of the pointer model:
Proposition 7.2.1. h € [¢](v1,...,v,) iff [x1— v1,...,Zn — V], b IF .

Proof: This is immediate by structural induction on formulas ¢. U

Now, soundness of separation logic follows directly from the general soundness result of
hyperdoctrines. Also, Kripke monotonicity of the forcing relation I follows from the fact
that P(H) = Subgpg,,7)(1) so that [¢](¥) is a subobject of 1, in particular [¢](¥) is a
presheaf which is a property that corresponds exactly to monotonicity. This may not be very
interesting in the present case since we already noted that Kripke monotonicity is trivial, but
for other models it is less trivial.

3In fact, since we only have one type, Val, apart from the unit type, all the X;’s are Val.
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An intuitionistic model. Consider again the set of heaps (H |, *) with an added bottom
L, satisfying h* L = 1 for all h € H. The order is now defined by

hi 3 hs ifft  dom(h;) C dom(ha) and for all x € dom(hy).hi(x) = ha(z).

or equivalently

h1 3 he if dhsg € H.hq x hg = hs.

The Grothendieck topology on H | is again the “semi-trivial” one. From Proposition 4.4.8 it
follows that Subgyg, 7)(1) is a complete BI algebra.

Now the cBla Subgyg, jy(1) corresponds to the ideals on H, an ideal in this case is
a non-empty, downwards closed subset of H|. Again we remove the added bottom and get
Subg s, ,7)(1) is in one-one correspondence with sieves on H (downwards closed subsets of
H) which in turn corresponds to Subz(1). This shows that Subz(1) is a cBla with inclusion
as order.

Now define a hyperdoctrine T" : Set — Sub (1) as before except that the predicates should
now be functions from a set to Subz(1). Terms are defined as before. The definition of  is

[tr = 2](¥) = {h [ B([12](¥)) = [t2(¥)},

which defines a downwards closed subset of H. Now use the Bl-hyperdoctrine structure
to interpret the formulas inductively (which essentially means to use the BI structure of
Subgp s, ,k)(1) pointwise and then remove the L to get an element of Subz(1)). This will
yield a semantics which is slightly different, for example,

[¢+ $](¥) = [21(¥) * [$1(¥) = (L{h1 * ha [ I € [0](¥), ha € [¥](T)}) \ {1}

using the definition of x in Subgyy, k(1) as described in Proposition 4.4.8 and using the
fact that Day’s tensor restricts to sheaves for this topology, Proposition 4.3.4.

Conclusion: There is nothing revolutionary in the idea of interpreting predicate BI in BI-
hyperdoctrines, but the link to separation logic makes it relevant for at least two reasons:

It shows that the stack s : Var — [Val], which usually maps free variables to a set of
values [Val] (one can think of it as a substitution operator or an environment) can be a map
to something more general than a set, if we model separation logic in a hyperdoctrine over
some other category than Set.

It also shows how separation logic, being a hyperdoctrine over Set, possesses all the
expressional power of the internal language of the topos Set.* In particular all the relations
introduced in [Rey04] to prove correctness for a garbage collector using separation logic can
be seen as abbreviations or names of predicates of the internal language of Set, since any set
is a predicate of the internal language of Set. All the rules or axioms introduced in [Rey04]
for these relations are well-known properties of sets, so they automatically become valid when
we note that we are using the internal logic of Set. One thing should be noted, though; we
are actually working with two different kinds of predicates: the usual predicates of the topos

4The internal language of a topos T has a type for each object of T, a variable of type X for each map
1 — X, a function symbol for each morphism, predicate symbols are function symbols f : X — Q of type €.
The terms and formulas over this signature form the internal language of 7. The internal logic is defined by
¢ Fx 1 iff for all objects C' € 7 and all arrows h : C — X if ¢h = T1lc then vh = Tle, where ¢ : X — Q
(see [LS86]).
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set, i.e., terms ¢ : X — ) of type Q and predicates that involve the heap (those are the ones
defined by the forcing relation s,h I ¢). When we interpret the logic in a hyperdoctrine
S : Set”? — Poset, all predicates must be interpreted as functions from the set X of their
free variables to the powerset of heaps P(H). To see why this is not a problem, i.e., that
this interpretation is sound for the internal logic of Set, note that Q@ = {0,1} in Set so ©
factors through P(H) by sending 0 to the least element, () and 1 to the top element, H. This
implies that any set-theoretic predicate ¢ : X — € can be interpreted as a predicate {¢} in
the hyperdoctrine by the composite

char
[X] " —p(H),

where char[@] is the usual interpretation of ¢ in Set. In the usual subobject interpretation
we have F ¢ implies [¢] = [X] (the maximal subobject), which is equivalent (in Set) to
char[¢] : [X] — € satistying char[¢](z) = 1 for all z € [X]. The hyperdoctrine interpretation
of ¢ then satisfies

{#}(x) = H = Tp, for all x € [X].

Thus, for any predicate ¢ : X — € of the internal language of Set we have

Fo iff ¢ is provable in the internal logic of Set
iff o] = [X] in the subobject interpretation in Set
iff char[¢](x) =1 for all z € [X]
iff {¢p}(z) =H = Tp) forallze[X]
iff s,hlFo always.

We believe that what Yang does in his thesis [Yan96] can also be simplified by using this
framework.
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Appendix A

On Pym’s notion of predicate BI

Literature: [Pym02] and [Amb91].

This chapter contains mainly comments on the book [Pym02], part II, concerning predicate
BI and it will probably not make much sense to someone who has not had a look in this book.
We have not been able to understand Pym’s suggestion of predicate BI. In this chapter we
discuss some problems we have encountered. The chapter does not present predicate BI, but
we point out some important issues that should be considered by anyone who attempts to
define and model predicate BI (and other substructural predicate logics). The main point is
that for a logic that does not allow weakening for variables, some sort of variable balancing
(on each side of the F) is needed for the syntax, if there shall be any hope to give a subobject
semantics for such a logic.

A.1 The axiom relation

In [Pym02] David Pym defines a syntax of predicate BI, which involves a symmetric, transitive,
binary relation on bunches of variables. In this section we shall try to give a precise definition
of this relation and use this to point out some problems of the syntax.

The Axiom relation is a finite equivalence relation on bunches. In the beginning of a proof
the Axiom relation .4 C Bunch x Bunch is empty, we have a rule for introducing elements to

A:
X1 l—(b(Xl) :Prop XQl_(b(XQ) :Prop A=A

(X1, X2)p(X1) Fo(X2) A= (AU{(X1,X2)})
where (AU{(X7, X2)}) is the symmetric, reflexive, transitive closure of AU{(X1, X2)}. There
is also a rule that removes elements

Y(X,X)N)'F¢  A=(AU{(X,X")})
Y(X)T[X/X]F o[X/X] A=A

Axiom

C

again we take the symmetric, reflexive, transitive closure.

The substitution rule and the rules for quantifiers also involves the Axiom relation in their
side conditions, but we shall not consider these here.

Because we are mixing the multiplicative end the additive parts of the logic and keeping
variables in bunches, we need something like the Axiom relation to make sure that we get
an extension of intuitionistic predicate logic and not something completely different. For
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example we want to have a rule
X F ¢(X) : Prop X F¢(X) : Prop
X F ¢(X) Ap(X) Prop

This can easily be derived from the rule
X F ¢(X) : Prop Y F (YY) : Prop
X;Y Fo(X)Ayp(Y)Prop

using the Axiom rule and the cut rule.

We could not have chosen the first rule as the definition and then used weakening to obtain
the second one because this would violate the linearity restriction: a variable can occur at
most once in a bunch. For example, consider (y,z) F ¢ : Prop and (z,z) - 1 : Prop we do
not have weakening for the comma so because of the linearity restriction we have to rename
one of the z’s, we then get (y,z);(z,2") = ¢ A1) : Prop where (z,2') € A. If at some point
y and z are substituted for some closed terms, the bunch will have the form (z;z’) and then
we can use the cut rule and the axiom relation to restore x from z’ in ¢.

We now give some examples to show that Lemma 12.2 in [Pym02, p. 167] (and the
corrected version which appears in the Errata [Pym04] of David Pym’s monograph) does not
hold. Lemma 12.2 (the version in the Errata [Pym04]) states:

If (X)I'F ¢ in NBI, then X; FI': Prop and Xs F ¢ : Prop, (A1)
where X = X1, X5 or X = X; X,
Assume we have X7 F ¢(X1) : Prop and Y7 F (Y1) : Prop. If X5 is an « conversion of X7,

then we must also have Xy - ¢(X>), similarly Y5 F ¢(Y2). This gives the following proof tree
(where A = () if nothing else is indicated)

X1 Fo(X1) : Prop Xo b ¢(Xsg) : Prop Y1 F (Y1) : Prop Yo F 4(Y3) : Prop
(X1, X9)op(X1) F o(Xp) A={(X1,Xo)} | (N1, Yo)p(V1) F¢(Ya) A={(}1,Y2)}
(X1)o(X1) - o(Xy) Y)yp(¥1) F¢(1)

(X1, Y1)o(X1) * (V1) F o(X1) * (V1)
(X1, Y1)o(X1) B (Y1) = &(X1) * 9(Y1)
where we have X F ¢(X7) : Prop, but not Y7 F ¥(Y7) =« ¢(X71) * (Y1) : Prop, since the
formation rule for — has the form
XF¢(X):Prop Y F¢(Y):Prop
X,V F 6(X) = 9(V)

There is even an example that does not involve the axiom condition: The proof of A.1
would be by induction on the structure of proofs, so consider the rule

(Orokv
COTF 6=

Now, induction hypothesis says that X; - I',¢ : Prop and X5 + v : Prop where either
X = X1,Xo or X = Xq;Xs. Suppose we have X = X71;Xo. By the formation rules for
propositions we must then have Y = I' : Prop and Z + ¢ where X; = Y, Z and therefore
Z, X9 ¢ — 1». However, it is not the case that ((Y,Z); X2) = (Y, (Z, X2)) and neither that
(Y, Z); X2) = (Y;(Z,X2)) so we can not split X the way we want to. Clearly A.1 can not
be true.

1
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Conclusion: The natural deduction system for predicate BI (NBI) given in [Pym02, p. 166]
does not preserve well-formed propositions as defined in [Pym02, p. 161], nor does it preserve
well-formed sequents (X)I' F ¢.

A.2 Semantics for predicate BI

One of the aims of this thesis has been to give subobject semantics of predicate BI corre-
sponding to (and generalizing) the Kripke semantics of predicate BI given in [Pym02, p. 183].
This has turned out to be quite problematic for at least two reasons: the failure of A.1 and
the fact that Day’s tensor does not preserve pullbacks (this is needed to proof soundness for
substitution).

It is worth noticing that Simon Ambler makes some of the same observations in [Amb91]
where he gives a proof theory and semantics for first order linear logic.

The main point of this section is that in order to give a subobject semantics for a sequent
calculus, we need all interpretations to satisfy: if (X)¢ F ¢ then ¢ and ¢ are interpreted
as subobjects of the same object A and [¢] < [«/] in Sub(A).! We argue that the calculus
for predicate BI given in [Pym02] does not have any interpretations satisfying this necessary
condition. In particular the interpretation described in [Pym02] is not sound. In the previous
section we gave a proof of

(X1, Y1)p(X1) (Y1) = ¢(X1) * (Y1)

how can we possibly interpret the premise and conclusion in the same subobject lattice?

It is possible, though, that a small part of the calculus (without —,V ey, Inew) can be
given a meaningful interpretation. We now give a brief description of how part of the predicate
Kripke semantics given in [Pym02] relate to subobject semantics. Atomic types are interpreted
as objects of the functor category M , and higher types are interpreted using the doubly closed
structure on M, this corresponds to Definition 13.2 in [PymO02]. This defines a function [—]
from bunches to Obj(ﬁ/l\).

As usually in subobject semantics, a term X ¢ : A of type A and with free variables a
bunch X is interpreted as a morphism [t] : [X] — [A] in M\, going from the interpretation
of the types of the free variables to the interpretation of the type of . Predicate symbols
p C A are interpreted as subobjects of [A], and formulas X F ¢ : Prop are interpreted as
subobjects of [X], which we can assume have the form [¢]~— [X] where ¢ is the inclusion.
Interpretation of bunches of variables deserves some attention. David Pym claims ([Pym02,
p. 185]) that his Kripke semantics is consistent with the subobject semantics of intuitionistic
logic (as in [L.S86]). In particular this presumes that if (X)¢ b 9 is purely intuitionistic, then
the bunch of free variables, which in this case has the form X = z1!Xy; 29! X0 .. .52, X, is
interpreted as the product [X1] x [X2] x -+ x [X,,] of the types of the free variables in the
bunch, that is, the interpretation of the bunch of variables is the interpretation of the bunch
of their types. However, Pym defines it slightly different for the basic case (see Definition
13.3 [Pym02, p. 180]): He assumes one fixed functor (object of the category) D, and defines
[z : A] = [y!B] = D for any variable x of multiplicative type A and any variable y of additive
type B. This can only match the traditional subobject semantics if the language has one
single typel!

'In [Amb91] this is ensured by a balancing property: each variable must occur exactly once in ¢ and once

in .
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In the same definition, Pym requires that for bunches such that Aziom(X,Y") the inter-
pretation satisfies [X] = [Y].
The Kripke semantics defined in [Pym02] uses clauses of the form

(X)u|m = ¢

where m € M is a world, X - ¢ : Prop and u € [X](m). Kripke and subobject semantics in
functor categories are inter-definable in the sense that (X)u|m = ¢ iff there is a commuting
diagram

y(m)

[6]—— [X]

which is equivalent to saying that u € [¢](m).
In subobject semantics the definition of [p(¢(X))] is the pullback:

This is all standard. Now (X)u | m = p(¢(X)) iff there exists an arrow from ym to [p(¢(X))]
making the triangle
ym

(X)) x

commute. This is true iff (using the pullback property) there exists an arrow from ym to [p]
making
ym —— X

l l[[t}]

[P[~—— A

commute, which again is the same as saying [t], (%) € [p](m). The latter is Pym’s definition
of (X)u | m = p(t(X)) (Pym p.183), so assuming interpretation of terms as morphism
as described above, and assuming that interpretation of the bunch of free variables X is
the interpretation of the type of X, Pym’s semantics correspond to the standard (for the
intuitionistic part, that is).

Definition A.2.1. For ¢ — X and vy — Y, ¢x9p — X QY is defined as the image of ¢ and
P

¢®w LRt XY

'R /
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Lemma A.2.2. For ¢ — X and ¢ — Y, (X,Y)u | m = ¢ * ¢ iff for some (uyz,uy,n,n')
such that [y, ty,m <n-n'] =0 in X @Y, we have (X)u, | n = ¢ and (Y)u, | n' = .

Proof: Note that the equivalence relation used on ¢ x v is that of X ® Y while it is possible
that s #¢tin @1 even if s =t in X ®Y (see Proposition 4.2.13). ¢ ® ¢ works as a point-wise
inclusion, i.e., (¢ ® t)[ug, uy, m < 1-U'] = [t(uz), t(uy), m < 1-U']. Suppose (X,Y)u | m = ¢*
that is & € ¢ * . Then there exists some s = [s1,82,m < n-n'] € ¢ ® ¥(m) such that
(t®1)(s) =u,ie, s=uin ¢ *1p(m) and in X ® Y (m) (but not necessarily in ¢ ® »(m), we
do not know if u, € ¢ and u, € ¢). Since by definition s; € ¢(n) and sy € ¢(n’) we can use
Day’s pairing to get an element s’ = [s1,89,n-n' =n-n'] € p@Y(n-n'), so at stage or world
n we have an element s; € ¢p(n) C X(n), i.e., (X)s1 | n | ¢ and also (Y)sa | n’ = 1.
And we have a commuting diagram

u=3§

ym X®Y
\ /81(;82
y(n-n')

which gives the other direction.
O
This shows that the subobject [¢ x )] defined above matches Pym’s Kripke semantics for
the .
To make any statements about soundness we need to be able to interpret sequences or
relative truth, (X)¢ b v, which is defined in [Pym02, p.184] as

(X)¢p = iff for all m € M and all u € [X;](m),

(Xiu|mE¢  implies  (Xo)u|m 1,

where X = X1, Xy or X = X;; Xy and Aziom(X7,X3). Assuming that Aziom(Xi, Xs)
ensures that the interpretation of the bunches X, Xo satisfies [X1] = [X2], the definition
makes sense. It corresponds to the subobject semantics where we have to make sure that [¢]
and [¢] are interpreted in the same subobject lattice (if we have weakening this is never a
problem since we can always add dummy variables).

In particular, to be able to interpret a sequence (X)¢ F 1, we must have X = X1, X,
or X = X1;X5 and Aziom (X1, X2) and (X;) F ¢ : Prop and (X2) F ¢ : Prop, but we
have already shown that A.1 can not hold, so in many cases we will not be able to interpret
sequences. In fact, whenever we apply the rule — I the resulting sequence will fail to satisfy
the above condition.

This ought to be convincing evidence that the system “predicate NBI” in [Pym02, p.166
table 12.2], and the predicate Kripke semantics p.183, Table 13.1, proposed by Pym is not
sound (or, if the partially definedness of the interpretation function is to be taken literally, it
is almost nowhere defined).
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A.2.1 Substitution and soundness

We now make some observations assuming that the definition of ¢[t/z] in the subobject
semantics is the pullback

[6t/2z]F—=X®Y

l l[[ﬂ]@y

[pfb——A®Y

where X Ft: A, (z: AY)F ¢: Prop and t is substitutable for  in ¢.

Since a variable can only occur once in a bunch, we have, syntactically, (¢ * ¥)[t/x] =
¢[t/x] * 1 (assuming of course it occurs in ¢), so for the above definition of [¢[t/x]] to be
well-defined we require (among other things) that [(¢ * ¢)[t/z]] = [¢[t/x] * 1], i.e., that the
following square is pullback

[ot/a] ¥ Yp—>X @Y

J/ l[[tﬂ@Y

[¢pypb——ARY

where we can assume (by induction) that

[o[t/2]b— X

l L[[t]]

[pp—4

is pullback. Conclusion: since ® does not preserve pullback by Prop. 4.2.13, it is hard to see
how we can proof soundness.

Affine models. Recall that an affine model is a model where the unit of x (the terminal
object) coincides with the unit of ® such that weakening is allowed for the multiplicative part
as well as for the additive part. For these models we are able to interpret all sequences since
we can add dummy variables on each side as usually.

However, the failure of pullback preservation by ® implies that even for affine models we
can not prove soundness (in the usual inductive way, at least).

Remark A.2.3. The clause

(X)u|m | Jpewx : Ad  iff for some n and some v :y(n) — [4]
(X,z: Au@v|im-nkE¢

of Pym’s Kripke semantics corresponds to a subobject in the following way: Suppose [¢] —
[X]®[A]. Consider the arrows w,0 : C x C — C, where o(a,b) = a-b. Both m and o defines

~

functors C — C x C by precomposing and each of these has a left adjoint X7 and X, and a
right adjoint. Moreover, for X, A € C,

Yo X x AT = X ® A,
Day’s tensor (this is already noted in Remark 4.2.14), and we have the unit (Day’s pairing)

X7 x Ar' — (X ® A)o.
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Finally, we have the identity (using density)
Yo X1 x An = fn’n/ X?l”L X An’ x C(—,n)
= X x [" An/,
showing that there is a projection
II: Y X1 x Ar' — X

in C. As usual this defines a functor II* : Sub(X) — Sub(X,X7 x An’) by pullback, and 11*
has a left adjoint A1 and a right adjoint V.
Take the pullback of po along the unit (Day’s pairing) to get the pullback diagram (omitting

the [-])

¢ — X7 x Ar’

.

po— (X ® A)o
then use the functor ¥, on this diagram to get

]

S (@) —= T (X7 x Ar')

| |

Yr(@)o ——= (X ® A)o

where ¢ is the image factorization. Then it can be shown that [Brewt : A.¢] = Ind, which is
the image factorization of the arrow X, (¢) — X (Xm x Ar') — X.
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Notation

Arrows: »—: mono; —»: epi; —: inclusion.

1¢ is the unique arrow from the object C to the terminal object 1.
If F is a bifunctor, F/(f,V) means F(f,idy).

a: F'= G reads: « is a natural transformation from F' to G.

a: F5G reads: « is a dinatural transformation from F' to G.
fa—p just indicates that f is an arrow from a to b.

C is the category Set®” .

For a presheaf F' : M° — Set over a preorder M, and n <m € M, Fp,, = F(n <m):

If u € C(yC, F) then @ is the corresponding element in F(C), via the Yoneda Lemma.

~

If u € F(C), for a presheaf F' € Obj(C), then @ : yC' = F denotes the corresponding
natural transformation.

If f: X — Y is an arrow, Im(f) denotes the object which the epi-mono factorization
of f factors through.

For a functor F' : C — Set, an arrow f : D — C, and an element = € F'C, x | f denotes

F(f)(@).

Abbreviations

cce: Cartesian closed category.

smce: symmetric monoidal closed category (see 4.1.3).
DCC: doubly closed category (see 4.1.4).

CDCC: Cartesian doubly closed category (see 4.1.4).
bi-CDCC: bi-Cartesian doubly closed category (see 4.1.4).
cBlIa: complete BI algebra (see 4.4.2).
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