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Philosophers as innovators rather than system builders?

If computer scientists (and other researchers) can find inspiration in the
philosophical writings of the past, may they reasonably expect to profit
further by looking to understand the context of these ideas more
completely?

Or should they rest content having gleaned some piecemeal ideas from
what was presented as a system?
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Sections

Category theory and its uses

Category theory and AI

Philosophical precursors
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Category theory and its uses

Applications (with approximate dates)

Mathematics (from the 1940s)

Logic/Foundations (from the 1960s)

Computer science (from the 1970s)

Physics (from the 1980s)

‘Applied Category Theory’ (from the 2010s)
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In mathematics

Today category theory is used everywhere in:

Algebraic topology

Algebraic geometry

Langlands program

...

Its range is extending...

Some time ago I expressed skepticism regarding the possibility of
recovering hard analysis categorically. I am still not convinced but
it seems soft analysis is already there, in this summer’s course by
Clausen and Scholze. (Michael Harris, personal communication
on Condensed Mathematics and Complex Geometry)

We would like to say that our proofs are proofs by “formal non-
sense” and in particular analysis-free. (Clausen and Scholze)
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In logic and computer science

Computational Trinitarianism/Trilogy

(nLab: computational trilogy)
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https://ncatlab.org/nlab/show/computational+trilogy


In physics

Topological quantum field theory in 1980s

String diagrams as morphisms in monoidal categories for quantum
mechanics, 2000s

Higher gauge theory, 2000s

Modal and linear homotopy type theory in Physics, The Quantum
Monadology, now
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https://ncatlab.org/nlab/show/quantum+information+theory+via+string+diagrams+--+references
https://ncatlab.org/nlab/show/quantum+information+theory+via+string+diagrams+--+references
https://ncatlab.org/nlab/show/higher+category+theory+and+physics
https://ncatlab.org/davidcorfield/show/HomePage#Sydney
https://ncatlab.org/schreiber/show/The+Quantum+Monadology
https://ncatlab.org/schreiber/show/The+Quantum+Monadology


Applied Category Theory today

We see people today applying category theory for:

Causality, probabilistic reasoning, statistics, learning theory, deep
neural networks, dynamical systems, information theory, database
theory, natural language processing, cognition, consciousness, ac-
tive inference, systems biology, genomics, epidemiology, chemical
reaction networks, neuroscience, complex networks, game theory,
robotics, quantum computing,...

They’re stepping into our territory!
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Systems diagrams
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A key idea here is Compositionality.

Plug together systems in parallel.

Plug together systems in series.

Plug one system inside another.

This allows the representation of: open graphs, open Petri nets, open
chemical reaction with rates, open electrical circuits, open Markov
processes, open dynamical systems,... (c.f. Baez)
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A cutting edge development along this line is the applied
category-theoretic treatment of Stock and Flow diagrams used to model
disease spread and control.
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https://golem.ph.utexas.edu/category/2023/06/compositional_system_dynamics.html


Category theory and AI

Knowledge representation:

The ethos of this research program is that category theory can
serve as a general purpose modeling language for science and en-
gineering. Having internalized this perspective, it is but a short
step to contemplate a general-purpose knowledge representation
system based on category theory.

Our philosophy is that category theory is a universal modeling
language enabling a more expansive understanding of knowledge
representation. (Evan Patterson, Knowledge Representation in
Bicategories of Relations, p. 49)
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Category theory and AI

Category theory is well-suited to inferential and learning processes which
are

Compositional

Structural

Presentable diagrammatically

Hybrid mixes
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Symbolica – $31 million
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ARIA – safeguarded AI - £59 million
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Quantinuum – worth lots
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Philosophical precursors: Peirce

Charles Peirce developed his existential graphs over many years in three
systems: alpha, beta, gamma. The beta system corresponds to first-order
logic.

A recent response:
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Calculus of relations
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Features taken over from Peirce

Variables being captured by wires or strings

Conjunction as absorbed into the syntax

Focus on triadic relations

Reduced set of inference rules

Emphasis on relational composition
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But Peirce’s existential graphs were devised as central to his system of
philosophy

The System of Existential Graphs may be characterized with great
truth as presenting before our eyes a moving picture of thought...
A picture is visual representation of the relations between the parts
of its object; a vivid and highly informative representation, reward-
ing somewhat close examination. (MS, 1908)

Now let us see how the diagram entrains its consequence. The
Diagram sufficiently partakes of the percussivity of a Percept to
determine, as its Dynamic, or Middle, Interpretant, a state of activ-
ity in the Interpreter, mingled with curiosity. (The New Elements,
Vol. 4, p. 318)

Should we look to understand his innovations in their full context...
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...or does Peirce merely provide a potentially useful series of ideas?

(One of my mine): Deduction, induction, abduction as composition,
extension, lifting (see here)

But with Peirce there’s always a larger story:

In any case, Patterson (cited earlier) claims that the path to
knowledge represention via the category or bicategory of relations is
flawed and that double categories are the answer.

Where then Peirce?
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Philosophical precursors: Geometric deep learning and
Cassirer

Cassirer’s 1944 paper The concept of group and the theory of perception
(translated from an earlier article in French) brings together Klein’s
Erlangen Program with the findings of the Gestalt school of psychology.

When we perceive an object or one of its properties we are detecting an
invariant feature of our sensations. E.g., an object of constant size
although it moves; an object of constant colour, although lighting
changes; a tune, although we transpose it to a different key.
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Cassirer
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Erlangen Program

Felix Klein (1872) brings order to the panoply of geometries, organising
classification around group actions – ‘group’ in the mathematical sense
(nLab).
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https://ncatlab.org/nlab/show/Erlangen+program


Geometric deep learning

In this text, we make a modest attempt to apply the Erlangen Pro-
gramme mindset to the domain of deep learning, with the ultimate
goal of obtaining a systematisation of this field and ‘connecting
the dots’. We call this geometrisation attempt ‘Geometric Deep
Learning’, and true to the spirit of Felix Klein, propose to derive
different inductive biases and network architectures implementing
them from first principles of symmetry and invariance.

(Geometric Deep Learning: Grids, Groups, Graphs, Geodesics, and
Gauges, Michael M. Bronstein, Joan Bruna, Taco Cohen, Petar
Veličković, p.2)
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https://arxiv.org/abs/2104.13478
https://arxiv.org/abs/2104.13478


Encoding prior knowledge

Such a ‘geometric unification’ endeavour in the spirit of the Er-
langen Program serves a dual purpose: on one hand, it provides
a common mathematical framework to study the most successful
neural network architectures, such as CNNs, RNNs, GNNs, and
Transformers. On the other, it gives a constructive procedure to
incorporate prior physical knowledge into neural architectures and
provide principled way to build future architectures yet to be in-
vented. (p. 4)
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Equivariance

Two ways to encode group invariance or equivariance:

Algebras for monads of group actions.

Dependence over delooped groups, BG , (see pp. 124-5 of my
MHoTT book relating modal type operators to fixed points and orbits
of actions). (An equivariant map is a morphism in the slice over BG .)
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https://ncatlab.org/davidcorfield/show/Modal+Homotopy+Type+Theory


A generalised form of the first is developed an article, Categorical Deep
Learning: An Algebraic Theory of Architectures timed to launch with
Symbolica.

We present our position on the elusive quest for a general-
purpose framework for specifying and studying deep learning
architectures. Our opinion is that the key attempts made so far
lack a coherent bridge between specifying constraints which mod-
els must satisfy and specifying their implementations. Focusing on
building a such a bridge, we propose to apply category theory
– precisely, the universal algebra of monads valued in a 2-category
of parametric maps – as a single theory elegantly subsuming both
of these flavours of neural network design.

The dream

we hypothesise neural networks that can learn not merely conser-
vation laws... but verifiably correct logical argument, or code.
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Extended Erlangen

Category theory may be “regarded as a continuation of the Klein Erlangen
Programme, in the sense that a geometrical space with its group of
transformations is generalized to a category with its algebra of mappings”
(Eilenberg and Mac Lane 1945)

(Note that the second approach to equivariance may also be enormously
expanded, cf. Higher Klein geometry, which leads to uses in physics–
higher Cartan geometry.)
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Here the writings of this precursor, the neo-Kantian Cassirer, on invariance
and the ‘productive imagination” have not been tapped by current
researchers, nor his immense body of work on ‘Symbolic Forms’ (language,
myth, art, science, religion, history, and later, economy, technology, law,
social life, etc.).

we never find naked sensation as a raw material to which some
form is given: all that is tangible and accessible to us is rather the
concrete determinacy, the living multiformity, of a world of percep-
tion, which is dominated and permeated through and through by
definite modes of formation. (Cassirer, The Philosophy of Sym-
bolic Forms. Vol. III: Phenomenology of Knowledge., 1955, pp.
14–5)

Opportunities for pieces of inspiration or something more systematic?

(Note an affinity between Peirce’s three categories and Cassirer’s triples –

Basisphänomene (Ich – Du – Es), functions (expression - presentation - significance),

expression (mimetic - analogical - symbolic) (cf. Krois here), both focus on semiosis.)
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https://edoc.hu-berlin.de/bitstream/handle/18452/27638/10.1515_SATS.2004.14.pdf?sequence=4&isAllowed=y


Philosophical precursors: Quantum AI

Quantum cognition meets category theory from Quantinuum:

Sean Tull, Razin A. Shaikh, Sara Sabrina Zemljič and Stephen Clark,
From Conceptual Spaces to Quantum Concepts: Formalising and
Learning Structured Conceptual Models

David Corfield Philosophy and Innovation 11 June 2024 33 / 38

https://arxiv.org/abs/2401.08585
https://arxiv.org/abs/2401.08585


Naturally, I’d be keen for a variety of modal homotopy type to feature:
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Exciting work from the physics/computing end: Linear HoTT and QS

QS claimed there to improve on existing quantum programming languages:
Quipper, QWIRE, etc.
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https://ncatlab.org/schreiber/show/QS+--+Quantum+Systems+Language


Philosophers of physics should take note:

Very much computational trinitarian territory.
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Linear HoTT provides a controlled combination of tight type discipline
with the vector space-like feel of much current AI.

If Linear HoTT could also be used in ‘Quantum AI’, we would have a great
many philosophical precursors to revisit, including Hegel:

nLab: Science of Logic
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https://ncatlab.org/nlab/show/Science+of+Logic


To conclude

Three examples out of many possibilities.

Unless these are merely isolated philosophical ideas which fortuitously
happen to play a heuristic role in current data science and AI, there
should be interest in understanding their settings.

Philosophers can then contribute to AI by explaining the contexts of
such ideas.

But category theory relates and unifies different formalisms, so that
perhaps we could use category-theoretic AI to explore connections
within philosophy itself.

Of course, these connections are already there – e.g., Peirce and
Cassirer are both well aware of Kant and Hegel.

But possibly some new light can be cast on these connections.

Maybe we should think about which philosophers are relevant to ACT.
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