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Introduction to the Adams Spectral Sequence

This page gives a detailed introduction to the Adams spectral sequence in its general spectral form (Adams-
Novikov spectral sequence).

For background on spectral sequences see Introduction to Spectral Sequences.

For background on stable homotopy theory see Introduction to Stable homotopy theory.

For background on complex oriented cohomology see Introduction to Cobordism and Complex Oriented
Cohomology.
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The main result of Part 1.1 was the construction of the stable homotopy category Ho(Spectra) (thm., def.) as
a triangulated category (prop.) with graded abelian hom groups [ܺ, ܻ]• (def.).

These are the basic invariants of stable homotopy theory, the stable homotopy groups. They are as rich and
interesting as they are, in general, hard to compute. The archetypical example for this phenonemon are the
stable homotopy groups of spheres (.We compute the first dozen of these, 2-locally, below) .(ॺ)•ߨ

In order to get more control over Ho(Spectra), the main result of Part 1.2 was the construction of tensor
triangulated category structure on Ho(Spectra) (prop.), induced form a symmetric monoidal smash product of
spectra ∧ (thm.)

(Ho(Spectra), ∧ , ॺ) .
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As discussed in Part I (and briefly reviewed below), the tool of choice to break up the computation of stable
homotopy groups in stable homotopy theory into tractable computations in homological algebra are spectral
sequences. These break up computations of stable homotopy groups along chosen filtrations on spectra.
Using the tensor triangulated structure, it turns out that every homotopy commutative ring spectrum ܧ
(def.) induces a well-adapted filtration on spectra that allows to compute the “formal neighbourhood around
Adams spectral-ܧ via a spectral sequence. This is the (nilpotent completion-ܧ called the) in any spectrum ”ܧ
sequence which we discuss here.

Where the Atiyah-Hirzebruch spectral sequence (see part S, this prop.) approximates [ܺ, ܻ]• via the ordinary

cohomology ,ܺ)•ܪ the idea of the Adams spectral sequence is to make use of an auxiliary homotopy ,((ܻ)•ߨ
commutative ring spectrum ܺ and approximate maps of spectra ܧ → ܻ via their image ܧ•(ܺ) → in (ܻ)•ܧ
.generalized homology (rmk)-ܧ

But in order for maps of homology groups to have a chance to retain enough information, they should be
forced to be equivariant with respect to extra structure inherited by forming ܧ-homology.

For instance if ܧ = ॲଶ then the dual Steenrod algebraܪ ࣛ (co-)acts on ܧ•(ܺ) = ,ܺ)•ܪ ॲଶ) and a necessary
condition for a morphism of homology groups to come from a morphism of spectra is that it is a
homomorphism with respect to this co-action. The classical Adams spectral sequence (discussed below),
accordingly, approximates [ܺ, ܻ]• by Homࣛ(ܪ•(ܺ, ॲଶ), ,ܻ)•ܪ ॲଶ)).

More generally, since spectra are equivalently module spectra over the sphere spectrum ॺ, the operation of
forming ܧ-homology spectra ܺ ↦ ܧ ∧ ܵ is equivalently the extension of scalars along the ring unit ॺ⟶ This .ܧ
means that the extra structure inherited by ܧ-homology groups contains the information given by the
further extensions along the cosimplicial diagram

ॺ ⟶ ⟶⟶ܧ ܧ ∧ ⟶⟶ܧ
⟶

∧ܧ ܧ ∧ ⟶⟶ܧ
⟶⟶

⋯ .

In good cases this gives ܧ•(ܺ) the structure of a module over the Hopf algebroid ܧ)•ߨ ∧ (ܧ = (ܧ)•ܧ ⟵
⟵ of •ܧ

“dual ܧ-Steenrod operations”. Accordingly the general ܧ-Adams spectral sequence approximates [ܺ, ܻ]• by

Homா•(ா)(ܧ•(ܺ), .((ܻ)•ܧ

For ܧ = MU, BP, this is the Adams-Novikov spectral sequence, considered below.

We discuss first the

General theory of E-Adams spectral sequences

and then consider the classical

Examples and applications

First we set up the general theory of ܧ-Adams spectral sequences. (We consider examples and applications
further below.)

Literature (Adams 74, part III.15, Bousfield 79, sections 5 and 6, Ravenel 86, appendix A)

1. The spectral sequence

Filtered spectra

We introduce the types of spectral sequences of which the ܧ-Adams spectral sequences (def. 1.14 below)
are an example.

Definition 1.1. A filtered spectrum is a spectrum ܻ ∈ Ho(Spectra) equipped with a sequence
ܻ• : (ℕ, > ) ⟶ Ho(Spectra) in the stable homotopy category (def.) of the form

⋯⟶ ܻଷ ⟶
మ ܻଶ ⟶

భ ܻଵ ⟶
బ ܻ ≔ ܻ .

Remark 1.2. More generally a filtering on an object ܺ in (stable or not) homotopy theory is a ℤ-graded
sequence ܺ• such that ܺ is the homotopy colimit ܺ ≃ lim→⎯⎯ ܺ•. But for the present purpose we stick with the

simpler special case of def. 1.1.

Remark 1.3. There is no condition on the morphisms in def. 1.1. In particular, they are not required to be
n-monomorphisms or n-epimorphisms for any ݊.

On the other hand, while they are also not explicitly required to have a presentation by cofibrations or
fibrations, this follows automatically: by the existence of the model structure on topological sequential
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spectra (thm.) or equivalently (thm.) the model structure on orthogonal spectra (thm.), every filtering on
a spectrum is equivalent to one in which all morphisms are represented by cofibrations or by fibrations.

This means that we may think of a filtration on a spectrum in the sense of def. 1.1 as equivalently being a
tower of fibrations over that spectrum.

The following definition 1.4 unravels the structure encoded in a filtration on a spectrum, and motivates the
concepts of exact couples and their spectral sequences from these.

Definition 1.4. (exact couple of a filtered spectrum)

Consider a spectrum ܺ ∈ Ho(Spectra) and a filtered spectrum ܻ• as in def. 1.1.

Write ܣ for the homotopy cofiber of its ݇th stage, such as to obtain the diagram

⋯ ⟶ ܻଷ ⟶
మ ܻଶ ⟶

భ ܻଵ ⟶
బ ܻ

↓య ↓మ ↓భ ↓బ

ଷܣ ଶܣ ଵܣ ܣ

where each stage

ܻ+ଵ ⟶
ೖ ܻ

↓ೖ

ܣ

is a homotopy cofiber sequence (def.), hence equivalently (prop.) a homotopy fiber sequence, hence
where

ܻ+ଵ ⟶
ೖ ܻ ⟶

ೖ ܣ ⟶
ೖ +ଵܻߑ

is an exact triangle (prop.).

Apply the graded hom-group functor [ܺ, −]• (def.) to the above tower. This yields a diagram of ℤ-graded

abelian groups of the form

⋯ ⟶ [ܺ, ܻଷ]• →⎯⎯⎯⎯⎯
[,మ]•) [ܺ, ܻଶ]• →⎯⎯⎯⎯

[,భ]• [ܺ, ܻଵ]• →⎯⎯⎯⎯
[,బ]• [ܺ, ܻ]•

↓[,య]• ↓[,మ]• ↓[,భ]• ↓[,బ]•

[ܺ, •[ଷܣ [ܺ, •[ଶܣ [ܺ, •[ଵܣ [ܺ, •[ܣ

,

where each hook at stage ݇ extends to a long exact sequence of homotopy groups (prop.) via connecting
homomorphisms [ܺ, ℎ]•

⋯ → [ܺ, •[ܣ +ଵ →⎯⎯⎯⎯⎯⎯⎯
[,ೖ ]• +భ [ܺ, ܻ+ଵ]• →⎯⎯⎯⎯⎯

[,ೖ]• [ܺ, ܻ]• →⎯⎯⎯⎯⎯
[,ೖ]• [ܺ, •[ܣ →⎯⎯⎯⎯⎯

[,ೖ]• [ܺ, ܻ+ଵ]• −ଵ → ⋯ .

If we regard the connecting homomorphism [ܺ, ℎ] as a morphism of degree -1, then all this information
fits into one diagram of the form

⋯ ⟶ [ܺ, ܻଷ]• →⎯⎯⎯⎯
[,మ]• [ܺ, ܻଶ]• →⎯⎯⎯⎯

[,భ]• [ܺ, ܻଵ]• →⎯⎯⎯⎯
[,బ]• [ܺ, ܻ]•

↓ ↖
[,మ]•

↓ ↖
[,భ]•

↓ ↖
[,బ]•

↓[,బ]•

[ܺ, •[ଷܣ [ܺ, •[ଶܣ [ܺ, •[ଵܣ [ܺ, •[ܣ

,

where each triangle is a rolled-up incarnation of a long exact sequence of homotopy groups (and in
particular is not a commuting diagram!).

If we furthermore consider the bigraded abelian groups [ܺ, ܻ•]• and [ܺ, then this information may ,•[•ܣ

further be rolled-up to a single diagram of the form

[ܺ, ܻ•]• →⎯⎯⎯⎯
[,•]• [ܺ, ܻ•]•

[,•]•
↖ ↓[,•]•

[ܺ, •[•ܣ

.

Specifically, regard the terms here as bigraded in the following way

,ܺ)௦,௧ܦ ܻ) ≔ [ܺ, ܻ௦]௧−௦

,ܺ)௦,௧ܧ ܻ) ≔ [ܺ, ௦]௧−௦ܣ
.
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Then the bidegree of the morphisms is

morphismbidegree
[ܺ, ݂] (−1, −1)

[ܺ, ݃] (0, 0)

[ܺ, ℎ] (1, 0)

This way ݐ counts the cycles of going around the triangles:

⋯ → ,ܺ)௦+ଵ,௧+ଵܦ ܻ) →⎯⎯⎯
[,]

,ܺ)௦,௧ܦ ܻ) →⎯⎯⎯
[,]

,ܺ)௦,௧ܧ ܻ) →⎯⎯⎯
[,]

,ܺ)௦+ଵ,௧ܦ ܻ) → ⋯

Data of this form is called an exact couple, def. 1.6 below.

Definition 1.5. An unrolled exact couple (of Adams-type) is a diagram of abelian groups of the form

⋯ ⟶ ࣞଷ, • ⟶
మ ࣞଶ, • ⟶

భ ࣞଵ, • ⟶
బ ࣞ, •

↓ ↖
మ

మ ↓ ↖
భ

భ ↓ ↖
బ

↓బ

ℰଷ, • ℰଶ, • ℰଵ, • ℰ, •

such that each triangle is a rolled-up long exact sequence of abelian groups of the form

⋯ → ࣞ௦+ଵ,௧+ଵ ⟶
ೞ ࣞ௦,௧ ⟶

ೞ ℰ௦,௧ ⟶
ೞ ࣞ௦+ଵ,௧ → ⋯ .

The collection of this “un-rolled” data into a single diagram of abelian groups is called the corresponding
exact couple.

Definition 1.6. An exact couple is a diagram (non-commuting) of abelian groups of the form

ࣞ ⟶


ࣞ

 ↖ ↓

ℰ

,

such that this is exact in each position, hence such that the kernel of every morphism is the image of the
preceding one.

The concept of exact couple so far just collects the sequences of long exact sequences given by a filtration.
Next we turn to extracting information from this sequence of sequences.

Remark 1.7. The sequence of long exact sequences in def. 1.4 is inter-locking, in that every [ܺ, ܻ௦]௧−௦
appears twice:

↘ ↗

[ܺ, ܻ௦+ଵ]௧−௦−ଵ
[,] ↗ ↘[,] ↗

[ܺ, ௦]௧−௦ܣ ⟶
ௗభ

[ܺ, ௦+ଵ]௧−௦−ଵܣ ⟶
ௗభ [ܺ, ௦+ଶ]௧−௦−ଶܣ

↗ [,] ↘ ↗[,]

[ܺ, ܻ௦+ଶ]௧−௦−ଶ

↗ ↘

This gives rise to the horizontal (“splicing”) composites ݀ଵ, as shown, and by the fact that the diagonal
sequences are long exact, these are differentials in that they square to zero: (݀ଵ)

ଶ = 0. Hence there is a
cochain complex:

⋯ ⟶ [ܺ, ௦]௧−௦ܣ ⟶
ௗభ [ܺ, ௌ+ଵ]௧−௦−ଵܣ ⟶

ௗభ [ܺ, ௦+ଶ]௧−௦−ଶܣ ⟶ ⋯ .

We may read off from these interlocking long exact sequences what these differentials mean, as follows.
An element ܿ ∈ [ܺ, ̂ܿ ௦]௧−௦ lifts to an elementܣ ∈ [ܺ, ܻ௦+ଶ]௧−௦−ଵ precisely if ݀ଵܿ = 0:

ܿ̂ ∈ [ܺ, ܻ௦+ଶ]௧−௦−ଵ

↘[,]

[ܺ, ܻ௦+ଵ]௧−௦−ଵ
[,] ↗ ↘[,]

ܿ ∈ [ܺ, ௦]௧−௦ܣ ⟶
ௗభ

[ܺ, ௦+ଵ]௧−௦−ଵܣ
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In order to organize this observation, notice that in terms of the exact couple of remark 1.4, the
differential

݀ଵ ≔ [ܺ, ݃] ∘ [ܺ, ℎ]

is the composite

݀ ≔ ݆ ∘ ݇ .

Some terminology:

Definition 1.8. Given an exact couple, def. 1.6,

ࣞ • , • ⟶


ࣞ • , •

 ↖ ↓

ℰ • , •

observe that the composite

݀ ≔ ݆ ∘ ݇

is a differential in that it squares to 0, due to the exactness of the exact couple:

݀ ∘ ݀ = ݆ ∘ ݇ ∘ถ݆
=

∘ ݇

= 0
.

One says that the page of the exact couple is the graded chain complex

(ℰ • , • , ݀ ≔ ݆ ∘ ݇) .

Given a cochain complex like this, we are to pass to its cochain cohomology. Since the cochain complex
here has the extra structure that it arises from an exact couple, its cohomology groups should still
remember some of that extra structure. Indeed, the following says that the remaining extract structure on
the cohomology of the page of an exact couple is itself again an exact couple, called the “derived exact
couple”.

Definition 1.9. Given an exact couple, def. 1.6, then its derived exact couple is the diagram

ࣞ̃ ⟶
̃

ࣞ̃

̃ ↖ ↓ ̃

ℰ̃

≔

im(݅) ⟶


im(݅)

 ↖ ↓ ݆ ∘ ݅−ଵ

,ℰ)ܪ ݆ ∘ ݇)

with

ℰ̃ ≔ ker(݀)/im(݀) (with ݀ ≔ ݆ ∘ ݇ from def. 1.8);1. 

ࣞ̃ ≔ im(݅);2. 

ଓ̃ ≔ ݅|୧୫();3. 

ଔ̃ ≔ ݆ ∘ ݅−ଵ (where ݅−ଵ is the operation of choosing any preimage under ݅);4. 

݇̃ ≔ ݇|୩ୣ୰(ௗ).5. 

Lemma 1.10. The derived exact couple in def. 1.9 is well defined and is itself an exact couple, def. 1.6.

Proof. This is straightforward to check. For completeness we spell it out:

First consider that the morphisms are well defined in the first place.

It is clear that ଓ̃ is well-defined.

That ଔ̃ lands in ker(݀): it lands in the image of ݆ which is in the kernel of ݇, by exactness, hence in the kernel
of ݀ by definition.

That ଔ̃ is independent of the choice of preimage: For any ݔ ∈ ࣞ̃ = im(݅), let ݕ, ′ݕ ∈ ࣞ be two preimages under ݅,
hence ݅(ݕ) = (′ݕ)݅ = ′ݕ)݅ This means that .ݔ (ݕ− = 0, hence that ݕ′ ݕ− ∈ ker(݅), hence that ݕ′ ݕ− ∈ im(݇), hence
there exists ݖ ∈ ℰ such that ݕ′ = ݕ + (′ݕ)݆ hence ,(ݖ)݇ = (ݕ)݆ + ((ݖ)݇)݆ = (ݕ)݆ + (ݖ)݀ but ,(ݖ)݀ = 0 in ℰ̃.

That ݇̃ vanishes on im(݀): because im(݀) ⊂ im(݆) and hence by exactness.
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That ݇̃ lands in im(݅): since it is defined on ker(݀) = ker(݆ ∘ ݇) it lands in ker(݆). By exactness this is im(݅).

That the sequence of maps is again exact:

The kernel of ଔ̃ is those ݔ ∈ im(݅) such that their preimage ݅−ଵ(ݔ) is still in im(ݔ) (by exactness of the original
exact couple) hence such that ݔ ∈ im(݅ |୧୫() ), hence such that ݔ ∈ im(ଓ̃).

The kernel of ݇̃ is the intersection of the kernel of ݇ with the kernel of ݀ = ݆ ∘ ݇, wich is still the kernel of ݇,
hence the image of ݆, by exactness. Indeed this is also still the image of ଔ̃, since for every ݔ ∈ ࣞ then
ଔ̃(݅(ݔ)) = .(ݔ)݆

The kernel of ଓ̃ is ker(݅) ∩ im(݅) ≃ im(݇) ∩ im(݅), by exactness. Let ݔ ∈ ℰ such that ݇(ݔ) ∈ im(݅), then by exactness

(ݔ)݇ ∈ ker(݆) hence ݆(݇(ݔ)) = (ݔ)݀ = 0, hence ݔ ∈ ker(݀) and so ݇(ݔ) = ▮  .(ݔ)̃݇

Definition 1.11. Given an exact couple, def. 1.6, then the induced spectral sequence of the exact
couple is the sequence of pages, def. 1.8, of the induced sequence of derived exact couples, def. 1.9,
lemma 1.10.

The ݎth page of the spectral sequence is the page (def. 1.8) of the ݎth exact couple, denoted

{ℰ, ݀} .

Remark 1.12. So the spectral sequence of an exact couple (def. 1.11) is a sequence of cochain complexes
(ℰ , ݀), where the cohomology of one is the terms of the next one:

ℰ+ଵ ≃ ,ℰ)ܪ ݀) .

In practice this is used as a successive stagewise approximation to the computation of a limiting term ℰஶ.
What that limiting term is, if it exists at all, is the subject of convergence of the spectral sequence, we
come to this below.

Def. 1.11 makes sense without a (bi-)grading on the terms of the exact couple, but much of the power of
spectral sequences comes from the cases where such a bigrading is given, since together with the sequence
of pages of the spectral sequence, this tends to organize computation of the successive cohomology groups
in an efficient way. Therefore consider:

Definition 1.13. Given a filtered spectrum as in def. 1.1,

⋯ ⟶ ܺଷ ⟶
మ ܺଶ ⟶

భ ܺଵ ⟶
బ ܺ

↓య ↓మ ↓భ ↓బ

ଷܣ ଶܣ ଵܣ ܣ

and given another spectrum ܺ ∈ Ho(Spectra), the induced spectral sequence of a filtered spectrum is
the spectral sequence that is induced, by def. 1.11 from the exact couple (def. 1.6) given by def. 1.4:

ࣞ ⟶


ࣞ

 ↖ ↓

ℰ

≔

⊕௦,௧ ܦ
௦,௧(ܺ, ܻ) →⎯⎯⎯

[,]
⊕௦,௧ ܦ

௦,௧(ܺ, ܻ)

[,] ↖ ↓[,]

⊕௦,௧ ܧ
௦,௧(ܺ, ܻ)

≔

⊕௦,௧ [ܺ, ܻ௦]௧−௦ →⎯⎯⎯
[,]

⊕௦,௧ [ܺ, ܻ௦]௧−௦

[,] ↖ ↓[,]

[ܺ, ௦]௧−௦ܣ

with the following bidegree of the differentials:

deg =

ࣞ →⎯⎯⎯⎯⎯⎯
(−ଵ, −ଵ)

ࣞ

(ଵ,) ↖ ↓(,)

ℰ

.

In particular the first page is

ℰଵ
௦,௧ = [ܺ, ௦]௧−௦ܣ
݀ଵ = [ܺ, ݃ ∘ ℎ] .

As we pass to derived exact couples, by def. 1.9, the bidegree of ݅ and ݇ is preserved, but that of ݆
increases by (1, 1) with each page, since (by def. 1.8)

deg(ଔ̃) = deg(݆ ∘ ݅−ଵ)

= deg(݆) − deg(݅)

= deg(݆) + (1, 1)

.

Similarly the first differential has degree

Introduction to the Adams Spectral Sequence in nLab https://ncatlab.org/nlab/print/Introduction+to+the+Adams+Spectral+S...

6 of 53 09.05.17, 16:05



deg(݆ ∘ ݇) = deg(݆) + deg(݇)

= (1, 0) + (0, 0)

= (1, 0)

and so the differentials on the ݎth page are of the form

݀ : ℰ
௦,௧ ⟶ ℰ

௦+,௧+−ଵ .

It is conventional to depict this in tables where ݏ increases
vertically and upwards and ݐ − increases horizontally and to ݏ
the right, so that ݀ goes up ݎ steps and always one step to
the left. This is the “Adams type” grading convention for
spectral sequences (different from the Serre-Atiyah-
Hirzebruch spectral sequence convention (prop.)). One also
says that

;is the filtration degree ݏ

ݐ − ;is the total degree ݏ

.is the internal degree ݐ

A priori all this is ℕ× ℤ-graded, but we regard it as being ℤ × ℤ-graded by setting

ࣞ௦ழ, • ≔ 0 , ℰ௦ழ, • ≔ 0

and trivially extending the definition of the differentials to these zero-groups.

Adams filtrations-ܧ

Given a homotopy commutative ring spectrum ,ܧ) ,ߤ ݁), then an ܧ-Adams spectral sequence is a spectral
sequence as in def. 1.13, where each cofiber is induced from the unit morphism ݁ : ॺ ⟶ :ܧ

Definition 1.14. Let ܺ, ܻ ∈ Ho(Spectra) be two spectra (def.), and let (ܧ, ,ߤ ݁) ∈ CMon(Ho(Spectra), ∧ , ॺ) be a
homotopy commutative ring spectrum (def.) in the tensor triangulated stable homotopy category
(Ho(Spectra), ∧ , ॺ) (prop.).

Then the ܧ-Adams spectral sequence for the computation of the graded abelian group

[ܺ, ܻ]• ≔ [ܺ, [ܻ•−ߑ

of morphisms in the stable homotopy category (def.) is the spectral sequence of a filtered spectrum (def.
1.13) of the image under [ܺ, −]• of the tower

⋮
బ ↓

ܻଷ ⟶
య ܧ ∧ ܻଷ = ଷܣ

బ ↓

ܻଶ ⟶
మ ܧ ∧ ܻଶ = ଶܣ

బ ↓

ܻଵ ⟶
భ ܧ ∧ ܻଵ = ଵܣ

బ ↓

ܻ = ܻ ⟶
బ ܧ ∧ ܻ = ܣ

,

where each hook is a homotopy fiber sequence (equivalently a homotopy cofiber sequence, prop.), hence
where each

ܻ+ଵ ⟶
 ܻ ⟶

 ܣ ⟶
 +ଵܻߑ

is an exact triangle (prop.), where inductively

ܣ ≔ ܧ ∧ ܻ

is the derived smash product of spectra (corollary) of ܧ with the stage ܻ (cor.), and where

݃ : ܻ →⎯⎯
≃

ℓೊ
−భ

ॺ ∧ ܻ →⎯⎯⎯
∧୧ୢ

ܧ ∧ ܻ
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is the composition of the inverse derived unitor on ܻ (cor.) with the derived smash product of spectra of
the unit ݁ of ܧ and the identity on ܻ.

Hence, by def 1.13, the first page is

ଵܧ
௦,௧(ܺ, ܻ) ≔ [ܺ, ௦]௧−௦ܣ

݀ଵ = [ܺ, ݃ ∘ ℎ]

and the differentials are of the form

݀ : ܧ
௦,௧(ܺ, ܻ) ⟶ ܧ

௦+,௧+−ଵ(ܺ, ܻ) .

A priori ܧ
• , •(ܺ, ܻ) is ℕ× ℤ-graded, but we regard it as being ℤ × ℤ-graded by setting

ܧ
௦ழ, •(ܺ, ܻ) ≔ 0

and trivially extending the definition of the differentials to these zero-groups.

(Adams 74, theorem 15.1 page 318)

Remark 1.15. The morphism

[ܺ, ݃] : [ܺ, ܻ]• →⎯⎯⎯⎯⎯⎯⎯⎯
[,∧୧ୢೊೖ

]
[ܺ, ܧ ∧ ܻ]•

in def. 1.14 is sometimes called the Boardman homomorphism (Adams 74, p. 58).

For ܺ = ॺ the sphere spectrum it reduces to a canonical morphism from stable homotopy to generalized
homology (rmk.)

(݃)•ߨ : (ܻ)•ߨ ⟶ (ܻ)•ܧ .

For ܧ = HA an Eilenberg-MacLane spectrum (def.) this in turn reduces to the Hurewicz homomorphism
for spectra.

This way one may think of the ܧ-Adams filtration on ܻ in def. 1.14 as the result of filtering any spectrum ܻ
by iteratively projecting out all its ܧ-homology. This idea was historically the original motivation for the
construction of the classical Adams spectral sequence by John Frank Adams, see the first pages of (Bruner
09) for a historical approach.

It is convenient to adopt the following notation for ܧ-Adams spectral sequences (def. 1.14):

Definition 1.16. For (ܧ, ,ߤ ݁) ∈ CMon(Ho(Spectra), ∧ , ॺ) a homotopy commutative ring spectrum (def.), write ̅̅̅ܧ
for the homotopy fiber of its unit ݁:ॺ → i.e. such that there is a homotopy fiber sequence (equivalently a ,ܧ
homotopy cofiber sequence, prop.) in the stable homotopy category Ho(Spectra) of the form

ܧ̅̅̅ ̅⟶ ॺ ⟶

ܧ ,

equivalently an exact triangle (prop.) of the form

ܧ̅̅̅ ̅⟶ ॺ ⟶

⟶ܧ ܧ̅̅̅ߑ ̅ .

(Adams 74, theorem 15.1 page 319) Beware that for instance (Hopkins 99, proof of corollary 5.3) uses “̅̅̅ܧ”̅

not for the homotopy fiber of ॺ →

according to (Adams̅ ܧ̅̅̅ߑ but for its homotopy cofiber, hence for what is ܧ

74).

Lemma 1.17. In terms of def. 1.16, the spectra entering the definition of the ܧ-Adams spectral sequence in
def. 1.14 are equivalently

ܻ ≃ ܧ̅̅̅

∧ ܻ

and

ܣ ≃ ܧ ∧ ܧ̅̅̅
̅
∧ ܻ .

where we write

̅ܧ̅̅̅ ≔ ܧ̅̅̅ ∧̅ ⋯ ∧ ܧ̅̅ ̅ᇣ ᇤ ᇥᇧᇧ ᇧᇧ
 ୟୡ୲୭୰ୱ

∧ ܻ .

Hence the first page of the ܧ-Adams spectral sequence reads equivalently

ଵܧ
௦,௧(ܺ, ܻ) ≃ [ܺ, ܧ ∧ ܧ̅̅̅

௦
∧ ܻ]௧−௦ .
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(Adams 74, theorem 15.1 page 319)

Proof. By definition the statement holds for  = 0. Assume then by induction that it holds for some  ≥ 0.
Since the smash product of spectra-functor (−) ∧ ܧ̅̅̅ ̅ ∧ ܻ preserves homotopy cofiber sequences (lemma, this
is part of the tensor triangulated structure of the stable homotopy category), its application to the homotopy
cofiber sequence

ܧ̅̅̅ ̅⟶ ॺ ⟶

ܧ

from def. 1.16 yields another homotopy cofiber sequence, now of the form

ܧ̅̅̅ ̅+ଵ ∧ ܻ ⟶ ܧ̅̅̅ ̅ ∧ ܻ ⟶


ܧ ∧ ܧ̅̅̅ ̅ ∧ ܻ

where the morphism on the right is identified as ݃ by the induction assumption, hence ܣ+ଵ ≃ ܧ ∧ ܧ̅̅ ̅

∧ ܻ.

Since ܻ+ଵ is defined to be the homotopy fiber of ݃, it follows that ܻ+ଵ ≃ ܧ̅̅̅ ̅+ଵ ∧ ܻ.  ▮

Remark 1.18. Terminology differs across authors. The filtration in def. 1.14 in the rewriting by lemma 1.17
is due to (Adams 74, theorem 15.1), where it is not give any name. In (Ravenel 84, p. 356) it is called the
(canonical) Adams tower while in (Ravenel 86, def. 2.21) it is called the canonical Adams resolution.
Several authors follow the latter usage, for instance (Rognes 12, def. 4.1). But (Hopkins 99) uses “Adams
resolution” for the “ܧ-injective resolutions” (see here) and uses “Adams tower” for yet another concept
(def.).

We proceed now to analyze the first two pages and then the convergence properties of ܧ-Adams spectral
sequences of def. 1.14.

2. The first page

By lemma 1.17 the first page of an ܧ-Adams spectral sequence (def. 1.14) looks like

ଵܧ
௦,௧(ܺ, ܻ) ≃ [ܺ, ܧ ∧ ܧ̅̅̅

௦
∧ ܻ]௦−௧ .

We discuss now how, under favorable conditions, these hom-groups may alternatively be computed as
morphisms of ܧ-homology equipped with suitable comodule structure over a Hopf algebroid structure on the
dual ܧ-Steenrod operations Then below we discuss that, as .((.rmk) ܧ generalized homology of-ܧ The) (ܧ)•ܧ
a result, the ݀ଵ-cohomology of the first page computes the Ext-groups from the ܧ-homology of ܻ to the
.comodules-(ܧ)•ܧ homology of ܺ, regarded as-ܧ

The condition needed for this to work is the following.

Flat homotopy ring spectra

Definition 2.1. Call a homotopy commutative ring spectrum ,ܧ) ,ߤ ݁) (def.) flat if the canonical right
equivalently the canonical left module struture, see prop. 2.5) (.prop) (ܧ)•ܧ module structure on-(ܧ)•ߨ
below) is a flat module.

The key consequence of the assumption that ܧ is flat in the sense of def. 2.1 is the following.

Proposition 2.2. Let (ܧ, ,ߤ ݁) be a homotopy commutative ring spectrum (def.) and let ܺ ∈ Ho(Spectra) be any
spectrum. Then there is a homomorphism of graded abelian groups of the form

గ•(ா)⊗(ܧ)•ܧ
(ܺ)•ܧ ⟶ [ॺ,ܧ ∧ ܧ ∧ ܺ]• = ܧ)•ߨ ∧ ܧ ∧ ܺ)

(for ܧ•(−) the canonical (ܧ)•ߨ-modules from this prop.) given on elements

భॺߑ ⟶
ఈభ ܧ ∧ ܧ , మॺߑ ⟶

ఈమ ܧ ∧ ܺ

by

ଵߙ ⋅ ଶߙ : ߑ
భ+మॺ ⟶≃ భॺߑ ∧ మॺߑ →⎯⎯⎯⎯

ఈభ ∧ఈమ ܧ ∧ ܧ ∧ ܧ ∧ ܺ →⎯⎯⎯⎯⎯⎯⎯⎯
୧ୢಶ ∧ఓ∧୧ୢ ܧ ∧ ܧ ∧ ܺ .

If (ܧ)•ܧ is a flat module over (ܧ)•ߨ then this is an isomorphism.

(Adams 69, lecture 3, lemma 1 (p. 68), Adams 74, part III, lemma 12.5)

Proof. First of all, that the given pairing is a well defined homomorphism (descends from (ܧ)•ܧ × to (ܺ)•ܧ
(ܧ)•ܧ ⊗గ•(ா)

.ߤ follows from the associativity of ((ܺ)•ܧ

We discuss that it is an isomorphism when (ܧ)•ܧ is flat over (ܧ)•ߨ:
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First consider the case that ܺ ≃ ॺ is a suspension of the sphere spectrum. Then (by this example, usingߑ
the tensor triangulated stucture on the stable homotopy category (prop.))

(ܺ)•ܧ = ߑ)•ܧ
ܺ) ≃ •ߨ −(ܧ)

and

ܧ)•ߨ ∧ ܧ ∧ ܺ) = ܧ)•ߨ ∧ ܧ ∧ ߑ
ॺ) ≃ •ܧ −(ܧ)

and

గ•(ா)⊗(ܧ)•ܧ
•ߨ −(ܧ) ≃ •ܧ −(ܧ)

Therefore in this case we have an isomorphism for all ܧ.

For general ܺ, we may without restriction assume that ܺ is represented by a sequential CW-spectrum
(prop.). Then the homotopy cofibers of its cell attachment maps are suspensions of the sphere spectrum
(rmk.).

First consider the case that ܺ is a CW-spectrum with finitely many cells. Consider the homotopy cofiber
sequence of the (݇ + 1)st cell attachment (by that remark):

ೖ−ଵॺߑ ⟶ ܺ ⟶ ܺ+ଵ ⟶ ೖॺߑ ⟶ ܺߑ

and its image under the natural morphism (ܧ)•ܧ⊗గ•(ா)
(−)•ܧ → ,ॺ])•ߨ ܧ ∧ ܧ ∧ (−)]), which is a commuting

diagram of the form

(ܧ)•ܧ ⊗గ•(ா)
ߑ)•ܧ

ೖ−ଵॺ) ⟶ (ܧ)•ܧ ⊗గ•(ா)
(ܺ)•ܧ ⟶ (ܧ)•ܧ ⊗గ•(ா)

(+ଵܺ)•ܧ ⟶ గ•(ா)⊗(ܧ)•ܧ
ߑ)•ܧ

ೖॺ) ⟶ (ܧ)•ܧ ⊗గ•(ா)
ܺߑ)•ܧ

↓ ↓ ↓ ↓ ↓

[ॺ, ܧ ∧ ܧ ∧ •[ೖ−ଵॺߑ ⟶ [ॺ,ܧ ∧ ܧ ∧ ܺ]• ⟶ [ॺ,ܧ ∧ ܧ ∧ ܺ+ଵ]• ⟶ [ॺ, ܧ ∧ ܧ ∧ •[ೖॺߑ ⟶ [ॺ, ܧ ∧ ܧ ∧ •[ܺߑ

Here the bottom row is a long exact sequence since ܧ ∧ ܧ ∧ (−) preserves homotopy cofiber sequences (by
this lemma, part of the tensor triangulated structure on Ho(Spectra) prop.), and since [ॺ, −]• ≃ sends (−)•ߨ

homotopy cofiber sequences to long exact sequences (prop.). By the same reasoning, ܧ•(−) of the
homotopy cofiber sequence is long exact; and by the assumption that (ܧ)•ܧ is flat, the functor
(ܧ)•ܧ ⊗గ•(ா)

(−) preserves this exactness, so that also the top row is a long exact sequence.

Now by induction over the cells of ܺ, the outer four vertical morphisms are isomorphisms. Hence the
5-lemma implies that also the middle morphism is an isomorphism.

This shows the claim inductively for all finite CW-spectra. For the general statement, now use that

every CW-spectrum is the filtered colimit over its finite CW-subspectra;1. 

the symmetric monoidal smash product of spectra ∧ (def.) preserves colimits in its arguments
separately (since it has a right adjoint (prop.));

2. 

[ॺ, −]• ≃ commutes over filtered colimits of CW-spectrum inclusions (by this lemma, since spheres (−)•ߨ

are compact);

3. 

గ•(ா)⊗(ܧ)•ܧ
(−) distributes over colimits (it being a left adjoint).4. 

  ▮

Using prop. 2.2, we find below (theorem 2.34) that the first page of the ܧ-Adams spectral sequence may be
equivalently rewritten as hom-groups of comodules over (ܧ)•ܧ regarded as a graded commutative Hopf
algebroid. We now first discuss what this means.

The ܧ-Steenrod algebra

We discuss here all the extra structure that exists on the ܧ-self homology (ܧ)•ܧ of a flat homotopy
commutative ring spectrum. For ܧ = ॲ the Eilenberg-MacLane spectrum on a prime field this reduces toܪ
the classical structure in algebraic topology called the dual Steenrod algebra ࣛ

* . Therefore one may
generally speak of (ܧ)•ܧ as being the dual ܧ-Steenrod algebra.

Without the qualifier “dual” then “ܧ-Steenrod algebra” refers to the ܧ-self-cohomology (ܧ)•ܧ. For ܧ = ॲ thisܪ
Steenrod algebra ࣛ (without “dual”) is traditionally considered first, and the classical Adams spectral
sequence was originally formulated in terms of ࣛ instead of ࣛ

* . But one observes (Adams 74, p. 280) that
the “dual” Steenrod algebra (ܧ)•ܧ is much better behaved, at least as long as ܧ is flat in the sense of def.
2.1.
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Moreover, the dual ܧ-Steenrod algebra (ܧ)•ܧ is more fundamental in that it reflects a stacky geometry
secretly underlying the ܧ-Adams spectral sequence (Hopkins 99). This is the content of the concept of
“commutative Hopf algebroid” (def. 2.9 below) which is equivalently the formal dual of a groupoid internal to
affine schemes, def. 2.6.

A simple illustrative archetype of the following construction of commutative Hopf algebroids from homotopy
commutative ring spectra is the following situation:

For ܺ a finite set consider

ܺ × ܺ × ܺ

↓ ∘ = (୮୰భ ,୮୰య)

ܺ × ܺ
௦=୮୰భ ↓ ↑ ↓௧=୮୰మ

ܺ

as the (“codiscrete”) groupoid with ܺ as objects and precisely one morphism from every object to every
other. Hence the composition operation ∘, and the source and target maps are simply projections as shown.
The identity morphism (going upwards in the above diagram) is the diagonal.

Then consider the image of this structure under forming the free abelian groups ℤ[ܺ], regarded as
commutative rings under pointwise multiplication.

Since

ℤ[ܺ × ܺ] ≃ ℤ[ܺ] ⊗ ℤ[ܺ]

this yields a diagram of homomorphisms of commutative rings of the form

(ℤ[ܺ] ⊗ ℤ[ܺ])⊗ℤ[] (ℤ[ܺ] ⊗ ℤ[ܺ])

↑

ℤ[ܺ] ⊗ ℤ[ܺ]

↑ ↓ ↑

ℤ[ܺ]

satisfying some obvious conditions. Observe that here

the two morphisms ℤ[ܺ] ⇉ ℤ[ܺ] ⊗ ℤ[ܺ] are ݂ ↦ ݂⊗ ݁ and ݂ ↦ ݁⊗ ݂, respectively, where ݁ denotes the unit
element in ℤ[ܺ];

1. 

the morphism ℤ[ܺ] ⊗ ℤ[ܺ] → ℤ[ܺ] is the multiplication in the ring ℤ[ܺ];2. 

the morphism

ℤ[ܺ] ⊗ ℤ[ܺ] ⟶ ℤ[ܺ] ⊗ ℤ[ܥ] ⊗ ℤ[ܥ] ⟶≃ (ℤ[ܺ]⊗ ℤ[ܺ])⊗ℤ[] (ℤ[ܺ] ⊗ ℤ[ܺ])

is given by ݂⊗ ݃ ↦ ݂⊗ ݁⊗ ݃.

3. 

All of the following rich structure is directly modeled on this simplistic example. We simply

replace the commutative ring ℤ[ܺ] with any flat homotopy commutative ring spectrum  .1,ܧ

replace tensor product of abelian groups ⊗ with derived smash product of spectra;2. 

and form the stable homotopy groups  .of all resulting expressions.3 (−)•ߨ

Definition 2.3. Let (ܧ, ,ߤ ݁) be a homotopy commutative ring spectrum (def.) which is flat according to def.
2.1.

Then the dual ܧ-Steenrod algebra is the pair of graded abelian groups

,(ܧ)•ܧ) ((ܧ)•ߨ

(rmk.) equipped with the following structure:

the graded commutative ring structure

(ܧ)•ߨ ⊗ (ܧ)•ߨ ⟶ (ܧ)•ߨ

induced from ܧ being a homotopy commutative ring spectrum (prop.);

1. 
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the graded commutative ring structure

⊗(ܧ)•ܧ (ܧ)•ܧ ⟶ (ܧ)•ܧ

induced from the fact that with ܧ also ܧ ∧ is canonically a homotopy commutative ring spectrum ܧ
(exmpl.), so that also (ܧ)•ܧ = ܧ)•ߨ ∧ ;is a graded commutative ring (prop.) (ܧ

2. 

the homomorphism of graded commutative rings

ߖ : (ܧ)•ܧ ⟶ (ܧ)•ܧ ⊗గ•(ா)
(ܧ)•ܧ

induced under ߨ•(−) from

ܧ ∧ ܧ →⎯⎯⎯⎯⎯⎯
୧ୢ∧∧୧ୢ

ܧ ∧ ܧ ∧ ܧ

via prop. 2.2;

3. 

the homomorphisms of graded commutative rings

ߟ : (ܧ)•ߨ ⟶ (ܧ)•ܧ

and

ோߟ : (ܧ)•ߨ ⟶ (ܧ)•ܧ

induced under ߨ•(−) from the homomorphisms of commutative ring spectra

ܧ ሱሮ⎯
≃

ಶ
−భ

ܧ ∧ ॺ →⎯⎯⎯
୧ୢ∧

ܧ ∧ ܧ

and

ܧ ሱሮ⎯
≃

ℓಶ
−భ

ॺ ∧ ܧ →⎯⎯⎯
୧ୢ∧

ܧ ∧ ܧ ,

respectively (exmpl.);

4. 

the homomorphism of graded commutative rings

߳ : (ܧ)•ܧ ⟶ (ܧ)•ߨ

induced under ߨ•(−) from

ߤ : ܧ ∧ ܧ ⟶ ܧ

regarded as a homomorphism of homotopy commutative ring spectra (exmpl.);

5. 

the homomorphisms graded commutative rings

ܿ : (ܧ)•ܧ ⟶ (ܧ)•ܧ

induced under ߨ•(−) from the braiding

߬ா,ா : ܧ ∧ ܧ ⟶ ܧ ∧ ܧ

regarded as a homomorphism of homotopy commutative ring spectra (exmpl.).

6. 

(Adams 69, lecture 3, pages 66-68)

Notice that (as verified by direct unwinding of the definitions):

Lemma 2.4. For (ܧ, ,ߤ ݁) a homotopy commutative ring spectrum (def.), consider (ܧ)•ܧ with its canonical left
and right (ܧ)•ߨ-module structure as in this prop.. These module structures coincide with those induced by
the ring homomorphisms ߟ and ߟோ from def. 2.3.

These two actions need not strictly coincide, but they are isomorphic:

Proposition 2.5. For (ܧ, ,ߤ ݁) a homotopy commutative ring spectrum (def.), consider (ܧ)•ܧ with its
canonical left and right (ܧ)•ߨ-module structure (prop.). Since ܧ is a commutative monoid, this right
module structure may equivalently be regarded as a left-module, too. Then the braiding

(ܧ)•ܧ ≃ ܧ)•ߨ ∧ (ܧ →⎯⎯⎯⎯⎯⎯
గ•(ఛಶ,ಶ)

ܧ)•ߨ ∧ (ܧ ≃ (ܧ)•ܧ

constitutes a module isomorphism (def.) between these two left module structures.

Proof. On representatives as in the proof of (this propo.), the original left action is given by (we are
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notationally suppressing associators throughout)

ܧ ∧ ܧ ∧ ܧ →⎯⎯⎯
ఓ∧୧ୢ

ܧ ∧ ܧ ,

while the other left action, induced from the canonical right action, is given by

ܧ ∧ ܧ ∧ ܧ →⎯⎯⎯⎯⎯
≃

ఛಶ,ಶ∧ಶ
ܧ ∧ ܧ ∧ ܧ →⎯⎯⎯

୧ୢ∧ఓ
ܧ ∧ .

So in order that ߬ா,ா represents a module homomorphism under ߨ•(−), it is sufficient that the following
diagram commutes (we write ܧ ≔ ݅ for ܧ ∈ {1, 2, 3} to make the action of the braiding more manifest)

ଵܧ ∧ ଶܧ ∧ ଷܧ →⎯⎯⎯⎯⎯⎯⎯
୧ୢ∧ఛಶమ,ಶయ ଵܧ ∧ ଷܧ ∧ ଶܧ

୧ୢ ↓ ↓
ఛಶభ,ಶయ ∧ಶమ

ଷܧ ∧ ଶܧ ∧ ଵܧ
ఓ∧୧ୢ ↓ ↓୧ୢ∧ఓ

ܧ ∧ ଷܧ →⎯⎯⎯⎯
ఛಶ,ಶయ

ଷܧ ∧ ܧ

.

But since (ܧ, ,ߤ ݁) is a commutative monoid (def.), it satisfies ߤ = ߤ ∘ ߬ so that we may factor this diagram as
follows:

ଵܧ ∧ ଶܧ ∧ ଷܧ →⎯⎯⎯⎯⎯⎯⎯
୧ୢ∧ఛಶమ,ಶయ ଵܧ ∧ ଷܧ ∧ ଶܧ

ఛಶభ,ಶమ ∧୧ୢ ↓ ↓
ఛಶభ,ಶయ ∧ಶమ

ଶܧ ∧ ଵܧ ∧ ଷܧ →⎯⎯⎯⎯⎯⎯⎯⎯
ఛಶమ ∧ಶభ,ಶయ ଷܧ ∧ ଶܧ ∧ ଵܧ

ఓ∧୧ୢ ↓ ↓୧ୢ∧ఓ

ܧ ∧ ଷܧ →⎯⎯⎯⎯
ఛಶ,ಶయ

ଷܧ ∧ ܧ

.

Here the top square commutes by coherence of the braiding (rmk) since both composite morphisms
correspond to the same permutation, while the bottom square commutesm due to the naturality of the
braiding. Hence the total rectangle commutes.  ▮

The dual ܧ-Steenrod algebras of def. 2.3 evidently carry a lot of structure. The concept organizing this is
that of_commutative Hopf algebroids_.

Definition 2.6. A graded commutative Hopf algebroid is an internal groupoid in the opposite category
gCRing୭୮ of ℤ-graded commutative rings, regarded with its cartesian monoidal category structure.

(e.g. Ravenel 86, def. A1.1.1)

Remark 2.7. We unwind def. 2.6. For ܴ ∈ gCRing, write Spec(ܴ) for the same object, but regarded as an
object in gCRing୭୮.

An internal category in gCRing୭୮ is a diagram in gCRing୭୮ of the form

Spec(߁) ×
ୗ୮ୣୡ()

Spec(߁)

↓∘

Spec(߁)

௦ ↓ ↑ ↓
௧

Spec(ܣ)

,

(where the fiber product at the top is over ݏ on the left and ݐ on the right) such that the pairing ∘ defines
an associative composition over Spec(ܣ), unital with respect to ݅. This is an internal groupoid if it is
furthemore equipped with a morphism

inv : Spec(߁) ⟶ Spec(߁)

acting as assigning inverses with respect to ∘.

The key basic fact to use in order to express this equivalently in terms of algebra is that tensor product of
commutative rings exhibits the cartesian monoidal category structure on CRing୭୮, see at CRing – Properties
– Cocartesian comonoidal structure:

Spec(ܴଵ) ×
ୗ୮ୣୡ(ோయ)

Spec(ܴଶ) ≃ Spec(ܴଵ ⊗ோయ
ܴଶ) .

This means that the above is equivalently a diagram in gCRing of the form
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⊗߁ ߁

↑అ

߁
ఎಽ ↑ ↓ఢ ↑ఎೃ

ܣ

as well as

ܿ : ߁ ⟶ ߁

and satisfying formally dual conditions, spelled out as def. 2.9 below. Here

ߟ , ;ோ are called the left and right unit mapsߟ

߳ is called the co-unit;

;is called the comultiplication ߖ

ܿ is called the antipode or conjugation

Remark 2.8. Generally, in a commutative Hopf algebroid, def. 2.6, the two morphisms ߟ , ோߟ ܣ: → from ߁

remark 2.7 need not coincide, they make ߁ genuinely into a bimodule over ܣ, and it is the tensor product
of bimodules that appears in remark 2.7. But it may happen that they coincide:

An internal groupoid ࣡ଵ ⟶௧
⟶
௦

࣡ for which the domain and codomain morphisms coincide, ݏ = is euqivalently ,ݐ

a group object in the slice category over ࣡.

Dually, a commutative Hopf algebroid ⟵߁
ఎೃ

⟵
ఎಽ

ோ happen to coincide is equivalently aߟ  andߟ for which ܣ

commutative Hopf algebra .ܣ over ߁

Writing out the formally dual axioms of an internal groupoid as in remark 2.7 yields the following equivalent
but maybe more explicit definition of commutative Hopf algebroids, def. 2.6

Definition 2.9. A commutative Hopf algebroid is

two commutative rings, ܣ and 1;߁. 

ring homomorphisms

(left/right unit)

,ߟ ோߟ ܣ: ⟶ ;߁

1. 

(comultiplication)

߁:ߖ ⟶ ⊗߁ ;߁

2. 

(counit)

߁:߳ ⟶ ;ܣ

3. 

(conjugation)

߁:ܿ ⟶ ߁

4. 

2. 

such that

(co-unitality)

(identity morphisms respect source and target)

߳ ∘ ߟ = ߳ ∘ ோߟ = id;

1. 

(identity morphisms are units for composition)

(id௰ ⊗ ߳) ∘ ߖ = (߳⊗ id௰) ∘ ߖ = id௰;

2. 

(composition respects source and target)

ߖ ∘ ோߟ = (id⊗ (ோߟ ∘  .ோ;1ߟ

3. 

1. 
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ߖ ∘ ߟ = ߟ) ⊗ id) ∘  .2ߟ

(co-associativity) (id௰ ⊗ (ߖ ∘ ߖ = ⊗ߖ) id௰) ∘  .2;ߖ

(inverses)

(inverting twice is the identity)

ܿ ∘ ܿ = id௰;

1. 

(inversion swaps source and target)

ܿ ∘ ߟ = ܿ ;ோߟ ∘ ோߟ = ;ߟ

2. 

(inverse morphisms are indeed left and right inverses for composition)

the morphisms ߙ and ߚ induced via the coequalizer property of the tensor product from (−) ⋅ ܿ(−)
and ܿ(−) ⋅ (−), respectively

⊗߁ ߁⊗ܣ ⟶
⟶ ߁⊗߁ →⎯⎯⎯

ୡ୭ୣ୯
⊗߁ ߁

(−)⋅(−) ↓ ↙ఈ

߁

and

⊗߁ ߁⊗ܣ ⟶
⟶ ߁⊗߁ →⎯⎯⎯

ୡ୭ୣ୯
⊗߁ ߁

(−)⋅(−) ↓ ↙ఉ

߁

satisfy

ߙ ∘ ߖ = ߟ ∘ ߳

and

ߚ ∘ ߖ = ோߟ ∘ ߳.

3. 

3. 

(Adams 69, lecture 3, pages 62-66, Ravenel 86, def. A1.1.1)

Remark 2.10. In (Adams 69, lecture 3, page 60) the terminology used is “Hopf algebra in a fully
satisfactory sense” with emphasis that the left and right module structure may differ. According to
(Ravenel 86, first page of appendix A1) the terminology “Hopf algebroid” for this situation is due to
Haynes Miller.

Example 2.11. For ܴ a commutative ring, then ܴ⊗ ܴ becomes a commutative Hopf algebroid over ܴ,
formally dual (via def. 2.6) to the pair groupoid on Spec(ܴ) ∈ CRing୭୮.

For ܺ a finite set and ܴ = ℤ[ܺ], then this reduces to the motivating example from above.

It is now straightforward, if somewhat tedious, to check that:

Proposition 2.12. Let (ܧ, ,ߤ ݁) be a homotopy commutative ring spectrum (def.) which is flat according to
def. 2.1, then the dual ܧ-Steenrod algebra ,(ܧ)•ܧ) ,ߟ) with the structure maps ((ܧ)•ߨ ,ோߟ ߳, .from prop (ߖ,ܿ

2.3 is a graded commutative Hopf algebroid according to def. 2.9:

,(ܧ)•ܧ) ((ܧ)•ߨ ∈ CommHopfAlgd

(Adams 69, lecture 3, pages 67-71, Ravenel 86, chapter II, prop. 2.2.8)

Proof. One observes that ܧ ∧ satisfies the axioms of a commutative Hopf algebroid object in homotopy ܧ
commutative ring spectra, over ܧ, by direct analogy to example 2.11 (one just has to verify that the
symmetric braidings go along coherently, which works by use of the coherence theorem for symmetric
monoidal categories (rmk.)). Applying the functor ߨ•(−) that forms stable homotopy groups to all structure
morphisms of ܧ ∧ ▮  .(ܧ)•ܧ yields the claimed structure morphisms of ܧ

We close this subsection on commutative Hopf algebroids by discussion of their isomorphism classes, when
regarded dually as affine groupoids:

Definition 2.13. Given an internal groupoid in gCRing୭୮ (def. 2.6, remark 2.7)
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Spec(߁) ×
ୗ୮ୣୡ()

Spec(߁)

↓∘

Spec(߁)

௦ ↓ ↑ ↓
௧

Spec(ܣ)

,

then its affife scheme Spec(ܣ)/ ∼  of isomorphism classes of objects is the coequlizer? of the source and

target morphisms

Spec(Gamma) →⎯⎯
௧

←⎯⎯
௦

Spec(ܣ) →⎯⎯
ୣ୯୳

Spec(ܣ)/ ∼ .

Hence this is the formal dual of the equalizer of the left and right unit (def. 2.9)

ܣ →⎯⎯
ఎೃ

→⎯⎯
ఎಽ

߁ .

By example 2.11 every commutative ring gives rise to a commutative Hopf algebroid ܴ⊗ܴ over ܴ. The core
of ܴ is the formal dual of the corresponding affine scheme of isomorphism classes according to def. 2.13:

Definition 2.14. For ܴ a commutative ring, its core ܴܿ is the equalizer in

ܴܿ ⟶ ܴ⟶⟶ ܴ⊗ܴ .

A ring which is isomorphic to its core is called a solid ring.

(Bousfield-Kan 72, §1, def. 2.1, Bousfield 79, 6.4)

Proposition 2.15. The core of any ring ܴ is solid (def. 2.14):

ܴܿܿ ≃ ܴܿ .

(Bousfield-Kan 72, prop. 2.2)

Proposition 2.16. The following is the complete list of solid rings (def. 2.14) up to isomorphism:

The localization of the ring of integers at a set ܬ of prime numbers (def. 4.11)

ℤ[ܬ−ଵ] ;

1. 

the cyclic rings

ℤ/݊ℤ

for ݊ ≥ 2;

2. 

the product rings

ℤ[ܬ−ଵ] × ℤ/݊ℤ ,

for ݊ ≥ 2 such that each prime factor of ݊ is contained in the set of primes ܬ;

3. 

the ring cores of product rings

ܿ(ℤ[ܬ−ଵ] × ෑ
∈

ℤ/()) ,

where ܭ ⊂ .are positive natural numbers ()݁ are infinite sets of primes and ܬ

4. 

(Bousfield-Kan 72, prop. 3.5, Bousfield 79, p. 276)

Comodules over the ܧ-Steenrod algebra

Definition 2.17. Let (ܧ, ,ߤ ݁) be a homotopy commutative ring spectrum (def.) which is flat according to def.
2.1.

For ܺ ∈ Ho(Spectra) any spectrum, say that the comodule structure on ܧ•(ܺ) (rmk.)) over the dual
Steenrod algebra (def. 2.3) is-ܧ

the canonical structure of a (ܧ)•ߨ-module (according to this prop.);1. 
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the homomorphism of (ܧ)•ߨ-modules

ா•()ߖ : (ܺ)•ܧ ⟶ (ܧ)•ܧ ⊗గ•(ா)
(ܺ)•ܧ

induced under ߨ•(−) and via prop. 2.2 from the morphism of spectra

ܧ ∧ ܺ ≃ ܧ ∧ ॺ ∧ ܺ →⎯⎯⎯⎯⎯⎯
୧ୢ∧∧୧ୢ

ܧ ∧ ܧ ∧ ܺ .

2. 

Definition 2.18. Given a graded commutative Hopf algebroid as in def. 2.9, hence an internal ܣ over ߁
groupoid in gCRing୭୮, then a comodule ring over it is an action in CRing୭୮ of that internal groupoid.

In the same spirit, a comodule over a commutative Hopf algebroid (not necessarily a comodule ring) is a
quasicoherent sheaf on the corresponding internal groupoid (regarded as a (algebraic) stack) (e.g. Hopkins
99, prop. 11.6). Explicitly in components:

Definition 2.19. Given a ℤ-graded commutative Hopf algebroid then a left comodule (def. 2.9) ܣ over ߁
over ߁ is

a ℤ-graded module-ܣ ܰ;1. 

(co-action) a homomorphism of graded ܣ-modules

ேߖ : ܰ ⟶ ⊗߁ ܰ;

2. 

such that

(co-unitality)

(߳⊗ idே) ∘ ேߖ = idே;

1. 

(co-action property)

⊗ߖ) idே) ∘ ேߖ = (id௰ ⊗ (ேߖ ∘ .ேߖ

2. 

A homomorphism between graded comodules ݂:ܰଵ → ܰଶ is a homomorphism of underlying graded
modules such that the following diagram commutes-ܣ

ܰଵ ⟶


ܰଵ

అಿభ ↓ ↓
అಿమ

⊗߁ ܰଵ →⎯⎯⎯⎯⎯
୧ୢ ⊗ಲ 

⊗߁ ܰଶ

.

We write

CoMod߁

for the resulting category of left comodules over ߁. Analogously for right comodules. The notation for the
hom-sets in this category is abbreviated to

Hom௰(−, −) ≔ Hom௰େ୭୭ୢ(−, −) .

A priori this is an Ab-enriched category, but it is naturally further enriched in graded abelian groups:

we may drop in the above definition of comodule homomorphisms ݂:ܰଵ → ܰଶ the condition that the
underlying morphism be grading-preserving. Say that ݂ has degree ݊ if it increases degree by ݊. This gives
a ℤ-graded hom-group

Hom௰
• (−, −) .

Example 2.20. For (߁, comodule (def. 2.19) with-߁ becomes a left ܣ a commutative Hopf algebroid, then (ܣ
coaction given by the right unit

ܣ ⟶
ఎೃ ߁ ≃ ⊗߁ ܣ .

Proof. The required co-unitality property is the dual condition in def. 2.9

߳ ∘ ோߟ = id

of the fact in def. 2.6 that identity morphisms respect sources:

id : ܣ ⟶
ఎೃ ߁ ≃ ⊗߁ ܣ →⎯⎯⎯⎯⎯

ఢ ⊗ಲ ୧ୢ
⊗ܣ ܣ ≃ ܣ

The required co-action property is the dual condition
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ߖ ∘ ோߟ = (id⊗ (ோߟ ∘ ோߟ

of the fact in def. 2.6 that composition of morphisms in a groupoid respects sources

ܣ ⟶
ఎೃ ߁

ఎೃ ↓ ↓అ

߁ ≃ ⊗߁ ܣ →⎯⎯⎯⎯⎯⎯
୧ୢ ⊗ಲ ఎೃ

⊗߁ ߁

.

  ▮

Proposition 2.21. Let (ܧ, ,ߤ ݁) be a homotopy commutative ring spectrum (def.) which is flat according to
def. 2.1, and for ܺ ∈ Ho(Spectra) any spectrum, then the morphism ߖா•() from def. 2.17 makes ܧ•(ܺ) into a

comodule (def. 2.19) over the dual ܧ-Steenrod algebra (def. 2.3)

(ܺ)•ܧ ∈ CoMod(ܧ)•ܧ .

(Adams 69, lecture 3, pages 67-71, Ravenel 86, chapter II, prop. 2.2.8)

Example 2.22. Given a commutative Hopf algebroid itself becomes a left ܣ def. 2.9, then ,ܣ over ߁
comodule (def. 2.19) with coaction given by-߁

ߖ : ܣ ⟶
ఎಽ ߁ ≃ ⊗߁ ܣ

and a right ߁-comodule with coaction given by

ߖ : ܣ ⟶
ఎೃ ߁ ≃ ⊗߁ ܣ .

More generally:

Proposition 2.23. Given a commutative Hopf algebroid there is a free-forgetful adjunction ,ܣ over ߁

Modܣ ⊥ →⎯⎯⎯⎯⎯⎯
ୡ୭−୰ୣୣ

←⎯⎯⎯⎯⎯⎯
୭୰ୣ୲

CoMod߁

between the category of ߁-comodules, def. 2.19 and the category of modules over ܣ, where the cofree
functor is right adjoint.

Moreover:

The co-free ߁-comodule on an ܣ-module ܥ is ߁⊗ equipped with the coaction induced by the ܥ
comultiplication .߁ in ߖ

1. 

The adjunct ݂̃ of a comodule homomorphism

ܰ⟶

⊗߁ ܥ

is its composite with the counit ߳ of ߁

݂̃ : ܰ ⟶

⊗߁ ܥ →⎯⎯⎯⎯⎯

ఢ ⊗ಲ ୧ୢ
⊗ܣ ܥ ≃ ܥ .

2. 

The proof is formally dual to the proof that shows that constructing free modules is left adjoint to the
forgetful functor from a category of modules to the underlying monoidal category (prop.). But since the
details of the adjunction isomorphism are important for the following discussion, we spell it out:

Proof. A homomorphism into a co-free ߁-comodule is a morphism of ܣ-modules of the form

݂ : ܰ ⟶ ⊗߁ ܥ

making the following diagram commute

ܰ ⟶


⊗߁ ܥ

అಿ ↓ ↓అ⊗ಲ ୧ୢ

⊗߁ ܰ →⎯⎯⎯⎯⎯
୧ୢ ⊗ಲ 

⊗߁ ⊗߁ ܥ

.

Consider the composite

݂̃ : ܰ ⟶

⊗߁ ܥ →⎯⎯⎯⎯⎯

ఢ ⊗ಲ ୧ୢ
⊗ܣ ܥ ≃ ܥ ,

i.e. the “corestriction” of ݂ along the counit of ߁. By definition this makes the following square commute
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⊗߁ ܰ →⎯⎯⎯⎯⎯
୧ୢ ⊗ಲ 

⊗߁ ⊗߁ ܥ

= ↓ ↓୧ୢ ⊗ಲ ఢ ⊗ಲ ୧ୢ

⊗߁ ܰ →⎯⎯⎯⎯⎯
୧ୢ ⊗ಲ ̃

⊗߁ ܥ

.

Pasting this square onto the bottom of the previous one yields

ܰ ⟶


⊗߁ ܥ

అಿ ↓ ↓అ⊗ಲ ୧ୢ

⊗߁ ܰ →⎯⎯⎯⎯⎯
୧ୢ ⊗ಲ 

⊗߁ ⊗߁ ܥ

= ↓ ↓୧ୢ ⊗ಲ ఢ ⊗ಲ ୧ୢ

⊗߁ ܰ →⎯⎯⎯⎯⎯
୧ୢ ⊗ಲ ̃

⊗߁ ܥ

.

Now due to co-unitality, the right right vertical composite is the identity on ߁⊗ But this means by the .ܥ

commutativity of the outer rectangle that ݂ is uniquely fixed in terms of ݂̃ by the relation

݂ = (id⊗ ݂) ∘ ߖ .

This establishes a natural bijection

ܰ⟶

⊗߁ ܥ

ܰ⟶
̃
ܥ

and hence the adjunction in question.  ▮

Proposition 2.24. Consider a commutative Hopf algebroid ߁ def. 2.9. Any left comodule ܰ over ,ܣ over ߁
(def. 2.19) becomes a right comodule via the coaction

ܰ⟶
అ
⊗߁ ܰ⟶≃ ܰ⊗ ߁ →⎯⎯⎯⎯⎯

୧ୢ ⊗ಲ 
ܰ⊗ ߁ ,

where the isomorphism in the middle the is braiding in ܣMod and where ܿ is the conjugation map of ߁.

Dually, a right comodule ܰ becoomes a left comodule with the coaction

ܰ⟶
అ
ܰ⊗ ߁ ⟶

≃ ⊗߁ ܰ →⎯⎯⎯⎯⎯
 ⊗ಲ ୧ୢ

⊗߁ ܰ .

Definition 2.25. Given a commutative Hopf algebroid comodule-߁ def. 2.9, and given ܰଵ a right ,ܣ over ߁
and ܰଶ a left comodule (def. 2.19), then their cotensor product ܰଵ □௰ ܰଶ is the kernel of the difference of
the two coaction morphisms:

ܰଵ □௰ ܰଶ ≔ keræ
èçç
ܰଵ ⊗ ܰଶ →⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯

అಿభ ⊗ಲ ୧ୢ−୧ୢ⊗ಲ అಿమ ܰଵ ⊗ ⊗߁ ܰଶ
ö
ø÷÷
.

If both ܰଵ and ܰଶ are left comodules, then their cotensor product is the cotensor product of ܰଶ with ܰଵ

regarded as a right comodule via prop. 2.24.

e.g. (Ravenel 86, def. A1.1.4).

Example 2.26. Given a commutative Hopf algebroid .comodule (def.)-߁ and given ܰ a left ,(.def) ,ܣ over ߁
Regard ܣ itself canonically as a right ߁-comodule via example 2.22. Then the cotensor product

Prim(ܰ) ≔ ௰□ܣ ܰ

is called the primitive elements of ܰ:

Prim(ܰ) = {݊ ∈ ܰ | (݊)ேߖ = 1⊗ ݊} .

Proposition 2.27. Given a commutative Hopf algebroid def. 2.9, and given ܰଵ ,ܣ over ߁ , ܰଶ two left
comodules (def. 2.19), then their cotensor product (def. 2.25) is commutative, in that there is an-߁
isomorphism

ܰଵ □ܰଶ ≃ ܰଶ □ܰଵ .

(e.g. Ravenel 86, prop. A1.1.5)

Lemma 2.28. Given a commutative Hopf algebroid def. 2.9, and given ܰଵ ,ܣ over ߁ , ܰଶ two left ߁-comodules
(def. 2.19), such that ܰଵ is projective as an ܣ-module, then

The morphism1. 
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Hom(ܰଵ , (ܣ →⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯
↦(୧ୢ⊗ಲ )∘అಿభ Hom(ܰଵ , ߁ ⊗ (ܣ ≃ Hom(ܰଵ , (߁ ≃ Hom(ܰଵ , (ܣ ⊗ ߁

gives Hom(ܰଵ , ;comodule-߁ the structure of a right (ܣ

The cotensor product (def. 2.25) with respect to this right comodule structure is isomorphic to the
hom of ߁-comodules:

Hom(ܰଵ , ௰□(ܣ ܰଶ ≃ Hom௰(ܰଵ , ܰଶ) .

Hence in particular

௰□ܣ ܰଶ ≃ Hom௰(ܣ, ܰଶ)

2. 

(e.g. Ravenel 86, lemma A1.1.6)

Remark 2.29. In computing the second page of ܧ-Adams spectral sequences, the second statement in
lemma 2.28 is the key translation that makes the comodule Ext-groups on the page be equivalent to a
Cotor-groups. The latter lend themselves to computation, for instance via Lambda-algebra or via the May
spectral sequence.

Universal coefficient theorem

The key use of the Hopf coalgebroid structure of prop. 2.3 for the present purpose is that it is extra
structure inherited by morphisms in ܧ-homology from morphisms of spectra. Namely forming ܧ-homology
݂
*
(ܺ)•ܧ: → ܺ:݂ of a morphism of a spectra (ܻ)•ܧ → ܻ does not just produce a morphism of ܧ-homology groups

[ܺ, ܻ]• ⟶Hom
ୠℤ

,(ܺ)•ܧ) ((ܻ)•ܧ

but in fact produces homomorphisms of comodules over (ܧ)•ܧ

ߙ : [ܺ, ܻ]• ⟶Homா•(ா)(ܧ•(ܺ), ((ܻ)•ܧ .

This is the statement of lemma 2.30 below. The point is that (ܧ)•ܧ-comodule homomorphism are much more
rigid than general abelian group homomorphisms and hence closer to reflecting the underlying morphism of
spectra ݂:ܺ → ܻ.

In good cases such an approximation of homotopy by homology is in fact accurate, in that ߙ is an
isomorphism. In such a case (Adams 74, part III, section 13) speaks of a “universal coefficient theorem”
(the coefficients here being ܧ.)

One such case is exhibited by prop. 2.33 below. This allows to equivalently re-write the first page of the
.homology homomorphisms in theorem 2.34 below-ܧ Adams spectral sequence in terms of-ܧ

Lemma 2.30. For ܺ, ܻ ∈ Ho(Spectra) any two spectra, the morphism (of ℤ-graded abelian) generalized
homology groups given by smash product with ܧ (rmk.)

ܧ)•ߨ ∧ −) : [ܺ, ܻ]• ⟶ Homୠℤ
• ,(ܺ)•ܧ) ((ܻ)•ܧ

(ܺ ⟶

ܻ) ↦ ൬ܧ•(ܺ) ⟶


* ൰(ܻ)•ܧ

factors through the forgetful functor from (ܧ)•ܧ-comodule homomorphisms (def. 2.19) over the dual
:Steenrod algebra (def. 2.3)-ܧ

Homா•(ா)
• ,(ܺ)•ܧ) ((ܻ)•ܧ

∃ ↗ ↓୭୰ୣ୲

[ܺ,ܰ]• →⎯⎯⎯⎯⎯⎯
గ•(ா∧ −)

Homୠℤ
• ,(ܺ)•ܧ) ((ܻ)•ܧ

,

where ܧ•(ܺ) and ܧ•(ܻ) are regarded as ܧ-Steenrod comodules according to def. 2.19, prop. 2.21.

Proof. By def. 2.19 we need to show that for ܺ⟶

ܻ a morphism in Ho(Spectra) then the following diagram

commutes

(ܺ)•ܧ ⟶

* (ܻ)•ܧ

అಶ•() ↓ ↓
అಶ•(ೊ)

గ•(ா)⊗(ܧ)•ܧ
(ܺ)•ܧ →⎯⎯⎯⎯⎯⎯⎯⎯⎯

୧ୢ ⊗ഏ•(ಶ) *
గ•(ா)⊗(ܧ)•ܧ

(ܻ)•ܧ

.

By def. 2.19 and prop. 2.21 this is the image under foming stable homotopy groups of the following (−)•ߨ
diagram in Ho(Spectra):
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ܧ ∧ ܺ →⎯⎯⎯
୧ୢ∧

ܧ ∧ ܻ

≃ ↓ ↓≃

ܧ ∧ ॺ ∧ ܺ ܧ ∧ ॺ ∧ ܻ

୧ୢ∧∧୧ୢ ↓ ↓୧ୢ∧∧୧ୢ

ܧ ∧ ܧ ∧ ܺ →⎯⎯⎯⎯⎯⎯
୧ୢ∧୧ୢ∧

ܧ ∧ ܧ ∧ ܻ

.

But that this diagram commutes is simply the functoriality of the derived smash product of spectra as a
functor on the product category Ho(Spectra) × Ho(Spectra).  ▮

Proposition 2.31. Let (ܧ, ,ߤ ݁) be a homotopy commutative ring spectrum (def.), and let ܺ, ܻ ∈ Ho(Spectra) be
two spectra such that ܧ•(ܺ) is a projective module over (ܧ)•ߨ (via this prop.).

Then the homomorphism of graded abelian groups

߶େ : [ܺ, ܧ ∧ ܻ]• ⟶Homగ•(ா)
• ,(ܺ)•ܧ) •((ܻ)•ܧ

given by

(ܺ ⟶

ܧ ∧ ܻ) ↦ ܧ)•ߨ ∧ ܺ →⎯⎯⎯

୧ୢ∧
ܧ ∧ ܧ ∧ ܻ →⎯⎯⎯

ఓ∧୧ୢ
ܧ ∧ ܻ)

is an isomorphism.

(Schwede 12, chapter II, prop. 6.20)

Proof. First of all we claim that the morphism in question factors as

ߚ : [ܺ, ܧ ∧ ܻ]• ⟶
≃ Homா୭ୢ

• ܧ) ∧ ܧ,ܺ ∧ ܻ) ⟶
గ• Homగ•(ா)

• ,(ܺ)•ܧ) ((ܻ)•ܧ ,

where

Modܧ = ,Mod(Ho(Spectra)ܧ ∧ , ॺ) denotes the category of homotopy module spectra over ܧ (def.)1. 

the first morphisms is the free-forgetful adjunction isomorphism for forming free (prop.) ܧ-homotopy
module spectra

2. 

the second morphism is the respective component of the composite of the forgetful functor from
.that forms stable homotopy groups •ߨ homotopy module spectra back to Ho(Spectra) with the functor-ܧ

3. 

This is because (by this prop.) the first map is given by first smashing with ܧ and then postcomposing with

the ܧ-action on the free module ܧ ∧ ܺ, which is the pairing ܧ ∧ ܧ →
ఓ
.(.prop) ܧ

Hence it is sufficient to show that the morphism on the right is an isomorphism.

We show more generally that for ܰଵ , ܰଶ any two ܧ-homotopy module spectra (def.) such that ߨ•(ܰଵ) is a
projective module over (ܧ)•ߨ, then

Homா୭ୢ
• (ܰଵ , ܰଶ) ⟶

గ• Homగ•(ா)
• ,(ଵܰ)•ߨ) ((ଶܰ)•ߨ

is an isomorphism.

To see this, first consider the case that ߨ•(ܰଵ) is in fact a (ܧ)•ߨ-free module.

This implies that there is a basis ℬ = ∋{ݔ} ூ and a homomorphism

∨
∈ ூ

௫|ߑ ܧ| ⟶ ܰଵ

of ܧ-homotopy module spectra, such that this is a stable weak homotopy equivalence.

Observe that this sits in a commuting diagram of the form

Homா୭ୢ
• ( ∨

∈ ூ
௫|ߑ (ଶܰ,ܧ| ⟶

గ• Homగ•(ா)
• )•ߨ) ∨

∈ ூ
,(ܧ|௫|ߑ ((ଶܰ)•ߨ

≃ ↓ ↓≃

∏∈ ூ ߑ]
|௫|ॺ,ܰଶ]• ⟶

≃
∏∈ ூ •ߨ +|௫ |(ܰଶ)

where

the left vertical isomorphism exhibits wedge sum of spectra as the coproduct in the stable homotopy
category (lemma);

1. 
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the bottom isomorphism is from this prop.;2. 

the right vertical isomorphism is that of the free-forgetful adjunction for modules over 3.(ܧ)•ߨ. 

Hence the top horizontal morphism is an isomorphism, which was to be shown.

Now consider the general case that ߨ•(ܰଵ) is a projective module over (ܧ)•ߨ. Since (graded) projective
modules are precisely the retracts of (graded) free modules (prop.), there exists a diagram of (ܧ)•ߨ-modules
of the form

id : (ଵܰ)•ߨ ⟶ )•ߨ ∨ ∈ ூ
௫|ߑ (ܧ| ⟶ (ଵܰ)•ߨ

which induces the corresponding split idempotent of (ܧ)•ߨ-modules

)•ߨ ∨∈ ூ
(ܧ|௫|ߑ ⟶ (ଵܰ)•ߨ ⟶ )•ߨ ∨

∈ ூ
௫|ߑ (ܧ| .

As before, by freeness this is actually the image under ߨ• of an idempotent of homotopy ring spectra

݁• : ∨
∈ ூ

ܧ|௫|ߑ ⟶ ∨
∈ ூ

௫|ߑ ܧ|

and so in particular of spectra.

Now in the stable homotopy category Ho(Spectra) all idempotents split (prop.), hence there exists a diagram
of spectra of the form

݁ : ∨
 ∈ ூ

௫|ߑ ܧ| ⟶ ܺ⟶ ∨
∈ ூ

௫|ߑ ܧ|

with ߨ•(݁) = ݁•.

Consider the composite

ܺ⟶ ∨
∈ ூ

ܧ|௫|ߑ ⟶ ܰଵ .

Since ߨ•(݁) = ݁• it follows that under ߨ• this is an isomorphism, then that ܺ ≃ ܰଵ in the stable homotopy
category.

In conclusion this exhibits ܰଵ as a retract of an free ܧ-homotopy module spectrum

id : ܰଵ ⟶ ∨
∈ ூ

௫|ߑ ܧ| ⟶ ܰଵ ,

hence of a spectrum for which the morphism in question is an isomorphism. Since the morphism in question
is natural, its value on ܰଵ is a retract in the arrow category of an isomorphism, hence itself an isomorphism
(lemma).  ▮

Remark 2.32. A stronger version of the statement of prop. 2.31, with the free homotopy ܧ-module
spectrum ܧ ∧ ܻ replaced by any homotopy ܧ-module spectrum ܨ, is considered in (Adams 74, chapter III,
prop. 13.5) (“universal coefficient theorem”). Strong conditions are considered that ensure that

(ܺ)•ܨ = [ܺ, •[ܨ ⟶Homగ•(ா)
• ,(ܺ)•ܧ) ((ܨ)•ߨ

is an isomormphism (expressing the ܨ-cohomology of ܺ as the (ܧ)•ߨ-linear dual of the ܧ-homology of ܺ).

For the following we need only the weaker but much more general statement of prop. 2.31, and in fact
this is all that (Adams 74, p. 323) ends up using, too.

With this we finally get the following statement, which serves to identify maps of certain spectra with their
induced maps on ܧ-homology:

Proposition 2.33. Let (ܧ, ,ߤ ݁) be a homotopy commutative ring spectrum (def.), and let ܺ, ܻ ∈ Ho(Spectra) be
two spectra such that

 .is flat according to def. 2.1;1 ܧ

 .2.(.via this prop) (ܧ)•ߨ is a projective module over (ܺ)•ܧ

Then the morphism from lemma 2.30

[ܺ, ܧ ∧ ܻ]• →⎯⎯⎯⎯⎯⎯
గ•(ா∧ −) Homா•(ா)

• ,(ܺ)•ܧ) ܧ)•ܧ ∧ ܻ))) ≃ Homா•(ா)
• ,(ܺ)•ܧ) గ•(ா)⊗(ܧ)•ܧ

(((ܻ)•ܧ

is an isomorphism (where the isomophism on the right is that of prop. 2.2).

(Adams 74, part III, page 323)
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Proof. Observe that the following diagram commutes:

[ܺ, ܧ ∧ ܻ]• →⎯⎯⎯⎯⎯⎯
గ•(ா∧ −) Homா•(ா)

• ,(ܺ)•ܧ) గ•(ா)⊗(ܧ)•ܧ
(((ܻ)•ܧ

థి
↘ ↙ఢ⊗୧ୢ∘(−)

Homగ•(ா)
• ,(ܺ)•ܧ) ((ܻ)•ܧ

,

where

the top morphism is the one from lemma 2.30;1. 

the right vertical morphism is the adjunction isomorphism from prop. 2.23;2. 

the left diagonal morphism is the one from prop. 2.31.3. 

To see that this indeed commutes, notice that

the top morphism sends (ܺ →

ܧ ∧ ܻ) to ܧ•(ܺ) ሱ ሮ⎯⎯

ா•() ܧ)•ܧ ∧ ܻ) ≃ ܧ)•ߨ ∧ ܧ ∧ ܻ) by definition;1. 

the right vertical morphism sends this further to ܧ•(ܺ) ሱ ሮ⎯⎯
ா•() ܧ)•ߨ ∧ ܧ ∧ ܻ) ሱ ሮ⎯⎯⎯⎯⎯

గ•(ఓ∧୧ୢ) ܧ)•ߨ ∧ ܻ), by the proof of
prop. 2.23 (which says that the map is given by postcomposition with the counit of (ܧ)•ܧ) and def. 2.3
(which says that this counit is represented by ߤ);

2. 

by prop. 2.31 this is the same as the action of the left diagonal morphism.3. 

But now

the right vertical morphism is an isomorphism by prop. 2.2;1. 

the left diagonal morphism is an isomorphism by prop. 2.312. 

and so it follows that the top horizontal morphism is an isomorphism, too.  ▮

In conclusion:

Theorem 2.34. Let (ܧ, ,ߤ ݁) be a homotopy commutative ring spectrum (def.), and let ܺ, ܻ ∈ Ho(Spectra) be
two spectra such that

 .is flat according to def. 2.1;1 ܧ

 .2.(.via this prop) (ܧ)•ߨ is a projective module over (ܺ)•ܧ

Then the first page of the ܧ-Adams spectral sequence, def. 1.14, for [ܻ, ܺ]• is isomorphic to the following

chain complex of graded homs of comodules (def. 2.19) over the dual ܧ-Steenrod algebra ,(ܧ)•ܧ) ((ܧ)•ߨ
(prop. 2.3):

ଵܧ
௦,௧(ܺ, ܻ) ≃ Homா•(ா)

௧ ,(ܺ)•ܧ) •ܧ −௦(ܣ௦)) , ݀ଵ = Homா•(ா)(ܧ•(ܺ), ݃)•ܧ ∘ ℎ))

0 → Homா•(ா)
௧ ,(ܺ)•ܧ) ((ܣ)•ܧ ⟶

ௗభ Homா•(ா)
௧ ,(ܺ)•ܧ) •ܧ −ଵ(ܣଵ)) ⟶

ௗభ Homா•(ா)
௧ ,(ܺ)•ܧ) •ܧ −ଶ(ܣଶ)) ⟶

ௗభ ⋯ .

(Adams 74, theorem 15.1 page 323)

Proof. This is prop. 2.33 applied to def. 1.14:

ଵܧ
௦,௧(ܺ, ܻ) = [ܺ, ܧ ∧ ܻ௦ᇣᇤᇥᇧᇧ

ೞ

]௧−௦

≃ Homா•(ா)
௧−௦ ,(ܺ)•ܧ) ܧ)•ܧ ∧ ܻ௦ᇣᇤᇥᇧᇧ

ೞ

))

≃ Homா•(ா)
௧ ,(ܺ)•ܧ) •ܧ −௦(ܣ௦))

  ▮

3. The second page

Theorem 3.1. Let (ܧ, ,ߤ ݁) be a homotopy commutative ring spectrum (def.), and let ܺ, ܻ ∈ Ho(Spectra) be two
spectra such that

 .is flat according to def. 2.1;1 ܧ

 .2.(.via this prop) (ܧ)•ߨ is a projective module over (ܺ)•ܧ
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Then the entries of the second page of the ܧ-Adams spectral sequence for [ܺ, ܻ]• (def. 1.14) are the

Ext-groups of commutative Hopf algebroid-comodules (def. 2.19) over the commutative Hopf algebroid
structure on the dual ܧ-Steenrod algebra :from prop. 2.3 (ܧ)•ܧ

ଶܧ
௦,௧(ܺ, ܻ) ≃ Extா•(ா)

௦,௧ ,(ܺ)•ܧ) ((ܻ)•ܧ .

(On the right ݏ is the degree that goes with any Ext-functor, and the “internal degree” ݐ is the additional
degree of morphisms between graded modules from def. 2.19.)

In the special case that ܺ = ॺ is the sphere spectrum, then (by prop. 2.28) these are equivalently Cotor-
groups

ଶܧ
௦,௧(ܺ, ܻ) ≃ Cotorா•(ா)

௦,௧ ,(ܧ)•ߨ) ((ܻ)•ܧ .

(Adams 74, theorem 15.1, page 323)

Proof. By theorem 2.34, under the given assumptions the first page reads

ଵܧ
௦,௧(ܺ, ܻ) ≃ Homா•(ா)

௧ ,(ܺ)•ܧ) •ܧ −௦(ܣ௦)) , ݀ଵ = Homா•(ா)(ܧ•(ܺ), ݃)•ܧ ∘ ℎ))

0 → Homா•(ா)
௧ ,(ܺ)•ܧ) ((ܣ)•ܧ ⟶

ௗభ Homா•(ா)
௧ ,(ܺ)•ܧ) •ܧ −ଵ(ܣଵ)) ⟶

ௗభ Homா•(ா)
௧ ,(ܺ)•ܧ) •ܧ −ଶ(ܣଶ)) ⟶

ௗభ ⋯ .

By remark 1.12 the second page is the cochain cohomology of this complex. Hence by the standard theory
of derived functors in homological algebra (see the section Via acyclic resolutions), it is now sufficient to see
that:

the category (ܧ)•ܧCoMod (def. 2.19, prop. 2.12) is an abelian category with enough injectives (so that
all right derived functors on (ܧ)•ܧCoMod exist);

1. 

the first page graded chain complex (ܧଵ
• ,௧(ܺ, ܻ), ݀ଵ) is the image under the hom-functor

ܨ ≔ Homா•(ா)(ܧ•(ܻ), −) of an ܨ-acyclic resolution of ܧ•(ܺ) (so that its cohomology indeed computes the

Ext-derived functor (theorem)).

2. 

That (ܧ)•ܧCoMod is an abelian category is lemma 3.3 below, and that it has enough injectives is lemma 3.4.

Lemma 3.2 below shows that (•ܣ)•ܧ is a resolution of ܧ•(ܻ) in (ܧ)•ܧCoMod. By prop. 2.2 it is a resolution by
cofree comodules (def. 2.23). That these are ܨ-acyclic is lemma 3.5 below.  ▮

Adams resolutions-ܧ

We discuss that the first page of the ܧ-Adams spectral sequence indeed exhibits a resolution as required by
the proof of theorem 3.1.

Lemma 3.2. Given an ܧ-Adams spectral sequence (ܧ
௦,௧(ܺ, ܻ), ݀) as in def. 1.14, then the sequences of

morphisms

0 → (ܻ)•ܧ →⎯⎯⎯⎯⎯
ா•()

(ܣ)•ܧ →⎯⎯⎯⎯⎯
ா•()

•ܧ −ଵ(ܻ+ଵ) → 0

are short exact, hence their splicing of short exact sequences

0 → (ܻ)•ܧ →⎯⎯⎯⎯
ா•(బ) (ܣ)•ܧ ⟶

ப
•ܧ −ଵ(ܣଵ) ⟶

ப
•ܧ −ଶ(ܣଶ) ⟶ ⋯

ா•(బ)
↘ ↗ா•(భ) ா•(భ)

↘ ↗ா•(మ)

•ܧ −ଵ(ܻଵ) •ܧ −ଶ(ܻଶ)

is a long exact sequence, exhibiting the graded chain complex ,(•ܣ)•ܧ) ∂) as a resolution of ܧ•(ܻ).

(Adams 74, theorem 15.1, page 322)

Proof. Consider the image of the defining homotopy cofiber sequence

ܻ ⟶


ܧ ∧ ܻ ⟶


+ଵܻߑ

under the functor ܧ ∧ (−). This is itself a homotopy cofiber sequence of the form

ܧ ∧ ܻ →⎯⎯⎯⎯
ா∧

ܧ ∧ ܧ ∧ ܻ →⎯⎯⎯⎯
ா∧

ܧߑ ∧ ܻ+ଵ

(due to the tensor triangulated structure of the stable homotopy category, prop.).
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Applying the stable homotopy groups functor ߨ•(−) ≃ [ॺ, −]• (lemma) to this yields a long exact sequence

(prop.)

⋯⟶ (+ଵܻ)•ܧ →⎯⎯⎯⎯⎯
ா•()

(ܻ)•ܧ →⎯⎯⎯⎯⎯
ா•()

(ܣ)•ܧ →⎯⎯⎯⎯⎯
ா•()

•ܧ −ଵ(ܻ+ଵ) →⎯⎯⎯⎯⎯⎯⎯
ா• −భ()

•ܧ −ଵ(ܻ) →⎯⎯⎯⎯⎯⎯⎯
ா• −భ()

•ܧ −ଵ(ܣ) ⟶ ⋯ .

But in fact this splits: by unitality of (ܧ, ,ߤ ݁), the product operation ߤ on the homotopy commutative ring
spectrum is a left inverse to ݃ in that ܧ

id : ܧ ∧ ܻ →⎯⎯⎯⎯
ா∧

ܧ ∧ ܧ ∧ ܻ →⎯⎯⎯
ఓ∧୧ୢ

ܧ ∧ ܻ .

Therefore ܧ•(݃) is a monomorphism, hence its kernel is trivial, and so by exactness ܧ•(݂) = 0. This means

that the above long exact sequence collapses to short exact sequences.  ▮

Homological co-algebra

We discuss basic aspects of homological algebra in categories of comodules (def. 2.19) over commutative
Hopf algebroids (def. 2.6), needed in the proof of theorem 3.1.

Lemma 3.3. Let (߁, be a commutative Hopf algebroid (ܣ such that the right ,(def. 2.6, 2.9) ܣ over ߁
.ோ is a flat moduleߟ induced by ߁ module structure on-ܣ

Then the category .is an abelian category (def. 2.19) ߁ CoMod of comodules over߁

(e.g. Ravenel 86, theorem A1.1.3)

Proof. It is clear that, without any condition on the Hopf algebroid, ߁CoMod is an additive category.

Next we need to show if ߁ is flat over ܣ, that then this is also a pre-abelian category, in that kernels and
cokernels exist.

To that end, let ݂:(ܰଵ , (ேభߖ ⟶ (ܰଶ , Mod ofܣ ேమ) be a morphism of comodules, hence a commuting diagram inߖ

the form

ܰଵ ⟶


ܰଶ

↓
అಿభ ↓

అಿమ

⊗߁ ܰଵ →⎯⎯⎯⎯⎯⎯
୧ୢ೨ ⊗ಲ 

⊗߁ ܰଶ

.

Consider the kernel ker(݂) of ݂ in ܣMod and its image under ߁⊗ (−)

ker(݂) ⟶ ܰଵ ⟶


ܰଶ

∃ ↓ ↓
అಿభ ↓

అಿమ

⊗߁ ker(݂) ⟶ ⊗߁ ܰଵ →⎯⎯⎯⎯⎯⎯
୧ୢ೨ ⊗ಲ 

⊗߁ ܰଶ

.

By the assumption that ߁ is a flat module over ܣ, also ߁⊗ ker(݂) ≃ ker(߁⊗ ݂) is a kernel. Hence by the
universal property of kernels and the commutativity of the square o the right, there exists a unique vertical
morphism as shown on the left, making the left square commute. This means that the ܣ-module ker(݂)
uniquely inherits the structure of a ߁-comodule such as to make ker(݂) → ܰଵ a comodule homomorphism. By
the same universal property it follows that ker(݂) with this comodule structure is in fact the kernel of ݂ in
.CoMod߁

The argument for the existence of cokernels proceeds formally dually. Hence ߁CoMod is a pre-abelian
category.

But it also follows from this construction that the comparison morphism

coker(ker(݂)) ⟶ ker(coker(݂))

formed in ߁CoMod has underlying it the corresponding comparison morphism in ܣMod. There this is an
isomorphism by the fact that the category of modules Mod is an abelian category, hence it is anܣ
isomorphism also in ߁CoMod. So the latter is in fact an abelian category itself.  ▮

Lemma 3.4. Let (߁, be a commutative Hopf algebroid (ܣ such that the right ,(def. 2.6, 2.9) ܣ over ߁
.ோ is a flat moduleߟ induced by ߁ module structure on-ܣ

Then

every co-free ߁-comodule (def. 2.23) on an injective module over ܣ is an injective object in ߁CoMod;1. 
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 .CoMod has enough injectives (def.) if the axiom of choice holds in the ambient set theory.2߁

(e.g. Ravenel 86, lemma A1.2.2)

Proof. First of all, assuming the axiom of choice, then the category of modules Mod has enough injectivesܣ
(by this proposition).

Now by prop. 2.23 we have the adjunction

Modܣ ⊥ →⎯⎯⎯⎯⎯⎯
ୡ୭−୰ୣୣ

←⎯⎯⎯⎯⎯⎯
୭୰ୣ୲

CoMod߁ .

Observe that the left adjoint is a faithful functor (being a forgetful functor) and that, by the proof of lemma
3.3, it is an exact functor. This implies that

for ܫ ∈ ⊗߁ Mod an injective module, then the co-free comoduleܣ CoMod (by߁ is an injective object in ܫ
this lemma);

1. 

for ܰ ∈ ݅ CoMod any object, and for߁ : forget(ܰ) ↪ modules into an injective-ܣ a monomorphism of ܫ
module, then the adjunct-ܣ ଓ̃ :ܰ ↪ ⊗߁ is a monomorphism (by this lemma)) hence a monomorpism ܫ
into an injective comodule, by the previous item.

2. 

Hence ߁CoMod has enough injective objects (def.).  ▮

Lemma 3.5. Let (߁, be a commutative Hopf algebroid (ܣ such that the right ,(def. 2.6, 2.9) ܣ over ߁
ܰ ோ is a flat module. Letߟ induced by ߁ module structure on-ܣ ∈ comodule (def. 2.19) such-߁ CoMod be a߁

that the underlying ܣ-module is a projective module (a projective object in ܣMod).

Then (assuming the axiom of choice in the ambient set theory) every co-free comodule (prop. 2.23) is an
the hom functor ܨ acyclic object for-ܨ Hom௰େ୭୭ୢ(ܰ, −).

Proof. We need to show that the derived functors ℝ•Hom௰(ܰ, −) vanish in positive degree on all co-free
comodules, hence on ߁⊗ ܭ for all ,ܭ ∈ .Modܣ

To that end, let ܫ• be an injective resolution of ܭ in ܣMod. By lemma 3.4 then ߁⊗ ܫ
• is a sequence of

injective objects in ߁CoMod and by the assumption that ߁ is flat over ܣ it is an injective resolution of ߁⊗ ܭ

in ߁CoMod. Therefore the derived functor in question is given by

ℝ • ≥ଵHom௰(ܰ, ⊗߁ (ܭ ≃ •ܪ ≥ଵ(Hom௰(ܰ, ⊗߁ ܫ
•))

≃ •ܪ ≥ଵ(Hom(ܰ, ܫ
•))

≃ 0

.

Here the second equivalence is the cofree/forgetful adjunction isomorphism of prop. 2.23, while the last
equality then follows from the assumption that the ܣ-module underlying ܰ is a projective module (since hom
functors out of projective objects are exact functors (here) and since derived functors of exact functors
vanish in positive degree (here)).  ▮

With lemma 3.5 the proof of theorem 3.1 is completed.

4. Convergence

We discuss the convergence of ܧ-Adams spectral sequences (def. 1.14), i.e. the identification of the “limit”,
in an appropriate sense, of the terms ܧ

௦,௧(ܺ, ܻ) on the ݎth page of the spectral sequence as ݎ goes to infinity.

If an ܧ-Adams spectral sequence converges, then it converges not necessarily to the full stable homotopy
groups [ܺ, ܻ]•, but to some localization of them. This typically means, roughly, that only certain -torsion

subgroups in [ܺ, ܻ]• for some prime numbers are retained. We give a precise discussion below in 

Localization and adic completion of abelian groups.

If one knows that [ܺ, ܻ] is a finitely generated abelian group (as is the case notably for ߨ௦ = [ॺ, ॺ] by the

Serre finiteness theorem) then this allows to recover the full information from its pieces: by the fundamental
theorem of finitely generated abelian groups (prop. 4.1 below) these groups are direct sums of powers ℤ of
the infinite cyclic group with finite cyclic groups of the form ℤ/ℤ, and so all one needs to compute is the
powers ݇ “one prime  at a time”. This we review below in Primary decomposition of abelian groups.

The deeper reason that ܧ-Adams spectral sequences tend to converge to localizations of the abelian groups
[ܺ, ܻ]• of morphisms of spectra, is that they really converges to the actual homotopy groups but of

localizations of spectra. This is more than just a reformulation, because the localization at the level of
spectra determies the filtration which controls the nature of the convergence. We discuss this localization of
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spectra below in Localization and nilpotent completion of spectra.

Then we state convergence properties of ܧ-Adams spectral sequences below in Convergence statements.

Primary decomposition of abelian groups

An ܧ-Adams spectral sequence typically converges (discussed below) not to the full stable homotopy groups
[ܺ, ܻ]•, but just to some piece which on the finite direct summands consists only of p-primary groups for

some prime numbers that depend on the nature of the homotopy ring spectrum  Here we review basic . ܧ
facts about -primary decomposition of finite abelian groups and introduce their graphical calculus (remark
\ref{pprimarygraphical} below) which will allow to read off these -primary pieces from the stable page of
the ܧ-Adams spectral sequnce.

Theorem 4.1. (fundamental theorem of finitely generated abelian groups)

Every finitely generated abelian group is isomorphic to a direct sum of p-primary ܣ cyclic groups ℤ/ℤ
(for  a prime number and ݇ a natural number ) and copies of the infinite cyclic group ℤ:

ܣ ≃ ℤ⊕ ໄ


ℤ/
ℤ .

The summands of the form ℤ/ℤ are also called the p-primary components of ܣ. Notice that the  need

not all be distinct.

fundamental theorem of finite abelian groups:

In particular every finite abelian group is of this form for ݊ = 0, hence is a direct sum of cyclic groups.

fundamental theorem of cyclic groups:

In particular every cyclic group ℤ/݊ℤ is a direct sum of cyclic groups of the form

ℤ/݊ℤ ≃ ໄ


ℤ/
ℤ

where all the  are distinct and ݇ is the maximal power of the prime factor  in the prime decomposition

of ݊.

Specifically, for each natural number ݀ dividing ݊ it contains ℤ/݀ℤ as the subgroup generated by
݊/݀ ∈ ℤ → ℤ/݊ℤ. In fact the lattice of subgroups of ℤ/݊ℤ is the formal dual of the lattice of natural numbers
≤ ݊ ordered by inclusion.

(e.g. Roman 12, theorem 13.4, Navarro 03) for cyclic groups e.g. (Aluffi 09, pages 83-84)

This is a special case of the structure theorem for finitely generated modules over a principal ideal domain.

Example 4.2. For  a prime number, there are, up to isomorphism, two abelian groups of order ଶ, namely

(ℤ/ℤ)⊕ (ℤ/ℤ)

and

ℤ/ଶℤ .

Example 4.3. For ଵ and ଶ two distinct prime numbers, ଵ ≠ ଶ, then there is, up to isomorphism, precisely

one abelian group of order ଵଶ, namely

ℤ/ଵℤ⊕ℤ/ଶℤ .

This is equivalently the cyclic group

ℤ/ଵଶℤ ≃ ℤ/ଵℤ⊕ ℤ/ଶℤ .

The isomorphism is given by sending 1 to (ଶ , .(ଵ

Example 4.4. Moving up, for two distinct prime numbers ଵ and ଶ, there are exactly two abelian groups of

order ଵ
ଶଶ, namely (ℤ/ଵℤ)⊕ (ℤ/ଵℤ)⊕ (ℤ/ଶℤ) and (ℤ/ଵ

ଶℤ)⊕ (ℤ/ଶℤ). The latter is the cyclic group of

order ଵ
ଶଶ. For instance, ℤ/12ℤ ≅ (ℤ/4ℤ)⊕ (ℤ/3ℤ).

Example 4.5. Similarly, there are four abelian groups of order ଵ
ଶଶ

ଶ, three abelian groups of order ଵ
ଷଶ, and

so on.

Introduction to the Adams Spectral Sequence in nLab https://ncatlab.org/nlab/print/Introduction+to+the+Adams+Spectral+S...

27 of 53 09.05.17, 16:05



More generally, theorem 4.1 may be used to compute exactly how many abelian groups there are of any
finite order ݊ (up to isomorphism): write down its prime factorization, and then for each prime power 

appearing therein, consider how many ways it can be written as a product of positive powers of . That is,
each partition of ݇ yields an abelian group of order . Since the choices can be made independently for
each , the numbers of such partitions for each  are then multiplied.

Of all these abelian groups of order ݊, of course, one of them is the cyclic group of order ݊. The
fundamental theorem of cyclic groups says it is the one that involves the one-element partitions ݇ = [݇],
i.e. the cyclic groups of order  for each .

Remark 4.6. (graphical representation of -primary decomposition)

Theorem 4.1 says that for any prime number the p-primary part of any finitely generated abelian group ,
is determined uniquely up to isomorphism by

a total number ݇ ∈ ℕ of powers of ;

a partition ݇ = ݇ଵ + ݇ଶ +⋯+ ݇.

The corresponding p-primary group is

ໄ
=ଵ



ℤ/ℤ .

In the context of Adams spectral sequences it is conventional to depict this information graphically by

݇ dots;

of which sequences of length ݇ are connected by vertical lines, for ݅ ∈ {1,⋯, .{ݍ

For example the graphical representation of the -primary group

ℤ/ℤ⊕ ℤ/ℤ⊕ ℤ/ଷℤ⊕ℤ/ସℤ

is

•

|

• •

| |

• •

| |

• • • •

.

This notation comes from the convention of drawing stable pages of multiplicative Adams spectral
sequences and reading them as encoding the extension problem for computing the homotopy groups that
the spectral sequence converges to:

a dot at the top of a vertical sequence of dots denotes the group ℤ/ℤ;

inductively, a dot vetically below a sequence of dots denotes a group extension of ℤ/ℤ by the group
represented by the sequence of dots above;

a vertical line between two dots means that the the generator of the group corresponding to the
upper dot is, regarded after inclusion into the group extension, the product by  of the generator of
the group corresponding to the lower dot, regarded as represented by the generator of the group
extension.

So for instance

•

|

•

stands for an abelian group which forms a group extension of the form ܣ
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ℤ/ℤ

↓

ܣ

↓

ℤ/ℤ

such that multiplication by  takes the generator of the bottom copy of ℤ/ℤ, regarded as represented by
the generator of ܣ, to the generator of the image of the top copy of ℤ/ℤ.

This means that of the two possible choices of extensions (by example 4.2) ܣ corresponds to the
non-trivial extension ܣ = ℤ/ଶℤ. Because then in

ℤ/ℤ

↓

ℤ/ଶℤ

↓

ℤ/ℤ

the image of the generator 1 of the first group in the middle group is  =  ⋅ 1.

Conversely, the notation

•

•

stands for an abelian group which forms a group extension of the form ܣ

ℤ/ℤ

↓

ܣ

↓

ℤ/ℤ

such that multiplication by  of the generator of the top group in the middle group does not yield the
generator of the bottom group.

This means that of the two possible choices (by example 4.2) ܣ corresponds to the trivial extension
ܣ = ℤ/ℤ⊕ℤ/ℤ. Because then in

ℤ/ℤ

↓

ℤ/ℤ⊕ ℤ/ℤ

↓

ℤ/ℤ

the generator 1 of the top group maps to the element (1, 0) in the middle group, and multiplication of that
by  is (0, 0) instead of (0, 1), where the latter is the generator of the bottom group.

Similarly

•

|

•

|

•

is to be read as the result of appending to the previous case a dot below, so that this now indicates a
group extension of the form

ℤ/ଶℤ

↓

ܣ

↓

ℤ/ℤ
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such that -times the generator of the bottom group, regarded as represented by the generator of the
middle group, is the image of the generator of the top group. This is again the case for the unique
non-trivial extension, and hence in this case the diagram stands for ܣ = ℤ/ଷℤ.

And so on.

For example the stable page of the ॲଶ-classical Adams spectral sequence for computation of the 2-primary
part of the stable homotopy groups of spheres ݐ ௧−௦(ॺ) has in (“internal”) degreeߨ − ݏ ≤ 13 the following
non-trivial entries:

(graphics taken from (Schwede 12)))

Ignoring here the diagonal lines (which denote multiplication by the element ℎଵ that encodes the
additional ring structure on ߨ•(ॺ) which here we are not concerned with) and applying the above
prescription, we read off for instance that ߨଷ(ॺ) ≃ ℤ/8ℤ (because all three dots are connected) while
(ॺ)଼ߨ ≃ ℤ/2ℤ⊕ ℤ/2ℤ (because here the two dots are not connected). In total

݇ = 0 1 2 3 456 7 8 9 10 11 1213

(ॺ)(ଶ)ߨ = ℤ(ଶ) ℤ/2 ℤ/2 ℤ/8 0 0 ℤ/2 ℤ/16 (ℤ/2)
ଶ (ℤ/2)ଷ ℤ/2 ℤ/8 0 0

Here the only entry that needs further explanation is the one for ݇ = 0. We discuss the relevant concepts
for this below in the section Localization and adic completion of abelian groups, but for completeness, here
is the quick idea:

The symbol ℤ(ଶ) refers to the 2-adic integers (def. 4.16), i.e. for the limit of abelian groups

ℤ(ଶ) = lim←⎯⎯≥ଵ
ℤ/2ℤ

This is not 2-primary, but it does arise when applying 2-adic completion of abelian groups (def. 4.15) to
finitely generated abelian groups as in theorem 4.1. The 2-adic integers is the abelian group associated to
the diagram

⋮

|

•

|

•

|

•

|

•

as in the above figure. Namely by the above prescrption, this infinite sequence should encode an abelian
group ܣ such that it is an extension of ℤ/ℤ by itself of the form

0 → ܣ →⎯⎯⎯⎯
⋅(−)

ܣ ⟶ ℤ/ℤ

(Because it is supposed to encode an extension of ℤ/ℤ by the group corresponding to the result of
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chopping off the lowest dot, which however in this case does not change the figure.)

Indeed, by lemma 4.17 below we have a short exact sequence

0 → ℤ() →⎯⎯⎯⎯
⋅(−)

ℤ() ⟶ ℤ/ℤ → 0 .

Localization and adic completion of abelian groups

Remark 4.7. Recall that Ext-groups Ext• ,ܣ) between abelian groups (ܤ ,ܣ ܤ ∈ Ab are concentrated in degrees
0 and 1 (prop.). Since

Ext(ܣ, (ܤ ≃ Hom(ܣ, (ܤ

is the plain hom-functor, this means that there is only one possibly non-vanishing Ext-group Extଵ,
therefore often abbreviated to just “Ext”:

Ext(ܣ, (ܤ ≔ Extଵ(ܤ,ܣ) .

Definition 4.8. Let ܭ be an abelian group.

Then an abelian group :vanish ܣ to ܭ local if all the Ext-groups from-ܭ is called ܣ

Ext•(ܭ, (ܣ ≃ 0

hence equivalently (remark 4.7) if

Hom(ܭ, (ܣ ≃ 0 and Ext(ܭ, (ܣ ≃ 0 .

A homomorphism of abelian groups ݂:ܤ ⟶ the function ܣ local groups-ܭ local if for all-ܭ is called ܥ

Hom(݂, (ܣ : Hom(ܤ, (ܣ ⟶ Hom(ܣ, (ܣ

is a bijection.

(Beware that here it would seem more natural to use Ext• instead of Hom, but we do use Hom. See
(Neisendorfer 08, remark 3.2).

A homomorphism of abelian groups

ߟ : ܣ ⟶ ܣܮ

is called a ܭ-localization if

 .local;1-ܭ is ܣܮ

 .local morphism.2-ܭ is a ߟ

We now discuss two classes of examples of localization of abelian groups

Classical localization at/away from primes;1. 

Formal completion at primes.2. 

Classical localization at/away from primes

For ݊ ∈ ℕ, write ℤ/݊ℤ for the cyclic group of order ݊.

Lemma 4.9. For ݊ ∈ ℕ and ܣ ∈ Ab any abelian group, then

the hom-group out of ℤ/݊ℤ into ܣ is the ݊-torsion subgroup of ܣ

Hom(ℤ/݊ℤ, (ܣ ≃ {ܽ ∈ ܣ |  ⋅ ܽ = 0}

1. 

the first Ext-group out of ℤ/݊ℤ into ܣ is

Extଵ(ℤ/݊ℤ, (ܣ ≃ ܣ݊/ܣ .

2. 

Proof. Regarding the first item: Since ℤ/ℤ is generated by its element 1 a morphism ℤ/ℤ → is fixed by ܣ
the image ܽ of this element, and the only relation on 1 in ℤ/ℤ is that  ⋅ 1 = 0.

Regarding the second item:

Consider the canonical free resolution
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0 → ℤ →⎯⎯⎯⎯
⋅(−)

ℤ ⟶ ℤ/ℤ → 0 .

By the general discusson of derived functors in homological algebra this exhibits the Ext-group in degree 1
as part of the following short exact sequence

0 → Hom(ℤ, (ܣ →⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯
ୌ୭୫(⋅(−),)

Hom(ℤ, (ܣ ⟶ Extଵ(ℤ/݊ℤ, (ܣ → 0 ,

where the morphism on the left is equivalently ܣ ሱ ሮ⎯⎯⎯
⋅(−)

▮  .ܣ

Example 4.10. An abelian group ℤ-local precisely if the operation/is ℤ ܣ

 ⋅ (−) : ܣ ⟶ ܣ

of multiplication by  is an isomorphism, hence if “ is invertible in ܣ”.

Proof. By the first item of lemma 4.9 we have

Hom(ℤ/ℤ, (ܣ ≃ {ܽ ∈ ܣ |  ⋅ ܽ = 0}

By the second item of lemma 4.9 we have

Extଵ(ℤ/ℤ, (ܣ ≃ ܣ/ܣ .

Hence by def. 4.8 ℤ-local precisely if/is ℤ ܣ

{ܽ ∈ ܣ |  ⋅ ܽ = 0} ≃ 0

and if

ܣ/ܣ ≃ 0 .

Both these conditions are equivalent to multiplication by  being invertible.  ▮

Definition 4.11. For ܬ ⊂ ℕ a set of prime numbers, consider the direct sum ⊕∈ ℤ/ℤ of cyclic groups of
order .

The operation of ⊗∈ ℤ/ℤ-localization of abelian groups according to def. 4.8 is called inverting the
primes in ܬ.

Specifically

for ܬ =  .1; ℤ-localization is called localization away from/a single prime then ℤ {}

for ܬ the set of all primes except  then ⊗∈ ℤ/ℤ-localization is called localization at 2;. 

for ܬ the set of all primes, then ⊗∈ ℤ/ℤ-localizaton is called rationalization..3. 

Definition 4.12. For ܬ ⊂ Primes ⊂ ℕ a set of prime numbers, then

ℤ[ܬ−ଵ] ↪ ℚ

denotes the subgroup of the rational numbers on those elements which have an expression as a fraction
of natural numbers with denominator a product of elements in ܬ.

This is the abelian group underlying the localization of a commutative ring of the ring of integers at the set
.of primes ܬ

If ܬ = Primes − is the set of all primes except {} one also writes 

ℤ() ≔ ℤ[Primes − [{} .

Notice the parenthesis, to distinguish from the notation ℤ for the p-adic integers (def. 4.16 below).

Remark 4.13. The terminology in def. 4.11 is motivated by the following perspective of arithmetic
geometry:

Generally for ܴ a commutative ring, then an ܴ-module is equivalently a quasicoherent sheaf on the
spectrum of the ring Spec(ܴ).

In the present case ܴ = ℤ is the integers and abelian groups are identified with ℤ-modules. Hence we may
think of an abelian group ܣ equivalently as a quasicoherent sheaf on Spec(Z).

The “ring of functions” on Spec(Z) is the integers, and a point in Spec(ℤ) is labeled by a prime number ,
thought of as generating the ideal of functions on Spec(Z) which vanish at that point. The residue field at
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that point is ॲ = ℤ/ℤ.

Inverting a prime means forcing to become invertible, which, by this characterization, it is precisely 
away from that point which it labels. The localization of an abelian group at ℤ/ℤ hence corresponds to the
restriction of the corresponding quasicoherent sheaf over Spec(ℤ) to the complement of the point labeled
by .

Similarly localization at . is localization away from all points except 

See also at function field analogy for more on this.

Proposition 4.14. For ܬ ⊂ ℕ a set of prime numbers, a homomorphism of abelian groups
݂ : is local (def. 4.8) with respect to ⊕∈ ܤlookrightarrowܣ ℤ/ℤ (def. 4.11) if under tensor product of
abelian groups with ℤ[ܬ−ଵ] (def. 4.12) it becomes an isomorphism

݂⊗ ℤ[ܬ−ଵ] : ܺ⊗ ℤ[ܬ−ଵ] ⟶≃ ܻ⊗ ℤ[ܬ−ଵ] .

Moreover, for ܣ any abelian group then its ⊕∈ ℤ/ℤ-localization exists and is given by the canonical
projection morphism

ܣ ⟶ [ଵ−ܬ]ℤ⊗ܣ .

(e.g. Neisendorfer 08, theorem 4.2)

Formal completion at primes

We have seen above in remark 4.13 that classical localization of abelian groups at a prime number is
geometrically interpreted as restricting a quasicoherent sheaf over Spec(Z) to a single point, the point that
is labeled by that prime number.

Alternatively one may restrict to the “infinitesimal neighbourhood” of such a point. Technically this is called
the formal neighbourhood, because its ring of functions is, by definition, the ring of formal power series
(regarded as an adic ring or pro-ring). The corresponding operation on abelian groups is accordingly called
formal completion or adic completion or just completion, for short, of abelian groups.

It turns out that if the abelian group is finitely generated then the operation of p-completion coincides with
an operation of localization in the sense of def. 4.8, namely localization at the p-primary component ℤ(ஶ) of
the group ℚ/ℤ (def. 4.22 below). On the one hand this equivalence is useful for deducing some key
properties of p-completion, this we discuss below. On the other hand this situation is a shadow of the
relation between localization of spectra and nilpotent completion of spectra, which is important for
characterizing the convergence properties of Adams spectral sequences.

Definition 4.15. For  a prime number, then the p-adic completion of an abelian group is the abelian ܣ
group given by the limit

ܣ
∧ ≔ lim←⎯⎯(⋯⟶ ܣଷ/ܣ ⟶ ⟶ܣଶ/ܣ (ܣ/ܣ ,

where the morphisms are the evident quotient morphisms. With these understood we often write

ܣ
∧ ≔ lim←⎯⎯

ܣ/ܣ

for short. Notice that here the indexing starts at ݊ = 1.

Example 4.16. The p-adic completion (def. 4.15) of the integers ℤ is called the p-adic integers, often
written

ℤ ≔ ℤ
∧ ≔ lim←⎯⎯

ℤ/ℤ ,

which is the original example that gives the general concept its name.

With respect to the canonical ring-structure on the integers, of course ℤ is a prime ideal.

Compare this to the ring ࣩℂ of holomorphic functions on the complex plane. For ݔ ∈ ℂ any point, it contains
the prime ideal generated by (ݖ − The formal power series .(the canonical coordinate function on চ ݖ for) (ݔ
ring ℂ[[(ݖ . is the adic completion of ࣩℂ at this ideal. It has the interpretation of functions defined on a [[(ݔ
formal neighbourhood of ܺ in ℂ.

Analogously, the p-adic integers ℤ may be thought of as the functions defined on a formal neighbourhood
of the point labeled by  in Spec(Z).
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Lemma 4.17. There is a short exact sequence

0 → ℤ →⎯⎯⎯⎯
⋅(−)

ℤ ⟶ℤ/ℤ → 0 .

Proof. Consider the following commuting diagram

⋮ ⋮ ⋮

↓ ↓ ↓

ℤ/ଷℤ →⎯⎯⎯⎯
⋅(−)

ℤ/ସℤ ⟶ ℤ/ℤ

↓ ↓ ↓

ℤ/ଶℤ →⎯⎯⎯⎯
⋅(−)

ℤ/ଷℤ ⟶ ℤ/ℤ

↓ ↓ ↓

ℤ/ℤ →⎯⎯⎯⎯
⋅(−)

ℤ/ଶℤ ⟶ ℤ/ℤ

↓ ↓ ↓

0 ⟶ ℤ/ℤ ⟶ ℤ/ℤ

.

Each horizontal sequence is exact. Taking the limit over the vertical sequences yields the sequence in
question. Since limits commute over limits, the result follows.  ▮

We now consider a concept of -completion that is in general different from def. 4.15, but turns out to
coincide with it in finitely generated abelian groups.

Definition 4.18. For  a prime number, write

ℤ[1/] ≔ lim→⎯⎯ ൬ℤ →⎯⎯⎯⎯
⋅(−)

ℤ →⎯⎯⎯⎯
⋅(−)

ℤ⟶ ⋯൰

for the colimit (in Ab) over iterative applications of multiplication by  on the integers.

This is the abelian group generated by formal expressions ଵ

ೖ
 for ݇ ∈ ℕ, subject to the relations

) ⋅ ݊)
1

+ଵ
= ݊

1


.

Equivalently it is the abelian group underlying the ring localization ℤ[1/].

Definition 4.19. For  a prime number, then localization of abelian groups (def. 4.8) at ℤ[1/] (def. 4.18) is
called -completion of abelian groups.

Lemma 4.20. An abelian group complete according to def. 4.19 precisely if both the limit as well as- is ܣ
the lim^1 of the sequence

⋯⟶ ⟶ܣ

ܣ ⟶


⟶ܣ


ܣ

vanishes:

lim←⎯⎯ቀ⋯⟶ ⟶ܣ

⟶ܣ


⟶ܣ


ቁܣ ≃ 0

and

lim←⎯⎯
ଵቀ⋯⟶ ⟶ܣ


⟶ܣ


⟶ܣ


ቁܣ ≃ 0 .

Proof. By def. 4.8 the group ܣ is ℤ[1/]-local precisely if

Hom(ℤ[1/], (ܣ ≃ 0 and Extଵ(ℤ[1/], (ܣ ≃ 0 .

Now use the colimit definition ℤ[1/] = lim→⎯⎯ 
ℤ (def. 4.18) and the fact that the hom-functor sends colimits in

the first argument to limits to deduce that

Hom(ℤ[1/], (ܣ = Hom(lim→⎯⎯ 
ℤ, (ܣ

≃ lim←⎯⎯
Hom(ℤ, (ܣ

≃ lim←⎯⎯
ܣ

.

This yields the first statement. For the second, use that for every cotower over abelian groups ܤ• there is a
short exact sequence of the form
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0 → lim←⎯⎯
ଵHom(ܤ, (ܣ ⟶ Extଵ(lim→⎯⎯ 

,ܤ (ܣ ⟶ lim←⎯⎯
Extଵ(ܤ, (ܣ → 0

(by this lemma).

In the present case all ܤ ≃ ℤ, which is a free abelian group, hence a projective object, so that all the
Ext-groups out of it vannish. Hence by exactness there is an isomorphism

Extଵ(lim→⎯⎯ 
ℤ, (ܣ ≃ lim←⎯⎯

ଵHom(ℤ, (ܣ ≃ lim←⎯⎯
ଵ ܣ .

This gives the second statement.  ▮

Example 4.21. For  a prime number, the p-primary cyclic groups of the form ℤ/ℤ are -complete (def.
4.19).

Proof. By lemma 4.20 we need to check that

lim←⎯⎯ቀ⋯⟶

ℤ/ℤ⟶


ℤ/ℤ ⟶


ℤ/ℤቁ ≃ 0

and

lim←⎯⎯
ଵቀ⋯⟶


ℤ/ℤ⟶


ℤ/ℤ ⟶


ℤ/ℤቁ ≃ 0 .

For the first statement observe that ݊ consecutive stages of the tower compose to the zero morphism. First
of all this directly implies that the limit vanishes, secondly it means that the tower satisfies the Mittag-Leffler
condition (def.) and this implies that the limଵ also vanishes (prop.).  ▮

Definition 4.22. For  a prime number, write

ℤ(ஶ) ≔ ℤ[1/]/ℤ

(the p-primary part of ℚ/ℤ), where ℤ[1/] = lim→⎯⎯ (ℤ →

ℤ →


ℤ → ⋯) from def. 4.18.

Since colimits commute over each other, this is equivalently

ℤ(ஶ) ≃ lim→⎯⎯ (0 ↪ ℤ/ℤ ↪ ℤ/ଶℤ ↪ ⋯) .

Theorem 4.23. For  a prime number, the ℤ[1/]-localization

ܣ ⟶ ܣℤ[ଵ/]ܮ

of an abelian group ܣ (def. 4.18, def. 4.8), hence the -completion of ܣ according to def. 4.19, is given by
the morphism

⟶ܣ Extଵ(ℤ(ஶ), (ܣ

into the first Ext-group into ܣ out of ℤ(ஶ) (def. 4.22), which appears as the first connecting
homomorphism in the long exact sequence of Ext-groups ߜ

0 → Hom(ℤ(ஶ), (ܣ ⟶ Hom(ℤ[1/], (ܣ ⟶ Hom(ℤ, (ܣ ⟶
ఋ)
Extଵ(ℤ(ஶ), (ܣ → ⋯ .

that is induced (via this prop.) from the defining short exact sequence

0 → ℤ⟶ ℤ[1/] ⟶ ℤ(ஶ) → 0

(def. 4.22).

e.g. (Neisendorfer 08, p. 16)

Proposition 4.24. If ܣ is a finitely generated abelian group, then its -completion (def. 4.19, for any prime
number is equivalently its p-adic completion (def. 4.15) (

ℤ[1/]ܣ ≃ ܣ
∧ .

Proof. By theorem 4.23 the -completion is Extଵ(ℤ(ஶ), By def. 4.22 there is a colimit .(ܣ

ℤ(ஶ) = lim→⎯⎯ (ℤ/ℤ → ℤ/ଶℤ → ℤ/ଷℤ → ⋯) .

Together this implies, by this lemma, that there is a short exact sequence of the form

0 → lim←⎯⎯
ଵHom(ℤ/ℤ, (ܣ ⟶ ܺ

∧ ⟶ lim←⎯⎯
Extଵ(ℤ/ℤ, (ܣ → 0 .

By lemma 4.9 the lim^1 on the left is over the -torsion subgroups of ܣ, as ݊ ranges. By the assumption
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that ܣ is finitely generated, there is a maximum ݊ such that all torsion elements in ܣ are annihilated by .
This means that the Mittag-Leffler condition (def.) is satisfied by the tower of -torsion subgroups, and
hence the lim^1-term vanishes (prop.).

Therefore by exactness of the above sequence there is an isomorphism

ܺℤ[ଵ/]ܮ ≃ lim←⎯⎯
Extଵ(ℤ/ℤ, (ܣ

≃ lim←⎯⎯
ܣ/ܣ

,

where the second isomorphism is by lemma 4.9.  ▮

Proposition 4.25. If ܣ is a -divisible group in that ܣ →⎯⎯⎯⎯
⋅(−)

.completion (def- is an isomorphism, then its ܣ
4.19) vanishes.

Proof. By theorem 4.23 the localization morphism ߜ sits in a long exact sequence of the form

0 → Hom(ℤ(ஶ), (ܣ ⟶ Hom(ℤ[1/], (ܣ ⟶
థ
Hom(ℤ, (ܣ ⟶

ఋ
Extଵ(ℤ(ஶ), (ܣ → ⋯ .

Here by def. 4.18 and since the hom-functor takes colimits in the first argument to limits, the second term is
equivalently the limit

Hom(ℤ[1/], (ܣ ≃ lim←⎯⎯൬⋯ → ܣ →⎯⎯⎯⎯
⋅(−)

ܣ →⎯⎯⎯⎯
⋅(−)

൰ܣ .

But by assumption all these morphisms  ⋅ (−) that the limit is over are isomorphisms, so that the limit
collapses to its first term, which means that the morphism ߶ in the above sequence is an isomorphism. But
by exactness of the sequence this means that ߜ = 0.  ▮

Corollary 4.26. Let  be a prime number. If ܣ is a finite abelian group, then its -completion (def. 4.19) is
equivalently its p-primary part.

Proof. By the fundamental theorem of finite abelian groups, ܣ is a finite direct sum

ܣ ≃ ⊕

ℤ/

ℤ

of cyclic groups of ordr 
భ for  prime numbers and ݇ ∈ ℕ (thm.).

Since finite direct sums are equivalently products (biproducts: Ab is an additive category) this means that

Extଵ(ℤ(ஶ), (ܣ ≃ ෑ


Extଵ(ℤ(ஶ), ℤ/
భℤ) .

By theorem 4.23 the ݅th factor here is the -completion of ℤ/
ℤ, and since  ⋅ (−) is an isomorphism on

ℤ/
ℤ if  ≠ ,prop. 4.25 says that in this case the factor vanishes ,(because its kernel evidently vanishes) 

so that only the factors with  = ,(ஶ)remain. On these however Extଵ(ℤ  −) is the identity by example

4.21.  ▮

Localization and nilpotent completion of spectra

We discuuss

Bousfield localization of spectra1. 

Nilpotent completion of spectra2. 

which are the analogs in stable homotopy theory of the construction of localization of abelian groups
discussed above.

Literature: (Bousfield 79)

,

Localization of spectra

Definition 4.27. Let ܧ ∈ Ho(Spectra) be be a spectrum. Say that

a spectrum ܺ is ܧ-acyclic if the smash product with ܧ is zero, ܧ ∧ ܺ ≃ 0;1. 

a morphism ݂:ܺ → ܻ of spectra is an ܧ-equivalence if ܧ ∧ ݂ : ܧ ∧ ܺ → ܧ ∧ ܻ is an isomorphism in
Ho(Spectra), hence if ܧ•(݂) is an isomorphism in ܧ-generalized homology;

2. 
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a spectrum ܺ is ܧ-local if the following equivalent conditions hold

for every ܧ-equivalence ݂ then [݂, ܺ]• is an isomorphism;1. 

every morphism ܻ ⟶ ܺ out of an ܧ-acyclic spectrum ܻ is zero in Ho(Spectra);2. 

3. 

(Bousfield 79, §1) see also for instance (Lurie, Lecture 20, example 4)

Lemma 4.28. The two conditions in the last item of def. 4.27 are indeed equivalent.

Proof. Notice that ܣ ∈ Ho(Spectra) being ܧ-acyclic means equivalently that the unique morphism 0 ⟶ is an ܣ
.equivalence-ܧ

Hence one direction of the claim is trivial. For the other direction we need to show that for [−, ܺ]• to give an

isomorphism on all ܧ-equivalences ݂, it is sufficient that it gives an isomorphism on all ܧ-equivalences of the
form 0 → .ܣ

Given a morphism ݂:ܣ → ⟶ܤ write ,ܤ for its homotopy cofiber. Then since Ho(Spectra) is a triangulated ܣ/ܤ
category (prop.) the defining axioms of triangulated categories (def., lemma) give that there is a commuting
diagram of the form

0 ⟶ ܣ ⟶
୧ୢ

ܣ ⟶ 0 ⟶ ܣߑ

↓ ↓୧ୢ ↓ ↓ ↓୧ୢ

ܣ/ܤଵ−ߑ ⟶ ܣ ⟶


ܤ ⟶ ܣ/ܤ ⟶ ܣߑ

,

where both the top as well as the bottom are homotopy cofiber sequences. Hence applying [−, ܺ]• to this

diagram in Ho(Spectra) yields a diagram of graded abelian groups of the form

0 ⟵ ,ܣ] ܺ]• ⟵ ,ܣ] ܺ]• ⟵ 0 ⟵ ,ܣ] ܺ]• +ଵ

↑ ↑୧ୢ ↑[,]• ↑ ↑୧ୢ

,ܣ/ܤ] ܺ]• +ଵ ⟵ ,ܣ] ܺ]• ⟵ ,ܤ] ܺ]• ⟵ ,ܣ/ܤ] ܺ]• ⟵ ,ܣ] ܺ]• +ଵ

,

where now both horizontal sequences are long exact sequences (prop.).

Hence if [ܣ/ܤ, ܺ]• ⟶ 0 is an isomorphism, then all four outer vertical morphisms in this diagram are

isomorphisms, and then the five-lemma implies that also [݂, ܺ]• is an isomorphism.

Hence it is now sufficient to observe that with ݂:ܣ → is ܣ/ܤ equivalence, then its homotopy cofiber-ܧ an ܤ
.acyclic-ܧ

To see this, notice that by the tensor triangulated structure on Ho(Spectra) (prop.) the smash product with ܧ
preserves homotopy cofiber sequences, so that there is a homotopy cofiber sequence

ܧ ∧ ܣ →⎯⎯⎯
ா∧

ܧ ∧ ܤ ⟶ ܧ ∧ (ܣ/ܤ) ⟶ ܧ ∧ ܣߑ .

But if the first morphism here is an isomorphism, then the axioms of a triangulated category (def.) imply
that ܧ ∧ ܣ/ܤ ≃ 0. In detail: by the axioms we may form the morphism of homotopy cofiber sequences

ܧ ∧ ܣ →⎯⎯⎯
ா∧

ܧ ∧ ܤ ⟶ ܧ ∧ ܣ/ܤ ⟶ ܧ ∧ ܣߑ

↓୧ୢ ↓(ா∧)
−భ

↓ ↓୧ୢ

ܧ ∧ ܣ ⟶
୧ୢ

ܧ ∧ ܣ ⟶ 0 ⟶ ܧ ∧ ܣߑ

.

Then since two of the three vertical morphisms on the left are isomorphisms, so is the third (lemma).  ▮

Definition 4.29. Given ܧ, ܺ ∈ Ho(Spectra), then an ܧ-Bousfield localization of spectra of ܺ is

an ܧ-local spectrum ܮாܺ1. 

an ܧ-equivalence ܺ⟶  .ாܺ.2ܮ

according to def. 4.27.

We discuss now that ܧ-Localizations always exist. The key to this is the following lemma 4.30, which asserts
that a spectrum being ܧ-local is equivalent to it being ܣ-null, for some “small” spectrum ܣ:

Lemma 4.30. For every spectrum .local (def-ܧ such that any spectrum ܺ is ܣ there exists a spectrum ܧ
4.27) precisely if it is ܣ-null, i.e.
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ܺ is local-ܧ ⇔ ,ܣ] ܺ]
*
= 0

and such that

 .acyclic (def. 4.27);1-ܧ is ܣ

there exists an infinite cardinal number CW spectrum (hence a CW spectrum-ߢ is a ܣ such that ߢ
(def.) with at most ߢ many cells);

2. 

the class of ܧ-acyclic spectra (def. 4.27) is the class generated by ܣ under

wedge sum1. 

the relation that if in a homotopy cofiber sequence ܺଵ → ܺଶ → ܺଷ two of the spectra are in the
class, then so is the third.

2. 

3. 

(Bousfield 79, lemma 1.13 with lemma 1.14) review includes (Bauer 11, p.2,3, VanKoughnett 13, p. 8)

Proposition 4.31. For ܧ ∈ Ho(Spectra) any spectrum, every spectrum ܺ sits in a homotopy cofiber sequence
of the form

(ܺ)ாܩ ⟶ ܺ⟶
ఎ (ܺ)ாܮ ,

and natural in ܺ, such that

 .acyclic,1-ܧ ா(ܺ) isܩ

 .local,2-ܧ ா(ܺ) isܮ

according to def. 4.27.

(Bousfield 79, theorem 1.1) see also for instance (Lurie, Lecture 20, example 4)

Proof. Consider the ߢ-CW-spectrum spectrum ܣ whose existence is asserted by lemma 4.30. Let

ܫ ≔ ܣ} → Cone(ܣ)}

denote the set containing as its single element the canonical morphism (of sequential spectra) from ܣ into
the standard cone of ܣ, i.e. the cofiber

Cone(ܣ) ≔ cofib(ܣ → ܣ ∧ (+ܫ ≃ ܣ ∧ ܫ

of the inclusion of ܣ into its standard cylinder spectrum (def.).

Since the standard cylinder spectrum on a CW-spectrum is a good cylinder object (prop.) this means
(lemma) that for ܺ any fibrant sequential spectrum, and for ܣ⟶ ܺ any morphism, then an extension along
the cone inclusion

ܣ ⟶ ܺ

↓ ↗

Cone(ܣ)

equivalently exhibits a null-homotopy of the top morphism. Hence the (ܣ → Cone(ܣ))-injective objects in
Ho(Spectra) are precisely those spectra ܺ for which [ܣ, ܺ]• ≃ 0.

Moreover, due to the degreewise nature of the smash tensoring Cone(ܣ) = ܣ ∧ the inclusion morphism ,(def) ܫ
ܣ → Cone(ܣ) is degreewise the inclusion of a CW-complex into its standard cone, which is a relative cell
complex inclusion (prop.).

By this lemma the ߢ-cell spectrum small object (def.) with respect to morphisms of spectra which are-ߢ is ܣ
degreewise relative cell complex inclusion small object argument .

Hence the small object argument applies (prop.) and gives for every ܺ a factorization of the terminal
morphism ܺ → *  as an ܫ-relative cell complex (def.) followed by an ܫ-injective morphism (def.)

ܺ →⎯⎯⎯⎯
ூಲ େୣ୪୪

ாܺܮ →⎯⎯⎯
ூಲ ୍୬୨

* .

By the above, this means that [ܣ, [ாܺܮ = 0, hence by lemma 4.30 that ܮாܺ is ܧ-local.

It remains to see that the homotopy fiber of ܺ → acyclic: By the tensor triangulated structure on-ܧ ாܺ isܮ
Ho(Spectra) (prop.) it is sufficient to show that the homotopy cofiber is ܧ-acyclic (since it differs from the
homotopy fiber only by suspension). By the pasting law, the homotopy cofiber of a transfinite composition is
the transfinite composition of a sequence of homotopy pushouts. By lemma 4.30 and applying the pasting
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law again, all these homotopy pushouts produce ܧ-acyclic objects. Hence we conclude by observing that the
the transfinite composition of the morphisms between these ܧ-acyclic objects is ܧ-acyclic. Since by
construction all these morphisms are relative cell complex inclusions, this follows again with the
compactness of the ݊-spheres (lemma).  ▮

Lemma 4.32. The morphism ܺ → localization of ܺ according to def. 4.29-ܧ ா(ܺ) in prop. 4.31 exhibits anܮ

Proof. It only remains to show that ܺ → equivalence. By the tensor triangulated structure on-ܧ ாܺ is anܮ
Ho(Spectra) (prop.) the smash product with ܧ preserves homotopy cofiber sequences, so that

ܧ ∧ ⟶ாܺܩ ܧ ∧ ܺ →⎯⎯⎯⎯
ா∧ఎ ܧ ∧ ⟶ாܺܮ ܧ ∧ ாܺܩߑ

is also a homotopy cofiber sequence. But now ܧ ∧ ாܺܩ ≃ 0 by prop. 4.31, and so the axioms (def.) of the
triangulated structure on Ho(Spectra) (prop.) imply that ܧ ∧ ▮  .is an isomorphism ߟ

Nilpotent completion of spectra

Definition 4.33. Let (ܧ, ,ߤ ݁) be a homotopy commutative ring spectrum (def.) and ܻ ∈ Ho(Spectra) any

spectrum. Write ̅̅ܧ ̅for the homotopy fiber of the unit ॺ →

Adams filtration-ܧ as in def. 1.16 such that the ܧ

of ܻ (def. 1.14) reads (according to lemma 1.17)

⋮

↓

ܧ̅̅̅
ଷ̅
∧ ܻ

↓

ܧ̅̅̅
ଶ̅
∧ ܻ

↓

ܧ̅̅ ∧̅ ܻ

↓

ܻ

.

For ݏ ∈ ℕ, write

௦̅−ଵܧ̅̅̅ ≔ hocof(̅̅̅ܧ ̅௦ ⟶
ೞ

ॺ)

for the homotopy cofiber. Here ̅̅̅ܧ−̅ଵ ≃ 0. By the tensor triangulated structure of Ho(Spectra) (prop.), this
homotopy cofiber is preserved by forming smash product with ܻ, and so also

ܧ̅̅̅ ∧ ܻ ≃ hocof(̅̅ܧ ̅

∧ ܻ⟶ ܻ) .

Now let

௦ܧ̅̅̅ →⎯⎯⎯
ೞ−భ ௦̅−ଵܧ̅̅

be the morphism implied by the octahedral axiom of the triangulated category Ho(Spectra) (def., prop.):

ܧ̅̅̅ ̅
௦+ଵ

⟶


ܧ̅̅̅
௦

⟶ ∧ܧ ܧ̅̅̅
௦

⟶ ܧ̅̅̅ߑ ̅
௦+ଵ

= ↓ ↓
ೞ

↓ ↓

ܧ̅̅̅ ̅
௦+ଵ

⟶ ॺ ⟶ ௦̅ܧ̅̅̅ ⟶ ܧ̅̅̅ߑ ̅
௦+ଵ

↓ ↓ೞ−భ

௦̅−ଵܧ̅̅̅ ⟶= ௦̅−ଵܧ̅̅̅

↓ ↓

ܧ̅̅̅ߑ
௦̅

⟶ ܧߑ ∧ ܧ̅̅̅
௦

.

By the commuting square in the middle and using again the tensor triangulated structure, this yields an
inverse sequence under ܻ:

ܻ ≃ ॺ ∧ ܻ ⟶ ⋯ →⎯⎯⎯⎯
య ∧୧ୢ ଷ̅ܧ̅̅̅ ∧ ܻ →⎯⎯⎯⎯

మ ∧୧ୢ ଶ̅ܧ̅̅ ∧ ܻ →⎯⎯⎯⎯
భ ∧୧ୢ ଵ̅ܧ̅̅̅ ∧ ܻ

The E-nilpotent completion ܻா
∧ of ܻ is the homotopy limit over the resulting inverse sequence

ܻா
∧ ≔ ℝlim←⎯⎯

̅ܧ̅̅ ∧ ܻ
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or rather the canonical morphism into it

ܻ ⟶ ܻா
∧ .

Concretely, if

ܻ ≃ ॺ ∧ ܻ ⟶ ⋯ →⎯⎯⎯⎯
య ∧୧ୢ ଷ̅ܧ̅̅̅ ∧ ܻ →⎯⎯⎯⎯

మ ∧୧ୢ ଶ̅ܧ̅̅ ∧ ܻ →⎯⎯⎯⎯
భ ∧୧ୢ ଵ̅ܧ̅̅̅ ∧ ܻ

is presented by a tower of fibrations between fibrant spectra in the model structure on topological
sequential spectra, then ܻா

∧ is represented by the ordinary sequential limit over this tower.

(Bousfield 79, top, middle and bottom of page 272)

Remark 4.34. In (Bousfield 79) the ܧ-nilpotent completion of ܺ (def. 4.33) is denoted “ܧ∧ܺ”. The notation
“ܺா

∧” which we use here is more common among modern authors. It emphasizes the conceptual relation to
p-adic completion ܣ

∧ of abelian groups (def. 4.15) and is less likely to lead to confusion with the smash
product of ܧ with ܺ.

Remark 4.35. The nilpotent completion ܺா
∧ is ܧ-local. This induces a universal morphism

⟶ாܺܮ ܺா
∧

from the ܧ-Bousfield localization of spectra of ܺ into the ܧ-nilmpotent completion

(Bousfield 79, top of page 273)

We consider now conditions for this morphism to be an equivalence.

Proposition 4.36. Let ܧ be a connective ring spectrum such that the core of ߨ(ܧ), def. 2.14, is either of

the localization of the integers at a set ܬ of primes, ܿߨ(ܧ) ≃ ℤ[ܬ−ଵ];

a cyclic ring (ܧ)ߨܿ ≃ ℤ/݊ℤ, for ݊ ≥ 2.

Then the map in remark 4.35 is an equivalence

ாܺܮ ⟶≃ ܺா
∧ .

(Bousfield 79, theorem 6.5, theorem 6.6).

Convergence theorems

We state the two main versions of Bousfield’s convergence theorems for the ܧ-Adams spectral sequence,
below as theorem 4.40 and theorem 4.41.

First we need to define the concepts that enter the convergence statement:

the infinity-page ܧஶ
௦,௧(ܺ, ܻ) (def. 4.37),1. 

a filtration on [ܺ, ܻா
∧]• (def. 4.38)2. 

what it means for the former to converge to the latter (def. 4.39).3. 

Broadly the statement will be that typically

the ܧ-Adams spectral sequence ܧ
௦,௧(ܺ, ܻ) computes the stable homotopy groups [ܺ, ܻா

∧] of maps from ܺ
into the E-nilpotent completion of ܻ;

1. 

these groups are localizations of the full groups [ܺ, ܻ]• depending on the core of ߨ(ܧ).2. 

Literature: (Bousfield 79)

Definition 4.37. Let (ܧ, ,ߤ ݁) be a homotopy commutative ring spectrum (def.) and ܺ, ܻ ∈ Ho(Spectra) two
spectra with associated ܧ-Adams spectral sequence ܧ}

௦,௧, ݀} (def. 1.14).

Observe that

if ݎ > ݏ then +ଵܧ
௦, • (ܺ, ܻ) ≃ ker(݀ |ாೝೞ, •(,) ) ⊂ ܧ

௦, •(ܺ, ܻ)

since the differential ݀ on the ݎth page has bidegree (ݎ, ݎ − 1), and since ܧ
௦ழ, • (,) ≃ 0, so that for ݎ > the ݏ

image of ݀ in ܧ
௦,௧(ܺ, ܻ) vanishes.
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Thus define the bigraded abelian group

ஶܧ
௦,௧(ܺ, ܻ) ≔ lim

வ௦
ܧ
௦,௧(ܺ, ܻ) = ∩

வ௦
ܧ
௦,௧(ܺ, ܻ)

called the “infinity page” of the ܧ-Adams spectral sequence.

Definition 4.38. Let (ܧ, ,ߤ ݁) be a homotopy commutative ring spectrum (def.) and ܺ, ܻ ∈ Ho(Spectra) two
spectra with associated ܧ-Adams spectral sequence ܧ}

௦,௧, ݀} (def. 1.14) and E-nilpotent completion ܻா
∧ (def.

4.33).

Define a filtration

⋯ ↪ ,ܺ]ଷܨ ܻா
∧]• ↪ ,ܺ]ଶܨ ܻா

∧]• ↪ ,ܺ]ଵܨ ܻா
∧]• = [ܺ, ܻா

∧]•

on the graded abelian group [ܺ, ܻா
∧]• by

,ܺ]௦ܨ ܻா
∧]• ≔ ker( [ܺ, ܻா

∧]• →⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯
[,ಶ

∧ →ா̅̅̅ೞ̅−భ ∧]
[ܺ, ௦̅−ଵܧ̅̅̅ ∧ ܻ]• ) ,

where the morphisms ܻா
∧ → ௦̅−ଵܧ̅̅ ∧ ܻ is the canonical one from def. 4.33.

Definition 4.39. Let (ܧ, ,ߤ ݁) be a homotopy commutative ring spectrum (def.) and ܺ, ܻ ∈ Ho(Spectra) two
spectra with associated ܧ-Adams spectral sequence ܧ}

௦,௧, ݀} (def. 1.14) and E-nilpotent completion ܻா
∧ (def.

4.33).

Say that the ܧ-Adams spectral sequence ܧ}
௦,௧, ݀} converges completely to the E-nilpotent completion

[ܺ, ܻா
∧]• if the following two canonical morphisms are isomorphisms

[ܺ, ܻா
∧]• ⟶ lim←⎯⎯௦

[ܺ, ܻா
ܨ/•[∧

௦[ܺ, ܻா
∧]•

(where on the right we have the limit over the tower of quotients by the stages of the filtration from
def. 4.38)

1. 

,ܺ]௦ܨ ܻா
∧]௧−௦/ܨ

௦+ଵ[ܺ, ܻ∧]௧−௦ ⟶ ஶܧ
௦,௧(ܺ, ܻ) ,ݏ∀ ݐ

(where ܨ௦[ܺ, ܻா
∧]• is the filtration stage from def. 4.38 and ܧஶ

௦,௧(ܺ, ܻ) is the infinity-page from def. 4.37).

2. 

Notice that the first morphism is always surjective, while the second is necessarily injective, hence the
condition is equivalently that the first is also injective, and the second also surjective.

(Bousfield 79, §6)

Now we state sufficient conditions for complete convergence of the ܧ-Adams spectral sequence. It turns out
that convergence is controled by the core (def. 2.14) of the ring ߨ(ܧ). By prop. 2.16 these cores are either
localizations of the integers ℤ[ܬ−ଵ] at a set ܬ of primes (def. 4.11) or are cyclic rings, or cores of products of
these. We discuss the first two cases.

Theorem 4.40. Let (ܧ, ,ߤ ݁) be a homotopy commutative ring spectrum (def.) and let ܺ, ܻ ∈ Ho(Spectra) be
two spectra such that

the core (def. 2.14) of the 0-th stable homotopy group ring of ܧ (prop.) is the localization of the
integers at a set ܬ of primes (def. 4.11)

(ܧ)ߨܿ ≃ ℤ[ܬ−ଵ] ⊂ ℚ

1. 

ܺ is a CW-spectrum (def.) with a finite number of cells (rmk.);2. 

then the ܧ-Adams spectral sequence for [ܺ, ܻ]• (def. 1.14) converges completely (def. 4.39) to the

localization

[ܺ, ܻா
∧]• = ℤ[ܬ−ଵ] ⊗ [ܺ, ܻ]•

of [ܺ, ܻ]•.

(Bousfield 79, theorem 6.5)

Theorem 4.41. Let (ܧ, ,ߤ ݁) be a homotopy commutative ring spectrum (def.) and let ܺ, ܻ ∈ Ho(Spectra) be
two spectra such that

the core (def. 2.14) of the 0-th stable homotopy group ring of ܧ (prop.) is a prime field1. 
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(ܧ)ߨܿ ≃ ॲ

for some prime number ;

ܻ is a connective spectrum in that its stable homotopy groups  .vanish in negative degree;2 (ܻ)•ߨ

ܺ is a CW-spectrum (def.) with a finite number of cells (rmk.);3. 

[ܺ, ܻ]• is degreewise a finitely generated group4. 

then the ܧ-Adams spectral sequence for [ܺ, ܻ]• (def. 1.14) converges completely (def. 4.39) to the -adic

completion (def. 4.15)

[ܺ, ܻா
∧]• ≃ lim←⎯⎯

[ܺ, /•[ܻ
[ܺ, ܻ]•

of [ܺ, ܻ]•.

(Bousfield 79, theorem 6.6)

Examples

We now consider examples applying the general theory of ܧ-Adams spectral sequences above in special
cases to the concrete computation of certain stable homotopy groups.

Example 4.42. Examples of commutative ring spectra that are flat according to def. 2.1 include ܧ =

ॺ – the sphere spectrum;

;ॲ – Eilenberg-MacLane spectra for prime fieldsܪ

MO, MU, MSp – Thom spectra;

KO, KU – topological K-theory spectra.

(Adams 69, lecture 1, lemma 28 (p. 45))

Proof of the first two items. For ܧ = ॺ we have ॺ•(ॺ) ≔ ॺ)•ߨ ∧ ॺ) ≃ since the sphere spectrum ,(ॺ)•ߨ ॺ is the
tensor unit for the derived smash product of spectra (cor.). Hence the statement follows since every ring is,
clearly, flat over itself.

For ܧ = (ॲܪ)•ߨ ॲ we have thatܪ ≃ ॲ (prop.), hence a field (a prime field). Every module over a field is a
projective module (prop.) and every projective module is flat (prop.).  ▮

Example 4.43. Examples of ring spectra that are not flat in the sense of def. 2.1 include HZ, and ܷܵܯ.

Examples 4.44.

For ܺ = ॺ and ܧ = ॲ, then theorem 3.1 and theoremܪ
\ref{ConvergenceOfEAdamsSpectralSequenceToECompletion} with example
\ref{ExamplesOfEnilpotentLocalizations} gives a spectral sequence

Extࣛ*
(ॲ, ॲ) ⇒ (ॺ)•ߨ ⊗ ܼ

∧ .

This is the classical Adams spectral sequence.

For ܺ = ॺ and ܧ = MU, then theorem 3.1 and theorem
\ref{ConvergenceOfEAdamsSpectralSequenceToECompletion} with example
\ref{ExamplesOfEnilpotentLocalizations} gives a spectral sequence

Ext*()(MU*, MU*) ⇒ (ॺ)•ߨ .

This is the Adams-Novikov spectral sequence.

5. Classical Adams spectral sequence (ܧ = ܺ ,ॲଶܪ = ॺ)
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We consider now the example of the ܧ-Adams spectral sequence ܧ}
௦,௧(ܺ, ܻ), ݀} (def. 1.14) for the case that

ܧ = ॲ is the Eilenberg-MacLane spectrum (def.) with coefficients in a prime field, regarded inܪ
Ho(Spectra) with its canonical struture of a homotopy commutative ring spectrum induced (via this
corollary) from its canonical structure of an orthogonal ring spectrum (from this def.);

1. 

ܺ = ܻ = ॺ are both the sphere spectrum.2. 

This example is called the classical Adams spectral sequence.

The ܪॲ-dual Steenrod algebra according to the general definition 2.3 turns out to be the classical dual
Steenrod algebra ࣛ

*  recalled below .

Notice that ܪॲଶ satisfies the two assumptions needed to identify the second page of the ܪॲ-Adams spectral
sequence according to theorem 3.1:

Lemma 5.1. The Eilenberg-MacLane spectrum ॲ(ॺ) is a projectiveܪ ॲ is flat according to 2.1, andܪ
module over ߨ•(ܪॲ).

Proof. The stable homotopy groups of ܪॲ is the prime field ॲ itself, regarded as a graded commutative
ring concentrated in degree 0 (prop.)

(ॲܪ)•ߨ ≃ ॲ .

Since this is a field, all modules over it are projective modules (prop.), hence in particular flat modules
(prop.).  ▮

Corollary 5.2. The classical Adams spectral sequence, i.e. the ܧ-Adams spectral sequence (def. 1.14) for
ܧ = ܺ ॲ (def.) andܪ = ܻ = ॺ, has on its second page the Ext-groups of classical dual Steenrod algebra
comodules from ॲ ≃ .ॲ(ॺ) to itself, and converges completely (def. 4.39) to the p-adic completion (defܪ
4.15) of the stable homotopy groups of spheres, hence in degree 0 to the p-adic integers and in all other
degrees to the -primary part (theorem 4.1)

ଶܧ
௦,௧(ॺ, ॺ) = Extࣛ*

௦,௧ (ॲ, ॲ) ⇒ ((ॺ)•ߨ) .

Proof. By lemma 5.1 the conditions of theorem 3.1 are satisfied, which implies the form of the second
page.

For the convergence statement, we check the assumptions in theorem 4.41:

By prop. 2.15 and prop. 2.16 the ring ॲ = coincides with its core: ܿॲ (ॲܪ)ߨ ≃ ॲ;1. 

ॺ is clearly a connective spectrum;2. 

ॺ is clearly a finite CW-spectrum;3. 

the groups ߨ•(ॺ) ≃ [ॺ, ॺ]• are degreewise finitely generated, by Serre's finiteness theorem?.4. 

Hence theorem 4.41 applies and gives the convergence as stated.

Finally, by prop. 5.5 the dual ܧ-Steenrod algebra in the present case is the classical dual Steenrod
algebra.  ▮

We now use the classical Adams spectral sequence from corollary 5.2 to compute the first dozen stable
homotopy groups of spheres.

The dual Steenrod algebra

Definition 5.3. Let  be a prime number. Write ॲ for the corresponding prime field.

The mod -Steenrod algebra ࣛ is the graded co-commutative Hopf algebra over ॲ which is

for  = 2 generated by elements denoted Sq for ݊ ∈ ℕ, ݊ ≥ 1;

for  > 2 generated by elements denoted ߚ and ܲ for ∈ ℕ, ݊ ≥ 1

(called the Serre-Cartan basis elements)

whose product is subject to the following relations (called the Ádem relations):

for  = 2:

for 0 < ℎ < 2݇ the
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SqSq = 
=

[/ଶ]

൭
݇ − ݅ − 1

ℎ − 2݅
൱Sq+−Sq ,

for  > 2:

for 0 < ℎ < then ݇

ܲܲ = 
=

[/]

(−1)+൭
) − 1)(݇ − ݅) − 1

ℎ − ݅
൱ܲ+−ܲ

and if 0 < ℎ < then ݇

ܲܲߚ = ∑[/]
= (−1)+൭

) − 1)(݇ − ݅)

ℎ − ݅
൱ܲߚ+−ܲ

+∑[(−ଵ)/]
= (−1)+−ଵ൭

) − 1)(݇ − ݅) − 1

ℎ − ݅ − 1
൱ܲ+−ܲߚ

and whose coproduct ߖ is subject to the following relations:

for  = 2:

(Sq)ߖ = 
=



Sq⊗Sq−

for  > 2:

(ܲ)ߖ = 


=

ܲ⊗ܲ−

and

(ߚ)ߖ = ⊗ߚ 1 + ߚ⊗1 .

e.g. (Kochmann 96, p. 52)

Definition 5.4. The ॲ-linear dual of the mod -Steenrod algebra (def. 5.3) is itself naturally a graded
commutative Hopf algebra (with coproduct the linear dual of the original product, and vice versa), called
the dual Steenrod algebra ८ॲ

* .

Proposition 5.5. There is an isomorphism

ࣛ
* ≃ ॲܪ)•ܪ , ॲ) = ॲܪ)•ߨ ∧ (ॲܪ .

(e.g. Ravenel 86, p. 49, Rognes 12, remark 7.24)

We now give the generators-and-relations description of the dual Steenrod algebra ࣛ
*  from def. 5.4, in

terms of linear duals of the generators for ࣛ itself, according to def. 5.3.

Theorem 5.6. (Milnor’s theorem)

The dual mod 2-Steenrod algebra ࣛଶ
*  (def. 5.4) is, as an associative algebra, the free graded commutative

algebra

ࣛ
* ≃ Symॲ

ଵߦ) , ଶߦ , ⋯, )

on generators:

݊ ,ߦ ≥ 1 being the linear dual to Sq
−భ

Sq
−మ

⋯SqSqଵ,

of degree 2− 1.

The dual mod -Steenrod algebra ࣛ
*  (def. 5.4) is, as an associative algebra, the free graded commutative

algebra

ࣛ
* ≃ Symॲ

ଵߦ) , ଶߦ ,⋯, ߬ , ߬ଵ , ⋯)

on generators:

݊ ,ߦ ≥ 1 being the linear dual to ܲ
−భ

ܲ
−మ

⋯ܲܲଵ,
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of degree 2(− 1).

߬ being linear dual to ܲ
−భ

ܲ
−మ

⋯ܲܲଵߚ.

Moreover, the coproduct on ࣛ
*  is given on generators by

(ߦ)ߖ = 
=



−ߦ
ೖ ߦ⊗

and

(߬)ߖ = ߬ ⊗1+ 
=



−ߦ
ೖ −ߦ

ೖ ⊗ ߬ ,

where we set ߦ ≔ 1.

(This defines the coproduct on the full algbra by it being an algebra homomorphism.)

This is due to (Milnor 58). See for instance (Kochmann 96, theorem 2.5.1, Ravenel 86, chapter III, theorem
3.1.1)

The cobar complex

In order to compute the second page of the classical ܪॲ-Adams spectral sequence (cor. 5.2) we consider a
suitable cochain complex whose cochain cohomology gives the relevant Ext-groups.

Definition 5.7. Let (߁, be a graded commutative Hopf algebra, hence a commutative Hopf algebroid for (ܣ
which the left and right units coincide ߟ : ܣ ⟶ .(remark 2.8) ߁

Then the unit coideal of ߁ is the cokernel

߁̅̅ ≔ coker(ܣ ⟶
ఎ
(߁ .

Remark. By co-unitality of graded commutative Hopf algebras (def. 2.9) ߳ ∘ ߟ = id the defining projection of
the unit coideal (def. 5.7)

⟶ܣ
ఎ
⟶߁ ߁̅̅

forms a split exact sequence which exhibits a direct sum decomposition

߁ ≃ ⊕ܣ ߁̅̅ ̅ .

Lemma 5.8. Let (߁, be a commutative Hopf algebra, hence a commutative Hopf algebroid for which the (ܣ
left and right units coincide ߟ : ܣ ⟶ .߁

Then the unit coideal ̅̅߁ (def. 5.7) carries the structure of an ܣ-bimodule such that the projection
morphism

߁ ⟶ ߁̅̅̅ ̅

is an ܣ-bimodule homomorphism. Moreover, the coproduct ߖ : ߁ ⟶ ⊗߁ descends to a morphism ߁
߁̅̅̅ ̅ : ߁̅̅̅ ̅⟶ ⊗߁̅̅ .such that the projection intertwines the two coproducts̅ ߁̅̅̅

Proof. For the first statement, consider the commuting diagram

⊗ܣ ܣ →⎯⎯⎯
⊗ఎ

⊗ܣ ߁ ⟶ ⊗ܣ ߁̅̅ ̅

↓ ↓ ↓∃

ܣ ⟶
ఎ

߁ ⟶ ߁̅̅̅ ̅

,

where the left commuting square exhibits the fact that ߟ is a homomorphism of left ܣ-modules.

Since the tensor product of abelian groups ⊗ is a right exact functor it preserves cokernels, hence ܣ⊗ is ߁̅̅
the cokernel of ܣ⊗ ܣ → ⊗ܣ and hence the right vertical morphisms exists by the universal property of ߁
cokernels. This is the compatible left module structure on ̅̅̅߁. Similarly the right ܣ-module structure is
obtained.

For the second statement, consider the commuting diagram
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ܣ ⟶
ఎ

߁ ⟶ ߁̅̅̅

ఎ ↓ ↓అ ↓∃

߁ ≃ ⊗߁ ܣ →⎯⎯⎯⎯⎯
୧ୢ ⊗ಲ ఎ

⊗߁ ߁ ⟶ ߁̅̅̅ ⊗̅ ߁̅̅ ̅

.

Here the left square commutes by one of the co-unitality conditions on (߁, equivalently this is the ,(ܣ
co-action property of ܣ regarded canonically as a ߁-comodule.

Since also the bottom morphism factors through zero, the universal property of the cokernel ̅̅̅߁ ̅implies the
existence of the right vertical morphism as shown.  ▮

Definition 5.9. (cobar complex)

Let (߁, be a commutative Hopf algebra, hence a commutative Hopf algebroid for which the left and right (ܣ

units coincide ܣ⟶
ఎ
.comodule-߁ Let ܰ be a left .߁

The cobar complex ௰ܥ
•(ܰ) is the cochain complex of abelian groups with terms

௰ܥ
௦(ܰ) ≔ ߁̅̅ ⊗ ⋯⊗ ߁̅̅ ̅ᇣ ᇤ ᇥᇧᇧᇧ ᇧᇧᇧ

௦ ୟୡ୲୭୰ୱ

⊗ ܰ

(for ̅̅̅߁ ̅the unit coideal of def. 5.7, with its ܣ-bimodule structure via lemma 5.8)

and with differentials ݀௦ ௰ܥ:
௦(ܰ) ⟶ ௰ܥ

௦+ଵ(ܰ) given by the alternating sum of the coproducts via lemma 5.8.

(Ravenel 86, def. A1.2.11)

Proposition 5.10. Let (߁, be a commutative Hopf algebra, hence a commutative Hopf algebroid for which (ܣ

the left and right units coincide ܣ⟶
ఎ
.comodule-߁ Let ܰ be a left .߁

Then the cochain cohomology of the cobar complex ܥ௰
• (ܰ) (def. 5.9) is the Ext-groups of comodules from ܣ

(regarded as a left comodule via def. 2.20) into ܰ

௰ܥ)•ܪ
•(ܰ)) ≃ Ext௰

• ,ܣ) ܰ) .

(Ravenel 86, cor. A1.2.12, Kochman 96, prop. 5.2.1)

Proof idea. One first shows that there is a resolution of ܰ by co-free comodules given by the complex

௰ܦ
• (ܰ) ≔ ⊗߁ ߁̅̅̅

⊗ಲ
•
⊗ ܰ

with differentials given by the alternating sum of the coproducts. This is called the cobar resolution of ܰ.

To see that this is indeed a resolution, one observes that a contracting homotopy is given by

ଵߛߛ)ݏ (௦݊ߛ|⋯| ≔ ଵߛ(ߛ)߳ ௦݊ߛ|⋯|

for ݏ > 0 and

(݊ߛ)ݏ ≔ 0 .

Now from lemma 3.5, in view of remark , and since ܣ is trivially projective over itself, it follows that this is
an ܨ-acyclic resolution for ܨ ≔ Hom௰(ܣ, −).

This means that the resolution serves to compute the Ext-functor in question and we get

Ext௰
,ܣ)• ܰ) ≃ ,ܣ)Hom௰)•ܪ ௰ܦ

• (ܰ)))

= ,ܣ)Hom௰)•ܪ ⊗߁ ߁̅̅ ̅
⊗ಲ
•
⊗ ܰ))

≃ ,ܣ)Hom)•ܪ ߁̅̅̅ ̅
⊗ಲ
•
⊗ ܰ))

≃ ߁̅̅)•ܪ
⊗ಲ
•
⊗ ܰ) ,

,

where the second-but-last equivalence is the isomorphism of the co-free/forgetful adjunction

Modܣ ⊥ →⎯⎯⎯⎯⎯⎯
ୡ୭−୰ୣୣ

←⎯⎯⎯⎯⎯⎯
୭୰ୣ୲

CoMod߁

from prop. 2.23, while the last equivalence is the isomorphism of the free/forgetful adjunction

Modܣ ⊥→⎯⎯⎯⎯
୭୰ୣ୲

←⎯⎯⎯⎯
୰ୣୣ

Ab
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  ▮

The May spectral sequence

The cobar complex (def. 5.9) realizes the second page of the classical Adams spectral sequence (cor. 5.2) as
the cochain cohomology of a cochain complex. This is still hard to compute directly, but we now discuss that
this cochain complex admits a filtration so that the induced spectral sequence of a filtered complex is
computable and has trivial extension problem (rmk.). This is called the May spectral sequence.

We obtain this spectral sequence in prop. 5.16 below. First we need to consider some prerequisites.

Lemma 5.11. Let (߁, be a graded commutative Hopf algebra, i.e. a graded commutative Hopf algebroid (ܣ
with left and right unit coinciding for which the underlying ܣ-algebra of ߁ is a free graded commutative
∋{ݔ} algebra on a set of generators-ܣ ூ

such that

all generators ݔ are primitive elements;1. 

 .is in degree 0;2 ܣ

(݅ < ݆) ⇒ (deg(ݔ) ≤ deg(ݔ));3. 

there are only finitely many ݔ in a given degree,4. 

then the Ext of ߁-comodules from ܣ to itself is the free graded commutative algebra on these generators

Ext௰(ܣ, (ܣ ≃ ∋{ݔ}]ܣ ூ] .

(Ravenel 86, lemma 3.1.9, Kochman 96, prop. 3.7.5)

Proof. Consider the co-free left ߁-comodule (prop.)

⊗߁ ∋{ݕ}]ܣ ூ]

and regard it as a chain complex of left comodules by defining a differential via

ݔ:݀ ↦ ݕ
ݕ:݀ ↦ 0

and extending as a graded derivation.

We claim that ݀ is a homomorphism of left comodules: Due to the assumption that all the ݔ are primitive we
have on generators that

(id, ((ݔ)ߖ)(݀ = (id, ݔ)(݀ ⊗1+ 1⊗ (ݔ

= ݔ ⊗(݀1)ถ
=

+ 1⊗ ท(ݔ݀)
=௬

= (ݔ݀)ߖ

and

(id, ((ݕ)ߖ)(݀ = (id, ݀)(1, (ݕ

= (1, (ݕ݀

= 0

= (0)ߖ

= (ݕ݀)ߖ

.

Since ݀ is a graded derivation on a free graded commutative algbra, and ߖ is an algebra homomorphism,
this implies the statement for all other elements.

Now observe that the canonical chain map

⊗߁) ∋{ݕ}]ܣ ூ], ݀) ⟶
≃౧

ܣ

(which projects out the generators ݔ and ݕ and is the identity on ܣ), is a quasi-isomorphism, by

construction. Therefore it constitutes a co-free resolution of ܣ in left ߁-comodules.

Since the counit ߟ is assumed to be flat, and since ܣ[{ݕ} ∈ ூ] is degreewise a free module over ܣ, hence in

particular a projective module, prop. 3.5 says that the above is an acyclic resolution with respect to the
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functor Hom௰(ܣ, ߁:(− CoMod ⟶ Mod. Therefore it computes the Ext-functor. Using that forming co-freeܣ
comodules is right adjoint to forgetting ߁-comodule structure over ܣ (prop. 2.23), this yields:

Ext௰
• ,ܣ) (ܣ ≃ ,ܣ)Hom௰)•ܪ ⊗߁ {ݕ}]ܣ ∈ ூ]), ݀)

≃ ,ܣ)Hom)•ܪ ∋{ݕ}]ܣ ூ]), ݀ = 0)

≃ Hom(ܣ, ∋{ݕ}]ܣ ூ])

≃ {ݔ}]ܣ ∈ ூ]

.

  ▮

Lemma 5.12. If (߁, as above is equipped with a filtering, then there is a spectral sequence (ܣ

ℰଵ = Ext୰• ௰(gr• ,ܣ gr• (ܣ ⇒ Ext௰(ܣ, (ܣ

converging to the Ext over ߁ from ܣ to itself, whose first page is the Ext over the associated graded Hopf
algebra gr• .߁

(Ravenel 86, lemma 3.1.9, Kochman 96, prop. 3.7.5)

Proof. The filtering induces a filtering on the cobar complex (def. 5.9) which computes Ext௰ (prop. 5.10).
The spectral sequence in question is the corresponding spectral sequence of a filtered complex. Its first page
is the homology of the associated graded complex (by this prop.), which hence is the homology of the cobar
complex (def. 5.9) of the associated graded Hopf algebra gr• By prop. 5.10 this is the Ext-groups as .߁

shown.  ▮

Let now ܣ ≔ ॲଶ, ߁ ≔ ࣛଶ
• be the mod 2 dual Steenrod algebra. By Milnor's theorem (prop. 5.6), as an

ॲଶ-algebra this is

ࣛଶ
• = Symॲమ

ଵߦ) , ଶߦ , ⋯) .

and the coproduct is given by

(ߦ)ߖ = 
=



−ߦ
ଶೖ ߦ⊗ ,

where we set ߦ ≔ 1.

Definition 5.13. Introduce new generators

ℎ, ≔ ቐ
ߦ
ଶ for ݅ ≥ 1, ݇ ≥ 0

1 for ݅ = 0

Remark 5.14. By binary expansion of powers, there is a unique way to express every monomial in
ॲଶ[ߦଵ , ଶߦ ,⋯] as a product of the new generators in def. 5.13 such that each such element appears at most

once in the product. E.g.

ߦ
ହߦ

 = ߦ
ଶబ+ଶమߦ

ଶబ+ଶభ+ଶమ

= ℎ,ℎ,ଵℎ,ℎ,ଵℎ,ଶ
.

Proposition 5.15. In terms of the generators {ℎ,} from def. 5.13, the coproduct on the dual Steenrod
algebra ࣛଶ

*  takes the following simple form

(ℎ,)ߖ = 
=



ℎ−,+ ⊗ℎ, .

Proof. Using that the coproduct of a bialgebra is a homomorphism for the algebra structure and using
freshman's dream arithmetic over ॲଶ, one computes:
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(ℎ,)ߖ = ߦቀߖ
ଶቁ

= ((ߦ)ߖ)
ଶ

= ൬∑=
 −ߦ

ଶೖ ൰ߦ⊗
ଶ

= ∑=
 ൬ߦ−

ଶೖ ൰
ଶ

ߦ⊗
ଶ

= ∑=
 −ߦ

ଶೖ ⋅ଶ⊗ߦ
ଶ

= ∑=
 −ߦ

ଶ(ೖ+)⊗ߦ
ଶ

= ∑=
 ℎ−,+ ⊗ℎ,

.

  ▮

Proposition 5.16. There exists a converging spectral sequence of graded ॲଶ-vector spaces of the form

ଵܧ
௦,௧, = ॲଶ[{ℎ,}≥భ,

≥బ

] ⇒ Extࣛమ*
௦,௧ (ॲଶ , ॲଶ) ,

called the May spectral sequence (where ݏ and ݐ are from the bigrading of the spectral sequence itself,
while the index  is that of the graded ॲଶ-vector spaces), with

ℎ, ∈ ଵܧ
ଵ,ଶమ

+−మ−భ,మ−భ
1. 

first differential given by

݀ଵ(ℎ,) = 
=



ℎ−,+ ⊗ℎ, ;

2. 

higher differentials of the form

݀ : ܧ
௦,௧, ܧ⟶

௦+ଵ,௧−ଵ,−ଶ+ଵ ,

where the filtration is by maximal degree.

3. 

Notice that since everything is ॲଶ-linear, the extension problem of this spectral sequence is trivial.

(Kochman 96, prop. 5.3.1)

Proof. Define a grading on the dual Steenrod algebra ࣛଶ
• (theorem 5.6) by taking the degree of the

generators from def.5.13 to be (this idea is due to (Ravenel 86, p.69))

|ℎ,| ≔ 2݅ − 1

and extending this additively to monomials, via the unique decomposition of remark 5.14.

For example

ߦ|
ହߦ

| = |ℎ,ℎ,ଵℎ,ℎ,ଵℎ,ଶ|

= 2(2݅ − 1) + 3(2݆ − 1)
.

Consider the corresponding increasing filtration

⋯ ⊂ ࣛଶܨ
* ⊂ +ଵࣛଶܨ

* ⊂ ⋯ ⊂ ࣛଶ
*

with filtering stage  containing all elements of total degree ≤ .

Observe via prop. 5.15 that

(ℎ,)ߖ = ℎ, ⊗1ᇣ ᇤ ᇥᇧ ᇧ
ୢୣ=ଶ−ଵ

+ ∑ழழ  ℎ−,+ ⊗ℎ,ᇣ ᇤ ᇥᇧᇧᇧᇧ ᇧᇧᇧᇧ
ୢୣ=ଶ−ଶ

+ 1⊗ℎ,ᇣ ᇤ ᇥᇧ ᇧ
ୢୣ=ଶ−ଵ

.

This means that after projection to the associated graded Hopf algebra

ଶࣛ•ܨ
* ⟶ gr•ࣛଶ

* ≔ ଶࣛ)•ܨ
•ܨ/(* −ଵ(ࣛଶ

*)

all the generators ℎ, become primitive elements:

(ℎ,)ߖ = ℎ, ⊗1+ 1⊗ℎ, ∈ gr•ࣛଶ
* ⊗gr•ࣛଶ

* .

Hence lemma 5.11 applies and says that the Ext from ॲଶ to itself over the associated graded Hopf algebra is
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the polynomial algebra in these generators:

Ext୰•ࣛమ*
(ॲଶ , ॲଶ) ≃ ॲଶ[{ℎ,}≥భ,

≥బ

] .

Moreover, lemma 5.12 says that this is the first page of a spectral sequence that converges to the Ext over
the original Hopf algebra:

ℰଵ = ॲଶ[{ℎ,} ≥భ
≥బ

] ⇒ Extࣛమ*
(ॲଶ , ॲଶ) .

Moreover, again by lemma 5.12, the differentials on any ݎ-page are the restriction of the differentials of the
bar complex to the ݎ-almost cycles (prop.). Now the differential of the cobar complex is the alternating sum
of the coproduct on ࣛଶ

* , hence by prop. 5.15 this is:

݀ଵ(ℎ,) = 
=



ℎ−,+ ⊗ℎ, .

  ▮

The second page

Now we use the May spectral sequence (prop. 5.16) to compute the second page and in fact the stable page
of the classical Adams spectral sequence (cor. 5.2) in low internal degrees ݐ − .ݏ

Lemma 5.17. (terms on the second page of May spectral sequence)

In the range ݐ − ݏ ≤ 13, the second page of the May spectral sequence for Ext८ॲమ*
(ॲଶ , ॲଶ) has as generators

all the

ℎ

ܾ, ≔ (ℎ,)
ଶ

as well as the element

ݔ ≔ ℎଶ,ℎଶ,ଵ + ℎଵ,ଵℎଷ,

subject to the relations

ℎℎ+ଵ = 0

ℎଶܾଶ, = ℎݔ

ℎଶݔ = ℎܾଶ,ଵ.

e.g. (Ravenel 86, lemma 3.2.8 and lemma 3.2.10, Kochman 96, lemma 5.3.2)

Proof. Remember that the differential in the cobar complex (def. 5.9) lands not in ߁ = ࣛଶ
*  itself, but in the

unit coideal ̅̅̅߁ ̅≔ coker(ߟ) where the generator ℎ, = ߦ = 1 disappears.

Using this we find for the differential ݀ଵ of the generators in low degree on the first page of the May spectral
sequence (prop. 5.16) via the formula for the differential from prop. 5.15, the following expressions:

݀ଵ(ℎ) ≔ ݀ଵ(ℎଵ,)

= (ℎଵ,̅)ߖ̅̅̅

= ℎଵ, ⊗ ℎ,ถ
=

+ ℎ,+ଵᇣᇤᇥᇧᇧ
=

⊗ℎଵ,

= 0

and hence all the elements ℎ are cocycles on the first page of the May spectral sequence.

Also, since ݀ଵ is a derivation (by definition of the cobar complex, def. 5.9) and since the product of the
image of the cobar complex in the first page of the May spectral sequence is graded commutative, we have
for all ݊, ݇ that

݀ଵ(ℎ,)
ଶ = 2ℎ,(݀ଵ(ℎ,))

= 0

(since 2 = 0 mod 2).

Similarly we compute ݀ଵ on the other generators. These terms do not vanish, but so they impose relations
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on products in the cobar complex:

݀ଵ(ℎଶ,) = ℎଵ,ଵ ⊗ℎଵ,

݀ଵ(ℎଶ,ଵ) = ℎଵ,ଶ ⊗ℎଵ,ଵ

݀ଵ(ℎଶ,ଶ) = ℎଵ,ଷ ⊗ℎଵ,ଶ

݀ଵ(ℎଶ,ଷ) = ℎଵ,ସ ⊗ℎଵ,ଷ

݀ଵ(ℎଷ,) = ℎଶ,ଵ ⊗ℎଵ, + ℎଵ,ଶ ⊗ℎଶ,

This shows that ℎℎ+ଵ = 0 in the given range.

The remaining statements follow similarly.  ▮

Remark 5.18. With lemma 5.17, so far we see the following picture in low degrees.

⋮ ⋮

3 ℎ
ସ ℎଵ

ଷ, ℎ
ଶℎଶ

2 ℎ
ଶ ℎଵ

ଶ ℎℎଶ

1 ℎ ℎଵ ℎଶ

0 1 2 3 4

Here the relation

ℎ ⊗ℎଵ = 0

removes a vertical tower of elements above ℎଵ.

So far there are two different terms in degree (ݏ, ݐ − (ݏ = (3, 3). The next lemma shows that these become
identified on the next page.

Lemma 5.19. (differentials on the second page of the May spectral sequence)

The differentials on the second page of the May spectral sequence (prop. 5.16) relevant for internal
degrees ݐ − ݏ ≤ 12 are

݀ଶ(ℎ) = 01. 

݀ଶ(ܾଶ,) = ℎ
ଶℎ+ଶ + ℎ+ଵ

ଷ2. 

݀ଶ(ݔ) = ℎℎଶ
ଶ3. 

݀ଶ(ܾଷ,) = ℎଵܾଶ,ଵ + ℎଷܾଶ,4. 

(Kochman 96, lemma 5.3.3)

Proof. The first point follows as before in lemma 5.17, in fact the ℎ are infinite cycles in the May spectral
sequence.

We spell out the computation for the second item:

We may represent ܾଶ, by ߦଶ
ଶೖ × ଶߦ

ଶೖ plus terms of lower degree. Choose the representative

ଶ,ܤ = ଶߦ
ଶೖ⊗ߦଶ

ଶೖ + ଵߦ
ଶೖ+భ⊗ߦଵ

ଶೖߦଶ
ଶೖ + ଵߦ

ଶೖ+భߦଶ
ೖ
ଵߦ⊗

ଶೖ .

Then we compute ݀ܤଶ,, using the definition of the cobar complex (def. 5.9), the value of the coproduct on
dual generators (theorem 5.6), remembering that the coproduct ߖ on a Hopf algebra is a homomorphism for
the underlying commutative ring, and using freshman's dream arithmetic to evaluate prime-2 powers of
sums. For the three summands we obtain

ଶߦ)݀
ଶೖ⊗ߦଶ

ଶೖ) = ଶߦ̅)ߖ̅̅̅
ଶೖ) ⊗ ଶߦ

ଶೖ+ ଶߦ
ଶೖ⊗ ଶߦ̅)ߖ̅̅̅

ଶ)

= ଵߦ
ଶೖ+భ⊗ߦଵ

ଶೖ⊗ߦଶ
ଶೖ

ᇣ ᇤ ᇥᇧᇧᇧᇧᇧ ᇧᇧᇧᇧᇧ
భ

+ ଶߦ
ଶೖ⊗ߦଵ

ଶೖ+భ⊗ߦଵ
ଶೖ

ᇣ ᇤ ᇥᇧᇧᇧᇧᇧ ᇧᇧᇧᇧᇧ
మ

and
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ଵߦ)݀
ଶೖ+భ⊗ߦଵ

ଶೖߦଶ
ଶೖ) = ଵߦ

ଶೖ⊗ ଵߦ̅)ߖ̅̅̅
ଶೖߦଶ

ଶೖ)

= ଵߦ
ଶೖ+భ⊗൬ߦଵ

ଶೖ⊗1+ 1⊗ ଵߦ
ଶೖ൰൬ߦଶ

ଶೖ⊗1+ ଵߦ
ଶೖ+భ⊗ߦଵ

ଶೖ+ 1⊗ ଶߦ
ଶೖ൰

= ଵߦ
ଶೖ+భ⊗ߦଵ

ଶೖ+భ+ଶೖ⊗ߦଵ
ଶೖ

ᇣ ᇤ ᇥᇧᇧᇧᇧᇧᇧᇧ ᇧᇧᇧᇧᇧᇧᇧ


+ ଵߦ
ଶೖ+భ⊗ߦଵ

ଶೖ⊗ߦଶ
ଶೖ

ᇣ ᇤ ᇥᇧᇧᇧᇧᇧ ᇧᇧᇧᇧᇧ
భ

+ ଵߦ
ଶೖ+భ⊗ߦଶ

ଶೖ⊗ߦଵ
ଶೖ

ᇣ ᇤ ᇥᇧᇧᇧᇧᇧ ᇧᇧᇧᇧᇧ


+ ଵߦ
ଶೖ+భ⊗ߦଵ

ଶೖ+భ⊗ߦଵ
ଶೖ+భ

and

ଵߦ)݀
ଶೖ+భߦଶ

ೖ
ଵߦ⊗

ଶೖ) = ଵߦ̅)ߖ̅̅̅
ଶೖ+భߦଶ

ೖ
) ⊗ ଵߦ

ଶೖ

= ൬ߦଵ
ଶೖ+భ⊗1+ 1⊗ ଵߦ

ଶೖ+భ൰൬ߦଶ
ଶೖ⊗1+ ଵߦ

ଶೖ+భ⊗ߦଵ
ଶೖ+ 1⊗ ଶߦ

ଶೖ൰⊗ ଵߦ
ଶೖ

= ଵߦ
ଶೖ+మ⊗ߦଵ

ଶೖ⊗ߦଵ
ଶೖ + ଵߦ

ଶೖ+భ⊗ߦଶ
ଶೖ⊗ߦଵ

ଶೖ

ᇣ ᇤ ᇥᇧᇧᇧᇧᇧ ᇧᇧᇧᇧᇧ


+ ଶߦ
ଶೖ⊗ߦଵ

ଶೖ+భ⊗ߦଵ
ଶೖ

ᇣ ᇤ ᇥᇧᇧᇧᇧᇧ ᇧᇧᇧᇧᇧ
మ

+ ଵߦ
ଶೖ+భ⊗ߦଵ

ଶೖ+భ+ଶೖ⊗ߦଵ
ଶೖ

ᇣ ᇤ ᇥᇧᇧᇧᇧᇧᇧᇧ ᇧᇧᇧᇧᇧᇧᇧ


.

The labeled summands appear twice in ݀ܤଶ, hence vanish (mod 2). The remaining terms are

ଶ,ܤ݀ = ଵߦ
ଶೖ+భ⊗ߦଵ

ଶೖ+భ⊗ߦଵ
ଶೖ+భ + ଵߦ

ଶೖ+మ⊗ߦଵ
ଶೖ⊗ߦଵ

ଶೖ

and these indeed represent the claimed elements.  ▮

Remark 5.20. With lemma 5.19 the picture from remark 5.18 is further refined:

For ݇ = 0 the differentia ݀ଶ(ܾଶ,) = ℎ
ଶℎ+ଶ + ℎ+ଵ

ଷ  means that on the third page of the May spectral sequence
there is an identification

ℎଵ
ଷ = ℎ

ଶℎଶ .

Hence where on page two we saw two distinct elements in bidegree (ݏ, ݐ − (ݏ = (3, 3), on the next page
these merge:

⋮ ⋮

3 ℎ
ସ ℎଵ

ଷ = ℎ
ଶℎଶ

2 ℎ
ଶ ℎଵ

ଶ ℎℎଶ

1 ℎ ℎଵ ℎଶ

0 1 2 3 4

Proceeding in this fashion, one keeps going until the 4-page of the May spectral sequence (Kochman 96,
lemma 5.3.5). Inspection of degrees shows that this is sufficient, and one obtains:

Theorem 5.21. (stable page of classical Adams spectral sequence)

In internal degree ݐ − ݏ ≤ 12 the infinity page (def. 4.37) of the classical Adams spectral sequence (cor.
5.2) is spanned by the items in the following table

Here every dot is a generator for a copy of ℤ/2ℤ. Vertical edges denote multiplication with ℎ and diagonal
edges denotes multiplication with ℎଵ.

e.g. (Ravenel 86, theorem 3.2.11, Kochman 96, prop. 5.3.6), graphics taken from (Schwede 12))
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The first dozen stable stems

Theorem 5.21 gives the stable page of the classical Adams spectral sequence in low degree. By corollary 5.2
and def. 4.39 we have that a vertical sequence of dots encodes an 2-primary part of the stable homotopy
groups of spheres according to the graphical calculus of remark 4.6 (the rules for determining group
extensions there is just the solution to the extension problem (rmk.) in view of def. 4.39):

݇ = 0 1 2 3 456 7 8 9 10 11 1213

⊗(ॺߨ ℤ(ଶ)) = ℤ(ଶ) ℤ/2 ℤ/2 ℤ/8 0 0 ℤ/2 ℤ/16 (ℤ/2)
ଶ (ℤ/2)ଷ ℤ/2 ℤ/8 0 0

The full answer in this range turns out to be this:

݇ = 01 2 3 456 7 8 9 10 11 1213 14 15 ⋯

(ॺ)ߨ = ℤ ℤ/2 ℤ/2 ℤ/24 0 0 ℤ/2 ℤ/240 (ℤ/2)ଶ (ℤ/2)ଷ ℤ/6 ℤ/504 0 ℤ/3 (ℤ/2)ଶ ℤ/480⊕ ℤ/2⋯

And expanding the range yields this :

stable homotopy groups of spheres at 2

(graphics taken from Hatcher’s website)

6. The case ܧ = ܺ ॲ andܪ = ܷܯ

used to compute the stable homotopy groups of the complex Thom spectrum from the homology of MU ܷܯ

(hence, by Thom's theorem, equivalently the complex cobordism ring •ߗ
 ≃ :see at Seminar session ,(ܷ•ߨ

Milnor-Quillen theorem on MU)

This is the Milnor-Quillen theorem on MU, see at Seminar session: Milnor-Quillen theorem on MU

(Adams 74, part II, around section 8, Lurie 10, around lecture 9)

7. Adams-Novikov spectral sequence (ܧ = ܺ ,ܷܯ = ॺ)

this is the classical Adams-Novikov spectral sequence , converges faster than the classical choice ܧ = ॲ toܪ
the stable homotopy groups of spheres, (…)

(Kochman 96, section 5)
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