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Introduction

Overview of gauge theories and instantons

For centuries the marriage between physics and mathematics has been extremely fruitful. New-
ton, for instance, had to develop the calculus in order to be able to formulate his mechanics. In
the beginning of previous century Einstein was able to formulate his theory of general relativity
since its mathematical framework of differential geometry had already been developed by Rie-
mann. Another great success of the interplay between physics and mathematics is the functional
analysis, whose roots lie in Von Neumann’s successful attempts of uniting Schrödinger’s wave
mechanics formulation of quantum mechanics with Heisenberg’s matrix mechanics formulation.

In the second half of previous century another love child, gauge theories, was born. The
importance for physics is immediately clear since three of nature’s four fundamental forces, are
described by a gauge theory. What a gauge theory is can be best explained by the example of
electromagnetism, the most simple gauge theory. In electromagnetism the fundamental physical
quantities are the electric and magnetic fields E and B, since the electromagnetic force can be
expressed only in terms of these two fields. The dynamics of the electric and magnetic fields in
vacuum are described by the Maxwell equations.

∇ · E = 0, ∇×E = −∂B
∂t
,

∇ ·B = 0, ∇×B =
∂E

∂t
.

Since the components of E are not completely independent, we can introduce a potential V
such that under certain circumstances we have E = ∇V . A more general formula exists, but
for the sake of argument we assume this one. Conversely, we can express V in terms of E by
the following line integral

V (x) = −
∫

x

x0

E(x) · dl,

where the point x0 is a reference point. One can check that V given by this integral satisfies
∇V = E. However, we have a freedom in the choice of the reference point x0. If we denote by
V ′ the potential obtained by the same integral formula but with x0 replace by x1, it turns out
that ∇V ′ = ∇V . More generally, the electric field E does not change if we add a function f to
V as long as ∇f = 0. So we have a certain freedom in the choice of the potential, which is called
gauge freedom. A more direct illustration of this gauge freedom is given by the convention that
the voltage of the earth is zero. Given this convention, the maximal output of an electrical
outlet is 220 V . However, we have the freedom to say that the voltage of the earth is 80.000 V
and the maximum output of the outlet 80.220 V , which does not alter the physics, since only
the differences in voltage are relevant. Similar to the electric potential, we could introduce a
magnetic potential A such that B = ∇ × A. Also in A we have a gauge freedom, we could
always add a function f to A as long as ∇× f = 0.

Our formulas become more compact if we use covariant notation. We collect the potentials
A and V in one 4-vector Aµ, the gauge potential with entries (A, V ). Furthermore, we introduce
the field tensor Fµν given by

Fµν =




0 Ex Ey Ez
−Ex 0 Bz −By

−Ey −Bz 0 Bx

−Ez By −Bx 0


 .
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Then Fµν can be expressed in terms of Aµ by

Fµν = ∂µAν − ∂νAµ,

and the Maxwell equations are given by a single equation

∂µ(∗F)µν = 0,

where (∗F)µν is the dual tensor, which can be obtained from Fµν by the substitutions E → B

and B → −E. For mathematicians it is convenient to redefine F and A as F → iF and
A → iA. Then Fµν is clearly invariant if we add i∂µΛ(x) to Aµ, where Λ is a function with
values in R. This transformation Aµ 7→ Aµ + i∂µΛ(x) is called a gauge transformation and
all gauge freedom lies in the fact that Fµν is invariant under this transformation. In order to
generalize to gauge theories in general, it is convenient to introduce the action

S =
∫

R4
FµνFµνd4x,

which is clearly invariant under gauge transformations. Then Fµν satisfies the Maxwell equa-
tions if and only if Fµν is an minimum of the action. If we examine the gauge transformation,
we see that we can rewrite it in the following form: Aµ 7→ Aµ + e−iΛ(x)∂µe

iΛ(x). Since eiΛ(x)

is an element of the (abelian) group U(1), and conversely all elements g(x) ∈ U(1) are of the
form eiΛ(x), we can rewrite the gauge transformation as follows.

Aµ 7→ g(x)Aµg(x)
−1 + g(x)−1∂µg(x)

with g(x) ∈ U(1). So we see that the gauge transformations of electromagnetism are in deep
relation with the group U(1), which is is called the structure group of the gauge theory. Now
we have arrived at the point that we can generalize to other gauge theories, whose structure
is almost the same except for that they have different structure groups, which do not have to
be abelian like U(1). On contrary, almost all gauge theories, except electromagnetism, have
non-abelian structure groups. For all gauge theories the gauge transformations have the same
form as our last version, but this has its consequences for A and F . Firstly, we see that the
term g(x)−1∂µg(x) is an element of the Lie algebra g of the structure group G. We see if we
want to be consequent that Aµ must also be g-valued. Since Fµν is related to Aµ, we find that
also Fµν must be g-valued. The relation between Fµν and Aµ also alters slightly and becomes

Fµν = ∂µAν − ∂νAµ + [Aµ,Aν].

The action does not change, except for that we implicitly assume that an inner product on g.
The equations of motion for general gauge theories can be derived from the action by finding
its minima. We obtain then the Yang-Mills equation

Dµ(∗F)µν = 0,

where Dµ is the covariant derivative given by Dµ = ∂µ +Aµ. For electromagnetism the Yang-
Mills equation turns out to be equivalent with the Maxwell equations.

The Maxwell equations are relatively easy to solve, but this is definitely not the case Yang-
Mills equation for more complicated gauge theories, since in these cases the Yang-Mills equations
are second-order differential equations which are non-linear due to the commutator of [Aµ,Aν]
in Fµν . However, in Euclidean space some solutions are easier to find. These are the absolute
minima of the action, which satisfy a much simpler first-order partial differential equation

Fµν = ±(∗F)µν ,
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called the anti-self-duality equation if we have a minus sign and the self-duality equation oth-
erwise. Since solutions Aµ of these equation, which we call instantons, are absolute minima
of the action, they are automatically solutions of the Yang-Mills equation. Instantons are in-
teresting for physicists, since they provide information about all solutions of the Yang-Mills
equation, but also describe the phenomena of tunneling between different vacuum states. For
mathematicians instantons are interesting since they provide information about the topology of
the space in which they exist. For example, if we denote the group of all gauge transformation
by G and the space of all self-dual instantons, that is solutions of the self-duality equation, by
A +, then we can introduce the moduli space M = A +/G of all self-dual instantons modulo
gauge transformations. This space behaves neatly under certain conditions, and turns out to
be a very important object for mathematicians, since Donaldson used it in order to prove his
famous result of the existence of exotic differential structures on R4.

Since the (anti-)self-duality equation is also non-linear in Aµ, it is still hard to solve. It
were Atiyah, Drinfeld, Hitchin and Manin, however, who found a trick for gauge theories with
structure group SU(n). They discovered a set of quadratic algebraic equations, called the
ADHM equations, whose solutions are in 1-1 correspondence with the instanton solutions. The
ADHM construction is not the endpoint in the research of instantons. For physicists instantons
are still important, since they also occur in other theories like general relativity and string
theory. Moreover, instantons play an important role in the path integral formalism of quantum
field theories, a formalism which is still not perfectly understood. Mathematicians have found
some generalizations of the ADHM construction for other spaces than R

4, for instance for ALE
spaces. So we can conclude that gauge theories and instantons are still important objects of
research for both physicists and mathematicians.

Outline of thesis

In this thesis we shall concentrate us on the mathematical aspects of gauge theories and instan-
tons. We want to define gauge theories in curved spacetime, for which we have to introduce
principal bundles in the first section, since they offer the mathematical framework for gauge
theories on curved spaces. In the second section we shall introduce connections and show that
these are equivalent with gauge potentials. Furthermore, we introduce the gauge field-strength,
the object describing the physical configuration within gauge theories, and the gauge group.
In the third section we shall discuss the topological properties of gauge theories using Chern
classes, continued by introducing instantons and showing that there is a connection between
former and latter. Finally, we calculate some instanton solutions with instanton number −1,
introduce the moduli space, and derive from its dimension that we found all solutions with in-
stanton number −1. In the fourth section we discuss the ADHM construction, which is a linear
algebraic construction providing all possible instanton solutions for gauge theories with struc-
ture group SU(n). We shall show that the ADHM construction indeed yields SU(n)-instantons
by the use of holomorphic vector bundles. Finally, we introduce quivers, which are directed
graphs and which can be used to give an alternative description of the ADHM construction.
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1 Principal bundles

1.1 The definitions of fibre and principal bundles

Definition 1.1.1. A differentiable coordinate bundle (E, π,M, F,G) consists of the following
elements

1. A differentiable manifold E called the total space.

2. A differentiable manifold M called the base space.

3. A differentiable manifold F called the fibre.

4. A surjection π : E → M called the projection, such that π−1(x) ≡ Fx ∼= F . Sometimes
we rather use the notation Ex instead of Fx.

5. A Lie group G called the structure group, which acts freely on the fibre on the left; if
gf = f for all f ∈ F , then g = e. In this thesis we shall only consider Lie subgroups of
GL(C, n).

6. An open covering {Ui}i∈I of M , where I is an index set, and a set of diffeomorphisms
ψi : Ui×F → π−1(Ui) such that π◦ψi(x, f) = x. This means that ψi is the diffeomorphism
such that

Ui × F
ψi

> π−1(Ui)

Ui

π

<
p1 >

commutes, where p1 is the projection on the first coordinate. The map ψi is called
a local trivialization and the set Ui a coordinate neighborhood . In case we can find a
diffeomorphism ψ : M × F → E, we say ψ is a global trivialization and the bundle is
called trivial .

7. The maps ψi,x : F → Fx defined by ψi,x(f) = ψi(x, f) satisfy for all i, j ∈ I, and
x ∈ Ui ∩ Uj, the condition that ψ−1

j,x ◦ ψi,x : F → F is a diffeomorphism which coincides
with the operation of an element of G (which is unique, since G acts freely on F ). We
shall abbreviate Ui ∩ Uj by Uij .

Remarks.

1. Since ψi,x provides the diffeomorphism between F and Fx, we shall from now on identify
the latter with the first.

2. For simplicity we shall sometimes use the notation E
π−−→ M or just E instead of

(E, π,M, F,G) and refer to it as ‘E is a bundle over M .’

Fibre bundles were introduced as generalization of the product of two spaces. We continue
by defining two functions, which will be very helpful in the future.

Definition 1.1.2. We define the functions fi : E → F and gij : Uij → G by

fi(p) = ψ−1
i,x (p);

gij(x) = ψ−1
i,x ◦ ψj,x.

Clearly fi and gij are smooth. In some occasions we will drop the argument of fi(p) and write
just fi. If F = G, we shall write gi instead of fi.

7
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Proposition 1.1.3.

1. For all i, j ∈ I, x ∈ Uij and p ∈ π−1(Uij), the maps gij and fi satisfy

gij(x)fj(p) = fi(p). (1.1.1)

2. If the overlap Uij is non-empty, then ψi and ψj are related to each other on Uij by

ψj(x, f) = ψi(x, gij(x)f). (1.1.2)

Proof.

1. By definition of both functions, we find

gij(x)fj(p) = ψ−1
i,x ◦ ψj,x

(
fj(p)

)

= ψ−1
i,x (p)

= fi(p).

2. Let p = ψj(x, f). Then fj(p) = f , so we find

ψj(x, f) = p

= ψi
(
x, fi(p)

)

= ψi
(
x, gij(x)fj(p)

)

= ψi(x, gij(x)f),

which is exactly the statement.

The following proposition is easily proved:

Proposition 1.1.4. We have the following identities:

gii(x) = Id(x) [x ∈ Ui] (1.1.3)

gij(x) = g−1
ji (x) [x ∈ Ui ∩ Uj] (1.1.4)

gij(x)gjk(x) = gik(x) [x ∈ Ui ∩ Uj ∩ Uk]. (1.1.5)

Definition 1.1.5. Two coordinate bundles B and B′ are equivalent if they have the same total
space, base space, projection, fibre and group, and their coordinate functions {ψi}, {ψ′

j} satisfy

the conditions that ḡij(x) = ψ′−1
i,x ◦ ψx,j coincides with the operation of an element of G, and

the map ḡij : U
′
ij → G is smooth. The equivalence class of a coordinate bundle is called a fibre

bundle. A fibre bundle π : P → M with fibre identical to a vector space is called a vector
bundle. If the fibre F is identical to the structure group G, and the left action on the fibre F
corresponds with left multiplication on G, the bundle is called a principal bundle, denoted with
P (M,G). Note that in this case the action of G on the fibre is automatically freely.

Definition 1.1.6. Let Ra : G → G be the right multiplication with an element a ∈ G. Let
P (M,G) be a principal bundle, and let p = ψi

(
x, gi(p)

)
for some trivialization ψi : Ui × G →

π−1(Ui). Then the right multiplication Ra : G → G with an element a ∈ G induces a right

action Ra : π
−1(Ui) → π−1(Ui) by Ra(p) = ψ

(
x,Ragi(p)

)
, or equivalently

pa = ψi(x, gi(p)a). (1.1.6)

8
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Proposition 1.1.7. The right action defined above satisfies the following properties:

1. The action is globally defined;

2. The action is is free: We have pa = p =⇒ a = e for all p ∈ P ;

3. The action is transitive on the fibres: for all p1, p2 ∈ π−1(x) there is an a ∈ G such that
p1 = p2a;

4. π is G-invariant: we have π ◦Ra = π, or equivalently, π(pa) = π(p) for all a ∈ G;

5. gi is G-equivariant: we have gi ◦ Ra = Ra ◦ gi, or equivalently, gi(pa) = gi(p)a for all
a ∈ G;

6. Every fibre π−1(x) coincides with pG = {pg : g ∈ G} for any p ∈ π−1(x).

Proof.

1. Let x ∈ Uij , then by (2) of proposition 1.1.3 we find

pa = ψi(x, gia)

= ψj(x, gji(x)gia)

= ψj(x, gja),

hence pa is globally defined.

2. For p ∈ P let ψi a trivialization with p ∈ π−1(Ui). Then p = ψi,x
(
gi(p)

)
for some

x ∈ Ui. Hence pa = p is equivalent with ψi,x(gi(p)a) = ψi,x
(
gi(p)

)
. Now since ψi,x is a

diffeomorphism, we find gi(p)a = gi(p), implying a = e.

3. Let x ∈ M and p1, p2 ∈ π−1(x). Choose a trivialization ψi, such that x ∈ Ui. Now, if we
choose a = gi(p1)

−1gi(p2), we find

p1a = ψi(x, gi(p1)a)

= ψi
(
x, gi(p2)

)

= p2,

hence the actions is transitive on the fibres.

4. For p ∈ P let x ∈ M and g ∈ G such that p = ψ(x, g) for a trivialization ψ. Then we
have

π(pa) = π(ψ(x, g)a)

= π
(
ψ(x, ga)

)

= x

= π(p),

where the third equality follows from the definition of a trivialization.

5. By previous statement in this proposition, we have

ψi
(
π(p), gi(pg)

)
= ψi

(
π(pg), gi(pg)

)

= pg

= ψi
(
π(p), gi(p)

)
g

= ψi
(
π(p), gi(p)g

)
,

then the statement follows, since ψi is a diffeomorphism.

9
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6. Follows directly from the transitiveness of the action and the G-invariance of π.

The proof of following theorem is quite long and technical, and can be found in chapter 9
of [27].

Theorem 1.1.8. Let G be a compact Lie group acting smoothly and freely on a smooth
manifold P . Then the orbit space P/G is a topological manifold of dimension dimP − dimG,
and has a unique smooth structure with the property that the quotient map π : P 7→ P/G is a
smooth submersion.

Corollary 1.1.9. Let P (M,G) be a principal bundle withG compact. ThenM is diffeomorphic
with P/G and dimM = dimP − dimG.

1.2 Constructing fibre bundles

In this section we construct a fibre bundle E given manifolds M and F and a Lie group G.
Furthermore, we give some constructions of new bundles from existing bundles.

Theorem 1.2.1. LetM and F be manifolds, G a Lie group, a left action G×F → F , an open
cover {Ui} of M , and gij : Uij → G smooth functions. Then we can construct a fibre bundle
(E, π,M, F,G) by defining

E = X/ ∼ (1.2.1)

where

X =
⋃

i

Ui × F (1.2.2)

The equivalence relation ∼ between (x, f) ∈ Ui × F and (x′, f ′) ∈ Uj × F is defined by

(x, f) ∼ (x′, f ′) ⇐⇒ x = x′ and f = gij(x)f
′. (1.2.3)

If we denote elements of E by [(x, f)] with x ∈M and f ∈ F , the projection is given by

π([(x, f)]) = x, (1.2.4)

while the local trivialization ψi : Ui × F → π−1(Ui) is given by

ψi(x, f) = [(x, f)]. (1.2.5)

Proof. We prove this theorem by checking that π and ψi satisfy all axioms of a fibre bundle.
Firstly, we have

π ◦ ψi(x, f) = π([(x, f)]) = x,

Secondly, let x ∈ Uij and f ∈ F . Then (x, gij(x)f) ∈ Ui×F is equivalent with (x, f) ∈ Uj ×F ,
so we find

ψ−1
i,x ◦ ψj,x(f) = ψ−1

i,x

(
[(x, f)]

)
= ψ−1

i,x

(
[(x, gij(x)f)]

)
= gij(x)f,

thus ψ−1
i,x ◦ ψj,x = gij.

10
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Corollary 1.2.2. Let (E, π,M, F,G) be a fibre bundle with overlap functions gij : Uij → G.
Then, using previous theorem, we can construct a principal bundle P (M,G) with P = X/ ∼
with X =

⋃
i Ui ×G.

Since many interesting geometrical spaces turn out to be fibre bundles, it is natural to ask
which fibre bundles are equivalent to each other. In order to define the equivalence between
fibre bundles we need the concept of bundle maps.

Definition 1.2.3. Let E
π−−→M and E ′ π′

−−→ M ′ fibre bundles. Then a smooth map f̄ : E ′ → E
is called a bundle map if it maps each fibre F ′

x′ of E onto Fx of F , where x ∈M and x′ ∈M ′.

Remark. A bundle map f̄ mapping a fibre F ′
x′ ⊂ E ′ onto Fx ⊂ E naturally induces a smooth

map f :M ′ →M such that f(x′) = x. In other words, the diagram

E ′ f̄
> E

M ′

π′

∨
f
>M

π

∨

commutes.

Definition 1.2.4. Two bundles E
π−−→ M and E ′ π′−−→ M ′ are equivalent if there is a bundle

map f̄ : E ′ → E such that both f̄ and the induced map f :M ′ →M are diffeomorphisms.

Since vector bundles and principal bundles are fibre bundles with a specific fibre, it is clear
the notion of equivalence of fibre bundles can directly be translated to the case of vector bundles
and principal bundles.

From existing bundles we can construct new bundles.

Theorem 1.2.5. Let π : E →M be a fibre bundle with fibre F . Then given a map f : N →M ,
the space

f ∗E = {(y, p) ∈ N × E : f(y) = π(p)},

can be made into a fibre bundle over N with fibre F , called the pullback bundle, as follows. We
define the projection with projection πf : f ∗E → N by (y, p) 7→ y. Given local trivializations

(Ui, ψi) for E, we define local trivializations
(
f−1(U), ψfi

)
for f ∗E by

ψfi (y, fi) =
(
y, ψi,f(y)(fi)

)
, (1.2.6)

for y ∈ f−1(Ui), fi ∈ F . The inverse of ψfi is given by

(ψfi )
−1(y, p) =

(
y, ψ−1

i,f(y)(p)
)
. (1.2.7)

The transition functions are given by

gfij(y) = gij
(
f(y)

)
, (1.2.8)

for y ∈ f−1(Uij).

Proof. It is clear that ψfi is a map f−1(Ui)×F → π−1
f (Ui) satisfying πf ◦ψfi (y, fi) = y and that

its inverse is given by (1.2.7). So we only have to show that (1.2.8) are indeed the transition
functions for f ∗E. By definition of the transition functions we find

gfij(y)fj = (ψfi,y)
−1 ◦ ψfj,y(fj) = (ψfi,y)

−1
(
y, ψj,f(y)(fj)

)
= ψ−1

i,f(y) ◦ ψj,f(y)(fj) = gij
(
f(y)

)
fj,

last equality by definition of the transition functions for E.

11



AJ Lindenhovius (0628298) Instantons and the ADHM construction

The proof of next theorem can be found in [31].

Theorem 1.2.6. Let E
π−−→ M be a fibre bundle with fibre F and let f and g be homotopic

maps from N to M . Then f ∗E and g∗E are equivalent bundles over N .

Corollary 1.2.7. Let E
π−−→ M be a fibre bundle with M contractible. Then E is the trivial

bundle over M .

Another useful construction is the product bundle of two vector bundles.

Definition 1.2.8. Let E
π−−→ M and E ′ π′−−→ M ′ be two vector bundles with fibres F and F ′

respectively. Then the product bundle E×E ′ π×π′

−−−−→M×M ′ is a fibre bundle with fibre F⊕F ′.
If M =M ′, we can define the Whitney sum bundle E ⊕E ′ as the pullback bundle E ×E ′ over
M by f :M →M ×M defined by f(x) = (x, x). The structure group of E ⊕E ′ is given by

GE⊕E′

=

{(
gE 0
0 gE

′

)
: gE ∈ GE , gE

′ ∈ GE′

}
. (1.2.9)

The transition functions gE⊕E′

ij of E ⊕ E ′ are given by

gE⊕E′

ij (x) =

(
gEij(x) 0

0 gE
′

ij (x)

)
.

Remark. We have E ⊕ E ′ = {(x, p, p′) ∈ M × E × E ′ : f(x) = π × π′(p, p; ). Since f(x) =
π × π′(p, p′) is equivalent with π(p) = π′(p′) = x, we see that we can find another bundle Ē
over M defined by

Ē = {(p, p′) ∈ E × E ′ : π(p) = π′(p)}. (1.2.10)

Since f̄ : E ⊕ E ′ → Ē given by f̄(x, p, p′) = (p, p′) is clearly a diffeomorphic bundle map with
diffeomorphic induced map M →M (which is actually the identity), we see that we could give
an equivalent definition of E ⊕ E ′ by (1.2.10). Similarly, we can define the Whitney sum of
vector bundles E1, . . . , En over M by

E1 ⊕ . . .⊕ En = {(p1, . . . , pn) ∈ E1 × . . .× En : π1(p1) = . . . = πn(pn)}.

1.3 Sections and smooth lifts

Definition 1.3.1.

1. Let π : E → M be a fibre bundle. A local section is a map s : U ⊂ M → E be a
differential map such that π ◦ s = Id. If U =M , then s is called a global section.

2. The space of smooth sections s :M → E is denoted with Γ∞(M,E). Let F be a manifold,
then an F -valued section s : M → E ⊗ F is defined as a map which can me written as
s(x) = sE(x)⊗ sF (x) ⊂ E ⊗ F satisfying π ◦ sE = Id. We denote that space of F -valued
sections with Γ∞(M,E ⊗ F ).

3. Let X be a manifold and F either a vector space or a manifold. Then we define the
F -valued forms on an open subset U of X by Ωr(U, F ) = Γ∞

(
U,Λr(T ∗X) ⊗ F

)
, or

equivalently, by the set of alternating r-linear maps α such that at any point x ∈ U we
have α|x : TxX × TxX × . . .× TxX → F . If F = R, we write Ωr(U, F ) = Ωr(U).

12



AJ Lindenhovius (0628298) Instantons and the ADHM construction

Remark. If U = X , it is clear that Λr(T ∗X) is a bundle over X . On the other hand, if
U is a proper subset of X , it is not directly clear that Λr(T ∗X) is a bundle over U , and so
neither what a section from U to Λr(T ∗X) is. However, Proposition 3.6 of [27] provides an
isomorphism between TxU with TxX , which allows us to identify Λr(T ∗U) with the subset
π−1(U) of Λr(T ∗X), where π is the projection of Λr(T ∗X) onto M . So a section from U into
Λr(T ∗U) can naturally be identified with a section into Λr(T ∗X).

Proposition 1.3.2. Let P (M,G) be a principal bundle. Then every local trivialization ψ :
U ×G→ π−1(U) defines a local section s : U → P by

s(x) = ψ(x, e). (1.3.1)

Conversely, a local section s : U → P defines a local trivialization ψ : U ×G→ π−1(U) by

ψ(x, g) = s(x)g. (1.3.2)

Proof. Let ψ : U × G → π−1(U) be a trivialization. Then s : U → P defined by (1.3.1) is
indeed a section, since π ◦ ψ(x, g) = x for all x ∈ M and g ∈ G. Conversely, given a local
section s : U → P , then ψ : U ×G→ π−1(U) defined by (1.3.2) is a local trivialization, for we
have

π
(
ψ(x, g)

)
= π(ψ(x, e)g)

= π(pg)

= π(p)

= x,

where we used the equivariance of π. Notice that a global section implies the existence of a
global trivialization, and thus trivialness of the fibre.

Proposition 1.3.3. Let si : Ui → P be local sections defined as corresponding to local trivi-
alizations ψi by (1.3.1). Then we have for all x ∈ Ui and p ∈ π−1(Ui)

si(x)gi(p) = p (1.3.3)

gi(si(x)g) = g (1.3.4)

gi ◦ si(x) = e (1.3.5)

gi ◦ sj(x) = gij(x) [x ∈ Uij ] (1.3.6)

si ◦ π(p) = pgi(p)
−1 (1.3.7)

si(x)gij(x) = sj(x) [x ∈ Uij ]. (1.3.8)

Proof. We have si(x)gi(p) = ψi(x, e)gi(p) = ψi
(
x, gi(p)

)
= p, so the first identity holds. The

second identity follows from (1.3.2) and by definition of gi. The third is a special case of the
second identity. Notice that the third is also a special case of the fourth identity, which holds
since

gi ◦ sj(x) = gi ◦ ψj(x, e)
= gi ◦ ψi

(
x, gij(x)

)
[By Proposition 1.1.3]

= gij(x).

The fifth identity holds, since

si ◦ π(p) = φi(π(p), e)

= φi
(
π(p), gi(p)

)
gi(p)

−1

= pgi(p)
−1,

13
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Finally,

sj(x) = ψj(x, e)

= ψi(x, gij(x)e) [by (1.1.2)]

= ψi(x, egij(x))

= ψi(x, e)gij(x) [by (1.1.6)]

= si(x)gij(x),

which proves last identity.

We can use sections to prove existence of lifts. First we need the following proposition:

Proposition 1.3.4. Let P (M,G) be a principal bundle and F : M → X a map to a smooth
manifold X . Then F is smooth if and only if F ◦ π is smooth:

P

M

π

∨
F
> X

F◦π

>

Proof. If F is smooth, then F ◦ π is smooth, since it is a composition of smooth maps. Con-
versely, if F ◦π is smooth, let x ∈M and take a coordinate neighborhood Ui of x and a section
si : Ui → P . Then

F |Ui
= F ◦ Id|Ui

= F ◦ (π ◦ si) = (F ◦ π) ◦ si,
so F |Ui

is a composition of smooth maps. Therefore, F is smooth in a neighborhood of each
point x, so it is smooth.

Proposition 1.3.5. Let P (M,G) be a principal bundle and F̃ : P → X a smooth map which
satisfies F̃ (pg) = F̃ (p). Then there is a unique smooth map F :M → X such that F ◦ π = F̃ .
In other words, F is the smooth map making following diagram commute:

P

M

π

∨
F
> X

F̃

>

F is given by F (x) = F̃ (p), where p ∈ π−1(x) may arbitrarily be chosen.

Proof. F defined as above is well-defined; take q ∈ π−1(x), then by the transitiveness of the
right action of G on the fiber, there is a g ∈ G such that q = pg, and we see that F̃ (q) =
F̃ (pg) = F̃ (p). By construction, we have F ◦ π = F̃ and by the previous proposition we find
that F is smooth.

1.4 Lie theory, representations and the Maurer-Cartan form

Groups are used in mathematics in order to describe symmetries of geometrical objects. In
physics most systems are described by (partial) differential equations, where the space of so-
lutions has in most cases certain symmetries described by a Lie group, which we will define
now.

Definition 1.4.1. A smooth manifold G is called a Lie group if it is also a group with a group
structure such the multiplication map (g, h) 7→ gh and the inversion map g 7→ g−1 are smooth.
A Lie subgroup H of G is a subgroup in algebraic sense which is closed in G.

14



AJ Lindenhovius (0628298) Instantons and the ADHM construction

In this thesis we shall restrict us to matrix Lie groups, which are Lie subgroups of GL(n,C).
Furthermore, all Lie groups used are connected and compact, unless otherwise stated.

The next notion we will introduce is that of a Lie algebra, which is close connected to Lie
groups.

Definition 1.4.2. A Lie algebra is a vector space L endowed with a bilinear product [·, ·] :
L× L→ L, called the Lie product such that

1. [X,X ] = 0 for all X ∈ L

2. [X, [Y, Z]] + [Y, [Z,X ]] + [Z, [X, Y ]] = 0 for all X, Y, Z ∈ L.

A Lie subalgebra of L is a subspace of L which is closed under the Lie product. Let K be
another Lie algebra. An ideal I of a Lie algebra L is a subspace of L such that [X, Y ] ∈ I
if X ∈ I and Y ∈ L. A linear map F : L → K is called a Lie algebra homomorphism if
F ([X, Y ]) = [F (X), F (Y )]. The image F (L) is in that case a Lie subalgebra of K. A Lie
algebra L is called abelian if [X, Y ] = 0 for all X, Y ∈ L. A Lie algebra L is called simple if it
is non-abelian, and its only ideals are 0 and L. A Lie algebra L is called semisimple if it is the
direct sum of simple Lie algebras.

Example 1.4.3. Let Mn(R) be the space of n× n matrices with values in R. Then Mn(R) is
a Lie algebra with the matrix commutator as Lie product.

Example 1.4.4. Let X (M) be the space of smooth vector fields on a manifold M . Then
X (M) is a Lie algebra with the Lie bracket as Lie product.

The next lemma is proved in [27] as Corollary 4.17.

Lemma 1.4.5. Let F : M → N be a diffeomorphism. Then F∗ : X (M) → X (N) is a Lie
algebra homomorphism.

We shall see that we can assign a unique Lie algebra to each Lie group, which is not the
space of all vector fields, for that is in some way too large to be interesting. However, we shall
find a subspace which is more suitable. We start by defining the left- en right-translation of an
element h in a Lie group G by g ∈ G,

Lg(h) = gh;

Rg(h) = hg.

These maps induce maps in the tangent space

Lg∗ : ThG→ TghG; (1.4.1)

Rg∗ : ThG→ ThgG. (1.4.2)

A vector field X is called left-invariant if it satisfies

Lg∗(X|h) = X|gh. (1.4.3)

Since Lg is a diffeomorphism, we can write this as Lg∗X = X . Using Lemma 1.4.5, we see that
for left-invariant X and Y we have La∗[X, Y ] = [La∗X,La∗Y ] = [X, Y ]. We see that the space
of left-invariant vector fields is closed under the Lie bracket, so these vector fields forms a Lie
algebra, which is small enough.

Definition 1.4.6. Let G be a Lie group. Then the Lie algebra consisting of the left-invariant
vector fields on G is called the Lie algebra of G, denoted with Lie(G).

15
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We shall give an alternative definition of Lie(G), which provides other useful information.
For this, we need the coordinate function x = (xij) : G → Mn(C), latter space is viewed as
a real space. We define xij(g) is the matrix entry gij of g ∈ G, so we could see the function
x as the inclusion of G into Mn(C). Given this notation, we can define the pushforward
x∗ : TgG → Tx(g)Mn(C) ≃ Mn(C), which is often denoted with dx in the physical literature
and so we will do. Notice that dx provides the embedding of TgG into Mn(C) by

X|g = X ij(g)
∂

∂xij

∣∣∣∣∣
g

7→ X(g),

whereX(g) is the matrix with matrix entriesX ij(g). We see that every vector fieldX : G→ TG
is determined by a map X(·) : G → Mn(C). When no confusion possible, we write X instead
of X(·). The corollary of following proposition gives information about the behaviour of X(·)
if X is a left-invariant vector field.

Proposition 1.4.7. Let G be a Lie group with coordinate functions xij, andX , Y left-invariant
vector fields. Writing X|g = X ij(g) ∂

∂xij

∣∣∣
g
∈ TgG, we have

X|g = Lg∗X|e = xij(g)X(e)jk
∂

∂xik

∣∣∣∣∣
g

,

[X, Y ]|g = x(g)ij [X(e), Y (e)]jk
∂

∂xik

∣∣∣∣∣
g

,

where [X(e), Y (e)] is the commutator of matrices.

Proof. See equations (5.113) and (5.114) of [25].

Since xij(g) is nothing more than the coordinates of g, the previous propositions reads in
matrix form:

Corollary 1.4.8. Let G be a Lie group and X , Y be left-invariant vector fields. Then the map
X : G→ Mn(R) satisfies

X(g) = LgX(e) = gX(e)

[X, Y ](g) = g[X(e), Y (e)].

These identities motivate us to the following proposition:

Proposition 1.4.9. Let G be a Lie group and let g be the space of all matrices X(e) with X
a left-invariant vector field. Then g is a Lie algebra with matrix commutation as Lie product
and is isomorphic to Lie(G).

Proof. From (1.4.3) we find that a vector A ∈ TeG uniquely defines a left-invariant vector field
XA on G by setting XA|a = La∗A, while a left-invariant vector field X defines a unique vector
A = X|e ∈ TeG. If we take g = e in last corollary, we see that [X, Y ](e) = [X(e), Y (e)], the
map X 7→ X(e) is a Lie algebra homomorphism, thus an isomorphism.

Remark. Since Lie(G) is isomorphic to g, we see that the map Lg∗ : g → g corresponding to
the map Lg∗ : Lie(G) → Lie(G) is equal to Lg.

By the Lie algebra isomorphism between Lie(G) and g, we see that g has the same dimension
as the manifold G, since latter has the same dimension as TeG. We have seen that given a
vector X|e ∈ TeG, we can construct a left-invariant vector field by the map Lg∗. The converse
is also possible:
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Definition 1.4.10. The map Θ : X (G) → Lie(G) is defined as Θ|g = Lg−1∗ is called the
Maurer-Cartan form. Since g is isomorphic with Lie(G), the corresponding map θ(·) : X (G) →
g given by θ(g) = Lg−1∗ = Lg−1 is also called the Maurer-Cartan form. In order to avoid the
use of parentheses, we shall write θ|g instead of θ(g). If no confusion is possible, we shall write
θ instead of θ(·), and g∗θ|g(p) or (g∗θ)|p instead of g∗θ(p), where p an element from some smooth
manifold X and g : X → G a smooth map.

For the following proposition we shall use the alternative notation df for the pushforward f∗
of some map f with values in GL(n,R). We will see in the second remark below the proposition
that we can interpret df as the exterior derivative of f , which justifies this notation.

Proposition 1.4.11. We have θ(a) = x(a)−1dx|a, where x : G →֒ GL(n,C) is the inclusion. If
g : X → G is a smooth map, then g∗θ(·) = g−1dg.

Proof. The Maurer-Cartan form is exactly the form which sends a vector field X to X|e. So
θ(·) has to send X to X(e), which is indeed the case:

θ|g(X|g) = x(g)−1dx|g(X|g)
= x(g)−1X(g)

= g−1X(g)

= X(e).

If g : X → G is smooth, we find

g∗θ|g(p)(X|p) = θ|g(p)(g∗X|p)
= x

(
g(p)

)−1
dx|g(p)(g∗X|p)

= x
(
g(p)

)−1
dx|g(p)(dg|pX|p) [dg is an alternative notation for g∗]

= x
(
g(p)

)−1
d(x ◦ g)|p(X|p)

= g(p)−1dg|p(X|p) [x is the identity on G].

Remarks.

1. Since g∗θ|g(p) sends vector fields on a manifold X to elements in g, we see that g∗θ ∈
Ω1(X, g).

2. The notation g−1dg suggests that we deal with an exterior derivative of some map g :
X → G. It is indeed possible to give an alternative definition of dg, which underpins this
idea. First we remark that G is a subgroup of GL(n,C), so we have component functions
gij : X → R on which the exterior derivative dX of X can act. Then we define dXg to be
the matrix with entries dXg

ij, which allows us to define g(x)−1dX |pg by the usual matrix
product. If x : G → Mn(R) is the canonical embedding, we find x−1dx is just the usual

17
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matrix representation of θ, since in that case we have for a vector field X ∈ X (G):

x(g)−1dx|g(X|g) = x(g)−1dGx|g

X(g)lm

∂

∂xlm

∣∣∣∣∣
g




=




(
g−1

)ik(
dGx|g

)kj
X(g)lm

∂

∂xlm

∣∣∣∣∣
g





ij

=
{(
g−1

)ik
δkl δ

j
mX(g)lm

}ij

= g−1X(g)

= X(e).

By the exponent of a matrix we can give another relation between Lie groups and their Lie
algebra. Next proposition can be found in [32] as Theorems 4.6, 5.1 and 5.12.

Proposition 1.4.12. Let G be a connected and compact Lie group with Lie algebra g and let
X ∈ g (where we identify X(e) with X), then

1. g = {X ∈Mn(C) : exp(tX) ∈ G for all t ∈ R}.

2. For X, Y ∈ g, [X, Y ] = 0 if and only if etX and esY commute for all s, t ∈ R, in which
case we have eX+Y = eXeY .

3. The map t 7→ exp(tX) is a homomorphism: exp(tA) exp(sA) = exp
(
(t+ s)

)
A.

4. If G is connected, exp g generates G as group, i.e. all elements g ∈ G can be written as
g = eX1eX2 . . . eXn where X1, . . . , Xn ∈ g.

5. If G is connected and compact, then exp is surjective: every g ∈ G can be written as
g = exp(X) for some X ∈ g.

Example 1.4.13. The simple Lie algebra u(n) = {X ∈Mn(C) : X = −X†} is the Lie algebra
of the compact Lie group U(n) = {A ∈ GL(n,C) : A = A†}.

Example 1.4.14. The simple Lie algebra su(n) = {X ∈ Mn(C) : X = −X†, trX = 0} is the
Lie algebra of the compact Lie group SU(n) = {A ∈ GL(n,C) : A = A†, detA = 1}.

Definition 1.4.15. For g ∈ G, we define the adjoint map Adg : G → G by h 7→ ghg−1. In
other words Adg = Lg ◦ Rg−1, and it defines a representation Ad : G → Diff(G) by g 7→ Adg.
Furthermore, we define the map adg : ThG→ Tghg−1G by adg = Adg∗ = Lg∗ ◦Rg−1∗. Hence we
find that ad : G×Lie(G) → Lie(G), which gives by g 7→ adg a representation G→ GL(Lie(G)),
called the adjoint representation. Notice that ad induces a map G×g → g, which we also denote
with ad.

Remarks.

1. The map adg : g → g for all g ∈ G is a Lie algebra homomorphism: we have

[adgX, adgY ] = adg[X, Y ] (1.4.4)

for X, Y ∈ g, which follows directly from adgX = gXg−1 and [X, Y ] = XY − Y X .
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2. The representation Ad is only faithful if the center Z(G) = {g ∈ G : gh = hg for all h ∈
G} = 0. If G is connected, but not necessarily compact, the representation ad is faithful
if the center Z(g) = {X ∈ g : [X, Y ] = 0 for all Y ∈ g} = 0. Connectedness of G allows
us to write any element g ∈ G as eX1eX2 . . . eXn for Xi ∈ g, so if g has nontrivial center
with X ∈ Z(g) \ {0}, then writing g = eX , we find for any A ∈ g

adg(A) = gAg−1

= eXAe−X

= AeXe−X

= A,

hence adg = Id. So it is clear that if g is centerless, we always have adg 6= Id for g 6= e,
thus ad is faithful. The condition that g is centerless is fulfilled if g is semisimple.

Lemma 1.4.16. Let G be a connected Lie group and g its Lie algebra. Then Z(g) = Lie(Z(G)).

Proof. Let X ∈ Lie(Z(G)). Then etXg = getX for all g ∈ G, so in special we have etXesY =
esY etX for all Y ∈ g and t, s ∈ R. By Proposition 1.4.12, we find that [X, Y ] = 0 for all Y ∈ g,
so X ∈ Z(g).

Conversely, let X ∈ Z(g). Then we have [X, Y ] = 0 for all Y ∈ g, thus we have etXesY =
etX+sY = esY etX for all Y ∈ g and t, s ∈ R. Now also by Proposition 1.4.12, all elements
g ∈ G can be written as g = eX1eX2 . . . eXn and since [X,Xi] = 0 (X ∈ Z(g)), we find that etX

commutes with all eXi , thus etXg = getX for all g ∈ G. But this means that etX ∈ Z(G) for all
t ∈ R, whence X ∈ Lie(Z(G)).

Lemma 1.4.17. The Maurer-Cartan form θ and ad : G×g → g satisfy the following identities

R∗
aθ|ga = ada−1θ|g (1.4.5)

dθ = −1

2
[θ, θ], (1.4.6)

d(adg−1α) = adg−1dα− [adg−1α, g∗θ], (1.4.7)

where α ∈ Ω1(X, g).

Proof. We have

R∗
aθ|ga = θ|gaRa∗

= L(ga)−1∗Ra∗

= La−1∗Lg−1∗Ra∗

= Ada−1∗Lg−1∗

= ada−1 ◦ θ|g,

which proves the first identity. The second identity can be proven without using that G is a a
matrix group, see for instance Theorem 5.3(b) of [25]. Assuming that G is a matrix group, we
find

dθ = d(x−1dx)

= d(x−1) ∧ dx

= −x−1dxx−1 ∧ dx

= −θ ∧ θ, (1.4.8)
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where we used (A.2.5) in the third equality. It follows by (A.1.9) that this equals −1
2
[θ, θ]. The

third identity follows from

d(adg−1α) = d(g−1αg)

= d(g−1) ∧ αg + g−1dαg − g−1α ∧ dg [By Proposition A.2.2]

= −g−1(dg)g−1 ∧ αg + g−1dαg − g−1α ∧ dg [By (A.2.5)]

= −g−1(dg)g−1 ∧ αg + adg−1dα− g−1αg ∧ g−1dg

= −g∗θ ∧ adg−1α + adg−1dα− adg−1α ∧ g∗θ
= adg−1dα− [adg−1α, g∗θ] [By (A.1.2).]

Definition 1.4.18. Let g be the Lie algebra of a matrix Lie group G and let ad : g → End(g)
be the adjoint representation of g. Then the bilinear form

κ(X, Y ) = tr(adX ◦ adY ), (1.4.9)

where X, Y ∈ g is called the Killing form

Next theorem can be found in [32] as Theorem 6.16.

Theorem 1.4.19. Let g be a semisimple Lie algebra. Then

1. κ is negative definite on [g, g] := {[X, Y ] : X, Y ∈ g};

2. If g ⊂ u(n), then there is a positive c ∈ R such that κ(X, Y ) = c tr(XY ) for all X, Y ∈ g.

It is easy to see that [g, g] = g if g is simple. Corollary 5.2 of [19] assures that [g, g] = g

even if g is semisimple. Hence we see that −κ is an inner product on semisimple Lie algebras.
Furthermore, we see that (X, Y ) 7→ −tr(XY ) is a inner product on g ⊂ u(n).

Finally, we state a useful fact about the center of a matrix Lie group G.

Proposition 1.4.20. Let G be a connected compact matrix Lie group with semisimple Lie
algebra g. Then the center Z(G) = {g ∈ G : gh = hg ∀h ∈ G} is discrete.

Proof. Since g is semisimple, we have Z(g) = 0. Then the statement follows immediately by
Lemma 1.4.16 and Proposition 1.4.12.

1.5 Associated bundles

Definition 1.5.1. Let P (M,G) be a principal bundle, F a space, and let ρ : G → Aut(F ) be
a representation. If F is a manifold, we take Aut(F ) = Diff(F ) and if F is a vector space, we
let Aut(F ) = GL(F ). Then we define the action G × F → F given by (g, f) 7→ ρ(g)f , which
we sometimes will denote with (g, f) 7→ g · f .
Lemma 1.5.2. Let P (M,G) be a principal bundle, F a space, and let ρ : G → Aut(F ) be a
faithful representation. Then the action defined in previous definition is a free action.

Proof. Trivial.

Definition 1.5.3. Let P (M,G) be a principal bundle with G compact, F a space, and let
ρ : G → Aut(F ) be a faithful representation. Then we define an action of G on P × F
by (p, f) 7→ (pg, ρ(g)−1f), which is free, since the actions (g, x) → gx and (g, f) → ρ(g)f
are free. We denote the space of equivalence classes under this action with Eρ. That is
Eρ = {[(p, g)] : p ∈ P, f ∈ F}, where [(p, f)] is an equivalence class defined by the equivalence

relation (p, f)(̃pg, ρ(g)−1f).
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Proposition 1.5.4. Eρ is a manifold.

Proof. This follows directly from Theorem 1.1.8 since Eρ = (P × F )/G with G compact and
the action of G on P × F is free.

Theorem 1.5.5. Let P (M,G) be a fibre bundle with G compact, F a manifold, and let
ρ : G → Aut(F ) be a faithful representation. Then the space P ×ρ F := Eρ can be made into
a fibre bundle with base space M and fibre F , called the associated fibre bundle of P (M,G).
If F is a vector space, P ×ρ F is called the associated vector bundle. We make P ×ρ F into a
bundle by defining the projection πρ of P ×ρ F onto M by

πρ(p, v) = π(p), (1.5.1)

and local trivializations ψρi : Ui × F → π−1
ρ (Ui) by

ψρi(x, f) = [(si(x), f)], (1.5.2)

where si is the section with respect to the trivialization ψi : Ui×G→ π−1(Ui) defined in (1.3.1).
The inverse is given by

ψ−1
ρi

(
[(p, f)]

)
=
(
π(p), ρ

(
gi(p)

)
f
)
, (1.5.3)

and the transition functions by

ρij(x) = ρ
(
gij(x)

)
. (1.5.4)

Proof. The projection πρ is well defined since π(p) = π(pg) implies

πρ(pg, ρ(g)
−1v) = π(pg)

= π(p)

= πρ(p, v).

The map ψρi is clearly smooth, for it is the composition of smooth functions. We prove that
ψρi is well-defined: let [(pa, ρ(a)

−1f)] be another representative of [(p, f)], then we find

ψ−1
ρi

(
[(pa, ρ(a)−1f)]

)
= (π(pa), ρ

(
pi(pa)

)
ρ(a)−1f)]

=
(
π(p), ρ

(
pi(p)a

)
ρ(a)−1f)

)

= ψ−1
ρi

(
[(p, f)]

)
.

We have indeed that ψρi and ψ
−1
ρi

are inverses of each other, since by Proposition 1.3.3:

ψ−1
ρi

◦ ψρi(x, f) =
(
π ◦ si(x), ρ

(
gi ◦ si(x)

)
f
)

= (x, e),

while we also have

ψρi ◦ ψ−1
ρi

(
[(p, f)]

)
=
[(
si ◦ π(p), ρ

(
gi(p)

)
f
)]

=
[(
pgi(p)

−1, ρ
(
gi(p)

)
f
)]

= [(p, f)].
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Hence we see that ψρi is clearly a diffeomorphism between Ui ×F and π−1
ρ (Ui). The transition

function ρij(x) for ψρi can be found by looking at the transition functions for ψi. So, let x ∈ Uij
and fi, fj ∈ F such that ψρi(x, fi) = ψρj (x, fj). This is equivalent with

[(si(x), fj)] = [(sj(x), fj)]

= [(si(x)gij(x), fj)] [By Proposition 1.3.3]

=
[(
si(x), ρ

(
gij(x)

)
fj
)]
,

so we can conclude that indeed ρij(x) = ρ
(
gij(x)

)
.

Remarks.

1. Since we sometimes denote the action on the fibre G×F → F is given by (g, f) 7→ ρ(g)f
by (g, f) 7→ g · f , the transition function is given by ρij(x) = gij(x) in this notation.

2. In most instances, we shall take G = SU(n), which is a connected, centerless matrix group
with semisimple Lie algebra su(n). So by the second remark below definition 1.4.15, SU(n)
has faithful representations Ad en ad.

Theorem 1.5.6. Let F be a group. Then we can make π−1
ρ (x) into a group by defining

[(p, v)][(p, w)] = [(p, vw)], (1.5.5)

with p ∈ P , v, w ∈ F . If F is a vector space, then we can make π−1
ρ (x) into a vector space by

defining addition respectively scalar multiplication by

[(p, v)] + [(p, w)] = [(p, v + w)]; (1.5.6)

λ[(p, v)] = [(p, λv)], (1.5.7)

where p ∈ P , v, w ∈ F and λ ∈ R.

So if F is a vector space, the associated vector bundle is indeed a vector bundle.

Proof. The operations on π−1
ρ (x) defined above are well-defined. In order to show this for

(1.5.5), let [(p′, v′)] = [(p, v)] and [(p′, w′)] = [(p, w)]. This means that there is a g ∈ G such
that p′ = pg, v′ = ρ(g)−1v and w′ = ρ(g)−1w. Then we find

[(p′, v′)][(p′, w′)] = [(p′, v′w′)]

= [(pg, ρ(g)−1vρ(g)−1w)]

= [(pg, ρ(g)−1(vw))] [ρ is an automorphism]

= [(p, vw)]

= [(p, v)][(p, w)].

Equation (1.5.6) is the abelian case of (1.5.5). For (1.5.7) let p, p′, v, v′ as above, and let λ ∈ R.
Then

λ[(p′, v′)] = [(p′, λv′)]

= [(pg, ρ(g)−1λv)]

= [(pg, λρ(g)−1v)]

= λ[(pg, ρ(g)−1v)]

= λ[(p, v)],

which proves that the operations are well-defined. If F is a group, the neutral element is given
by [(p, e)] and the inverse of [(p, v)] is given by [(p, v−1)]. If F is a vector space, the neutral
element and the inverse of [(p, v)] are given by [(p, 0)] respectively [(p,−v)].
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Theorem 1.5.7. If F defined as above is a group, then the fibre π−1
ρ (x) is isomorphic to F . If

F is a vector space, then the fibre is linear isomorphic to F .

Proof. In both cases, we establish the isomorphism f : F → π−1
ρ (x) by v 7→ [(p, v)], where we

have chosen a fixed p ∈ π−1(x). If F is a group, we have f−1[(p, e)] = {v ∈ F : f(v) = e} =
{v ∈ F : [(p, v)] = [(p, e)]} = {e}, f is injective. Notice that if F is a vector space, the same
argument is valid, but with e replaced by 0. Furthermore, we find that f is surjective: Let
[(p, v)] ∈ π−1

ρ (x) and let p′ ∈ π−1(x) such that f(w) = [(p′, w)] for all w ∈ F . Since G works
transitively on the fibre π−1(x), we have a g ∈ G such that p′ = pg. Now choose w = ρ(g)−1v,
then we find

f(w) = [(p′, w)]

= [(pg, ρ(g)−1v)]

= [(p, g)].

Finally, if F has a group structure, we have f(vw) = [(p, vw)] = [(p, v)][(p, w)] = f(v)f(w), so
f is an isomorphism of groups. If F is a vector space, we find

f(αv + βw) = [(p, αv + βw)]

= α[(p, v)] + β[(p, w)]

= αf(v) + βf(w),

so f is linear.

Example 1.5.8. The two most important associated bundles we will encounter are ad P :=
P ×ad g and Ad P := P ×Ad G.

Remark. By Corollary 1.2.2 it is also possible to associate a principal bundle to a vector
bundle. These operations are exactly each others inverses. P and P ×ρ F share the same
coordinate neighborhoods Ui, and by the first remark below Theorem 1.5.5, they share the
same overlap functions gij. The associated principal bundle of P ×ρ F is then given by X/ ∼,
where X =

⋃
i Ui × G and where the relation ∼ is defined by saying that (x, g) ∈ Uj × F is

equivalent with (x, gij(x)g) ∈ Ui ×G, whence X/ ∼ is exactly P .

Corollary 1.5.9. Every vector bundle is the associated vector bundle of some principal bundle.

Proposition 1.5.10. Let fi : Ui → F be a family of functions satisfying

fi(x) = ρ
(
gij(x)

)
fj(x) (1.5.8)

for x ∈ Uij and let si be the section defined in (1.3.1). Then f :M → P ×ρ F defined by

f(x) =
[(
si(x), fi(x)

)]
(1.5.9)

is a smooth section M → P ×ρ F . Conversely, a smooth section f ∈ Γ∞(M,P ×ρ F ) induces
functions fi : Ui → F satisfying (1.5.8) such that (1.5.9) holds.

Proof. Let fi : Ui → F be a family of functions satisfying (1.5.8). Then we define f : M →
P ×ρ F by (1.5.9). This is independent of the choice of trivialization, since

f(x) =
[(
si(x), fi(x)

)]

=
[(
si(x), ρ

(
gij(x)

)
fj(x)

)]

=
[(
si(x)gij(x), fj(x)

)]

=
[(
sj(x), fj(x)

)]
.
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By πρ([(p, g)]) = π(p), we find that f is a section, since

πρ ◦ f(x) = πρ
([(

si(x), fi(x)
)])

= π ◦ si(x)
= x.

Conversely, let f ∈ Γ∞(M,P ×ρ F ) and let ψρi : Ui × F → π−1
ρ (Ui) ⊂ P ×ρ F be the

trivialization induced by the trivialization ψi : Ui × G → π−1(Ui). Then we define fi(x) =
ψ−1
ρi,x

◦ f(x), which is clearly smooth, for it is the composition of smooth functions. Notice that
πρi ◦ f(x) = x since f is a section, so f(x) ∈ π−1

ρi
(x) ⊂ π−1

ρi
(Ui), whence fi is well defined.

If x ∈ Uij , we have by definition of the transition functions and (1.5.4) that the transition

function ρ
(
gij(x)

)
equals ψ−1

ρi
◦ ψρj , hence we find

ρ
(
gij(x)

)
fj(p) = ψ−1

ρi
◦ ψρjfj(p)

= ψ−1
ρi

◦ f(x)
= fi(x).

Furthermore, we have

f(x) = ψρi,x ◦ ψ−1
ρi,x

◦ f(x)
= ψρi,x ◦ fi(x)
=
[(
si(x), fi(x)

)]
,

where we used (1.5.2) in the last equality. This proves that (1.5.9) holds.

Corollary 1.5.11. Let P (M,G) be a principal bundle and ρ : G → Aut(F ) a faithful repre-
sentation for some space F . Then a family of forms αi ∈ Ωr(Ui, F )

αi|x = ρ
(
gij(x)

)
◦ αj|x (1.5.10)

define a form α ∈ Ωr(M,P ×ρ F ) and vice versa.
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2 Gauge theories

2.1 Connections on principal bundles

In differential geometry the notion of a connection on a principal bundle is very important, for
it gives information about how tensors are transported along a curve. Furthermore, it gives
rise to a differential operator on the principal bundle, called the covariant derivative, which is
an extension of the Euclidean derivative. We start by introducing the concept of the vertical
subspace.

The vertical subspace

Definition 2.1.1. Let P be a fibre bundle over M , then VpP = ker π∗ ⊂ TpP is called the
vertical subspace of TpP . If a vector field X ∈ X (P ) satisfies X|p ∈ VpP for all p ∈ P , the
vector field X is called vertical. By writing V P = {VpP : p ∈ P}, we can denote this with
X ∈ V P .

Proposition 2.1.2. Let x = π(p). Then the vertical subspace VpP equals Tp
(
π−1(x)

)
.

Proof. Let f : M → R and X|p ∈ Tp
(
π−1(x)

)
. Since f ◦ π restricted to π−1(x) is constant, we

find π∗X|pf = X|p(f ◦ π) = 0, so X|p ∈ VpP and we find that Tp
(
π−1(x)

)
can be embedded

in VpP . Since π is surjective, we find that π∗ is a linear surjection, so from the Dimension
Theorem for vector spaces, we find that dimTxM = dim im π∗ = dimTpP − dimker π∗. From
Corollary 1.1.9, we know that dimM = dimP − dimG, thus by dimTpP = dimM , we find

that dim ker π∗ = dimG. Whence π−1(x) ≃ G implies dim Tp
(
π−1(x)

)
= dimG, we find for

dimensional reasons that the embedding is also surjective.

Fundamental vector fields

Let P (M,G) be a principal bundle. For any A ∈ g we can define a curve t 7→ exp(tA) in G,
which for all p ∈ P gives rise to a curve cp(t) = Rexp(tA)p = p exp(tA). Notice that cp depends
smoothly on p. Since cp(0) = p, we see that c′p(0) is an element of TpP , which we denote with
σ(A)|p.

σ(A)|p =
d

dt

∣∣∣∣∣
t=0

petA (2.1.1)

Then σ(A) is a vector field on P , called the fundamental vector field associated to A, so
we have a map σ : g → X (P ). We have π ◦ cp(t) = π(p) for all t ∈ R, whence we find
π∗ σ(A)|p = π∗c

′
p(0) = (π ◦ cp)′(0) = 0, hence σ(A)|p ∈ VpP for all p ∈ P .

Lemma 2.1.3. σ satisfies the following identities:

1. Rg∗σ(A) = σ(adg−1A)

2. gi∗σ(A)|p = gi(p)A.
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Proof. The proof goes by direct calculation. The first identity follows from

(Rg∗σ(A)|p = Rg∗

(
d

dt

∣∣∣∣∣
t=0

petA
)

=
d

dt

∣∣∣∣∣
t=0

Rg

(
petA

)

=
d

dt

∣∣∣∣∣
t=0

petAg

=
d

dt

∣∣∣∣∣
t=0

pgg−1etAg

=
d

dt

∣∣∣∣∣
t=0

pget(adg−1A)

= σ(adg−1A)|pg,

the second identity by

gi∗σ(A)|p =
d

dt

∣∣∣∣∣
t=0

gi
(
petA

)

=
d

dt

∣∣∣∣∣
t=0

gi(p)e
tA

= gi(p)A.

Next proposition can be found in [30] as Proposition 8.1.

Proposition 2.1.4. Let P (M,G) be a principal bundle. Then we can define a map σ : g →
X (P ), such that

1. We have σ([A,B]) = [σ(A), σ(B)] for all A,B ∈ g;

2. The map A 7→ σ(A)|p is a vector space isomorphism between g and VpP .

This proposition implies that VpP is an Lie algebra isomorphic to g. Notice that every
vertical vector field X can be written as X = σ(A) for a unique A ∈ g.

Corollary 2.1.5. Rg∗VpP = VpgP .

Proof. Let X|p ∈ VpP . Let A ∈ g such that σ(A)|p = X|p. Then Rg∗X|p = Rg∗σ(A)|p =
σ(adg−1A)|pg, which is vertical. Conversely, let X|pg ∈ VpgP . Then there is an B ∈ g such that
X|pg = σ(B)|pg. Let A ∈ g such that B = adg−1A. Then X|pg = σ(adg−1A)|pg = Rg∗σ(A)|p,
and since σ(A)|p ∈ VpP , we find that X|pg is in Rg∗VpP .

The Eheresmann connection

Definition 2.1.6. An Ehresmann connection on a principal bundle P (M,G) is defined as a
choice of a horizontal subspace HpP which is a subspace of TpP satisfying

1. TpP = VpP ⊕HpP ;

2. Any smooth vector field X on P can be written as the sum of two smooth vector fields
X = XH +XV such that XH |p ∈ HpP and XV |p ∈ VpP for all p ∈ P ;
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3. HpgP = Rg∗HpP for all g ∈ G.

The second condition guarantees that the choice of HpP is a smooth one. The third condition
is called the equivariance condition, and tells us, given the horizontal subspace HpP at p, what
the horizontal subspace HqP at q in the same fiber as p is. Analogous to the definition of
vertical vector fields, we define horizontal vector fields to be the fields X ∈ X (P ) such that
X|p ∈ HpP for all p ∈ P . If we introduce the notation HP = {HpP : p ∈ P}, we can denote
this with X ∈ HP . With this terminology the second condition can be translated to ‘Every
vector field X can be split in a smooth way into a horizontal vector field XH and a vertical
vector field XV .’

Example 2.1.7. Given a G-invariant Riemannian metric on P , we can define a connection by
defining HpP = VpP

⊥.

Proposition 2.1.8. Let x = π(p). Then π∗ : HpP → TxM is an isomorphism.

Proof. This follows directly from the facts that VpP is defined as the kernel of π∗ and the
decomposition TpP = HpP ⊕ VpP .

Sometimes it is more convenient to describe the horizontal spaces in terms of projection
operators.

Definition 2.1.9. Let HP be a connection. Then we define the projection operator Hp onto
the space of horizontal vector fields by

Hp(X|p) =
{
X|p, X|p ∈ HpP ;
0, X|p ∈ VpP .

(2.1.2)

If no confusion is possible, we drop the subscript p and write H . We have a corresponding
projection operator V onto the space of vertical vector fields along the space of horizontal
vector fields given by V = I −H .

Proposition 2.1.10. Let Pp be a projection operator acting on TpP . Then im Pp is an
Ehresmann connection if and only if

1. kerPp = VpP ;

2. Pp depends smoothly on p;

3. PpgRg∗ = Rg∗Pp.

Conversely, given horizontal spaces HpP , the operator H satisfies above conditions.

Proof. It is clear that first two conditions for Pp are equivalent with the first two conditions
of Definition 2.1.6. Assume the third condition for of the proposition for Pp holds and let
X|p ∈ im Pp. Then Rg∗X|p = Rg∗PpX|p = PpgRg∗X|p, so Rg∗X|p ∈ im Ppg. Let X|p ∈ kerP ,
then PpgRg∗X|p = Rg∗PpX|p = 0, so Rg∗X|p ∈ kerPp. So we find that Rg∗im Pp = im Ppg,
which corresponds with the third condition in the definition of the Ehresmann connection.

Conversely, from Corollary 2.1.5, we find that not not only the horizontal subspace, but
also the vertical subspace satisfies an equivariance condition, whence

HpgRg∗X|p = HpgRg∗X|Hp +HpgRg∗X|Vp
= HpgRg∗X|Hp [Rg∗X|Vp ∈ VpgP ]

= Rg∗X|Hp [Rg∗X|Hp ∈ HpgP ]

= Rg∗HpX|p.
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Proposition 2.1.11. The space of vertical vector fields form an ideal in the Lie algebra of
vector fields: Let X be an arbitrary vector field and V a vertical vector field on P . Then [X, V ]
is vertical.

Proof. By Proposition 2.1.4 we know that [X, V ] is vertical if X is vertical, so assume that X
is horizontal. Then X|pg = Rg∗X|p, so we find π∗X|pg = π∗Rg∗X|p = π∗X|p, whence π∗X is
a well-defined vector field. Then π∗[X, V ] = [π∗X, π∗V ] (Proposition 4.16 of [27]), and since
π∗V = 0, we find π∗[X, V ] = 0. Thus [X, V ] is vertical.

The connection one-form

Definition 2.1.12. A connection one-form ω ∈ Ω1(P, g) is a smooth Lie algebra valued one-
form satisfying

1. ω ◦ σ = Idg,

2. R∗
gω = adg−1ω for all g ∈ G.

Remark. If we write XA = σ(A) for A ∈ g, condition 1 is equivalent with ω(XA) = A. In
other words, ω acts as a Maurer-Cartan form on VpP . Condition 2 means that for X ∈ X (P )
we have R∗

gω(X) = ω(Rg∗X) = g−1ω(X)g.

Lemma 2.1.13. For all connection one-forms ω we have that σ ◦ ω is a projection operator
onto the vertical subspace.

Proof. Let ω be a connection one-form. Since (σ ◦ ω)2 = σ ◦ (ω ◦ σ) ◦ ω = σ ◦ Id ◦ ω, we see
that σ ◦ ω is a projection operator. Furthermore, ω is by definition a surjection, while σ is an
isomorphism between g and VpP , so im(σ ◦ ω) = VpP .

Proposition 2.1.14. The definitions of the connection one-form and the Ehresmann connec-
tion are equivalent; we have a map between the collection of connection one-forms and the
collection of Ehresmann connections given by ω 7→ Id−σ ◦ω with inverse H 7→ σ−1 ◦ (Id−H).

Proof. It is trivial that both maps are inverses of each other. Notice that σ−1 only acts on
vertical vector fields, but whence Id−H = V , the inverse is well-defined.

Since σ ◦ ω is a projection, it directly follows that H = Id − σ ◦ ω is also a projection
operator. Whence,

kerHp = {X|p : (Id− σ ◦ ω)X|p = 0}
= {X|p : X|p = σ ◦ ω(X|p)}
= im(σ ◦ ω)
= VpP,

we find that H is a projection operator along the vertical subspace. Since H is a composition
of smooth operators, it is smooth. Finally, H is equivariant, since for X|p ∈ TpP , we have

Rg∗H(X) = Rg∗(Id− σ ◦ ω)X
= Rg∗X − Rg∗σ ◦ ω(X)

= Rg∗X − σ
(
adg−1ω(X)

)
[By Lemma 2.1.3]

= Rg∗X − σ
(
R∗
gω(X)

)
[By Definition 2.1.12]

= Id ◦Rg∗X − σ ◦ ω ◦Rg∗X

= HRg∗(X).
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Conversely, let H be the projection operator corresponding with the horizontal subspace
HpP and let ω = σ−1 ◦ (Id − H). Let X = σ(A). Since we have H ◦ σ = 0, we find ω(X) =
σ−1(X), hence ω ◦ σ(A) = A. Lastly, we have to check that R∗

gω(X) = adg−1ω(X) for all
X|p ∈ TpP . For horizontal X the relation holds, since adg−1ω(X) = 0, for ω kills horizontal
vector fields, and also by definition of H we have

R∗
gω(X) = R∗

gω(HX)

= ω(Rg∗HX)

= ω(HRg∗X)

= 0,

so both sides are clearly zero. For vertical X , take an A ∈ g such that X = σ(A). Then

R∗
gω(X) = ω ◦Rg∗X

= ω ◦Rg∗σ(A)

= ω ◦ σ(adg−1A) [By Lemma 2.1.3]

= adg−1A

= adg−1ω(X),

hence we see that the second property also holds for vertical X , which finishes the proof.

Corollary 2.1.15. Let HP be the Ehresmann connection corresponding to the connection
one-form ω. Then ω(X) = 0 if X is horizontal.

Proof. Given ω, we have the horizontal projector H = Id− σ ◦ω. Then for any vector field X ,
we have ω(HX) = ω

(
Id(X)− σ ◦ ω(X)

)
= ω(X)− Id ◦ ω(X) = 0.

Proposition 2.1.16. Any principal bundle P →M has a connection one-form ω.

Proof. For any coordinate neighborhood Ui let ωi = g∗i θ, then ωi is a connection one-form on
the trivial bundle π−1(Ui) → Ui. We will postpone the proof that ωi is indeed a connection
one-form until section 2.6, where it is given in Proposition 2.6.3. Let {λi} be a partition of
unity subordinate the covering {Ui} of M , then we define ω =

∑
i λiωi. It is easy to see that ω

satisfies R∗
gω = adg−1 ◦ ω and ω ◦ σ = Id, since the ωi satisfy the same identities. Hence we see

that ω is a connection on π−1(Ui) for all coordinate neighborhoods Ui. But since this is valid
for all coordinate neighborhoods, it follows that ω is a connection on whole P .

The gauge potential

For mathematicians P might be more interesting than M , since latter space is a building stone
of the more complex former space. For physicists however, the space M is more interesting,
since it forms the spacetime on which the gauge theories are defined. Therefore we are interested
in describing connections in terms of functions on M .

Definition 2.1.17. Let si be the smooth section associated to the local trivializations ψi. The
local connection form or gauge potential is defined as

Ai = s∗iω ∈ Ω1(Ui, g).

Proposition 2.1.18. Let Ui be a coordinate neighborhood. Then the restriction of the con-
nection one-form ω to π−1(Ui) agrees with ωi defined as

ωi|p = adgi(p)−1 ◦ π∗Ai|π(p) + g∗i θ|gi(p), (2.1.3)

with θ the Maurer-Cartan form, and x = π(p).
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For the proof of the proposition, we need a lemma.

Lemma 2.1.19. Let s : U → P be a local section and p ∈ im s. Then (s ◦ π)∗ : TpP → TpP is
a projection operator such that TpP = im(s ◦ π)∗ ⊕ VpP .

Proof. We first remark that for every projection operator P : X → X , with X a vector space,
we have X = im P ⊕ kerP . Then since π ◦ s = Id, we have π∗ ◦ s∗ = Id, so s∗ is injective, for
it has a left inverse. Whence

(s ◦ π)2∗ = s∗ ◦ (π∗ ◦ s∗) ◦ π∗ = (s ◦ π)∗,

we find that (s◦π)∗ is a projection operator. From the injectivity of s∗ we find that ker(s◦π)∗ =
ker π∗ = VpP , which proves the lemma.

Proof of Proposition 2.1.18. Now, let x ∈ Ui and let p = si(x), so by Proposition 1.3.3 we have
gi ◦ si(x) = e. By Lemma 2.1.19, we find for all X ∈ X (P ) that X = si∗ ◦ π∗(X) + σ(A) for a
unique vertical vector σ(A). Then we find

ωi|p(X|p) = adgi(p)−1 ◦ π∗Ai|π(p)(X|p) + g∗i θ|gi(p)(X|p)
= adgi(p)−1 ◦ π∗s∗iω|si◦π(p)(X|p) + θ|gi(p)gi∗(X|p)
= ade ◦ π∗s∗iω|p(X|p) + θ|gi(p)gi∗(si∗ ◦ π∗(X|p) + σ(A)|p)
= ω|p

(
si∗ ◦ π∗(X|p)

)
+ θ|gi(p)gi∗σ(A)|p [Since (gi ◦ si)∗ = 0]

= ω|p
(
si∗ ◦ π∗(X|p)

)
+ θ|gi(p)gi(p)A [By Lemma 2.1.3]

= ω|p
(
si∗ ◦ π∗(X|p)

)
+ Lgi(p)−1gi(p)A [By Definition of θ]

= ω|p
(
si∗ ◦ π∗(X|p)

)
+ A

= ω|p
(
si∗ ◦ π∗(X|p)

)
+ ω|pσ(A)|p [ω ◦ σ = Idg]

= ω|p(X|p).

Hence we find that in the point p = si(x) we have ωi|p = ω|p. In order to prove that the
identity holds for all p ∈ π−1(Ui), we show that ωi transforms in the same way as ω under
the right action of G. First we notice that ada for a ∈ G is a pullback, which commutes with
pushforwards. Then we find

R∗
gωi|pg = adgi(pg)−1R∗

gπ
∗s∗iω|pg +R∗

gg
∗
i θ|gi(p)g

= ad(gi(p)g)−1R∗
gπ

∗s∗iω|pg + g∗iR
∗
gθ|gi(pg) [Equivariance of gi]

= adg−1gi(p)−1π∗s∗iω|p + g∗iR
∗
gθ|gi(pg) [π ◦Rg = π]

= adg−1adgi(p)−1π∗s∗iω|p + g∗i adg−1θ|gi(p) [By (1.4.5)]

= adg−1

(
adgi(p)−1π∗s∗iω|p + g∗i θ|gi(p)

)

= adg−1 ◦ ωi|p.

Corollary 2.1.20. Let Ai ∈ Ω1(Ui, g). Then the Ai define a connection one-form ω by (2.4.7)
if and only if on overlaps Uij the Ai satisfy

Ai|x = adgij(x)Aj|x + g∗jiθ|gji(x)
= gij(x)Aj|xgij(x)−1 + gji(x)

−1dgji|x. (2.1.4)
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Proof. Let ω be a connection one-form, then we have ωi = ωj on Uij, so we find

Ai|x = s∗iωi|si(x)
= s∗iωj |si(x)
= s∗i

(
adgj(p)−1 ◦ π∗Aj|π◦si(x) + g∗j θ|gj◦si(x)

)

= adgj(p)−1s∗i ◦ π∗Aj|x + s∗i g
∗
j θ|gj◦si(x)

= adgj(si(x))−1(π ◦ si)∗Aj|x + (gj ◦ si)∗θ|gj◦si(x)
= adgji(x)−1Aj|x + g∗jiθ|gji(x) [By (1.3.6)]

= adgij(x)Aj|x + g∗jiθ|gji(x).
Conversely, let Ai satisfies (2.1.4) and define ωi by (2.1.3). We shall show that the ωi agree

on overlaps, and so define a global one-form, which satisfies the conditions of a connection
one-form. By Proposition 1.3.3 we have gi ◦ si(x) = e, so (gi ◦ si)∗ = 0. Furthermore, we have
s∗i ◦ π∗ = (π ◦ si)∗ = Id∗ = Id, whence on overlaps Uij

s∗iω|si(x) = ad(gi◦si(x))−1 ◦ s∗iπ∗Ai|π◦si(x) + s∗i g
∗
i θ|gi◦si(x)

= ade ◦ Ai|x + (gi ◦ si)∗θ|gi◦si(x)
= Ai|x
= adgij(x)Aj|x + g∗jiθ|gji(x) [By (2.1.4)]

= adgj(si(x))−1(π ◦ si)∗Aj|x + (gj ◦ si)∗θ|gj◦si(x)
= adgj(p)−1s∗i ◦ π∗Aj|x + (s∗i ◦ g∗j θ)|gj◦si(x)
= s∗i

(
adgj(p)−1 ◦ π∗Aj|π◦si(x) + g∗j θ|gj◦si(x)

)

= s∗iωj|si(x).
Since si and thus s∗i is injective, we find ωi = ωj on Uij , so the ωi define a global one-form ω.
We check that this is a connection one-form. Firstly, we check if ωi ◦ σ = Idg.

ωi|p ◦ σ(A)|p = adgi(p)−1 ◦ π∗Ai|π(p)σ(A)|p + g∗i θ|gi(p)σ(A)|p
= adgi(p)−1Ai|π(p)π∗σ(A)|p + θ|gi(p)gi∗σ(A)|p
= θ|gi(p)gi∗σ(A)|p [σ(A) ∈ VpP = ker π∗]

= θ|gi(p)gi(p)A [Lemma 2.1.3]

= Lgi(p)−1gi(p)A

= A.

Furthermore, we have

R∗
gωi|pg = adgi(pg−1) ◦R∗

gπ
∗Ai|π(pg) +R∗

gg
∗
i θ|gi(pg)

= adgi(pg) ◦R∗
gπ

∗Ai|π(pg) +R∗
gg

∗
i θ|gi(pg).

First we remark that by Proposition 1.1.7 we have R∗
gπ

∗ = (π ◦Rg)
∗ = π∗ and gi(pg) = gi(p)g,

or equivalently gi ◦Rg = Rg ◦ gi (we need both formulations), so we find

R∗
gωi|pg = ad(gi(p)g)−1 ◦ π∗Ai|π(pg) + g∗iR

∗
gθ|gi(p)g.

By (1.4.5), we find R∗
gθ|gi(p)g = adg−1θ|gi(p), whence
R∗
gωi|pg = adg−1gi(p)−1 ◦ π∗Ai|π(p) + adg−1g∗i θ|gi(p)

= adg−1

(
adgi(p)−1 ◦ π∗Ai|π(p) + g∗i θ|gi(p)

)

= adg−1ωi|p,
which proves that ω is a connection one-form.
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Last proposition shows that we can define connections by (2.1.4) without referring to the
space P , we only need a covering {Ui} of M on which we define the Ai, so the Ui do not even
have to be coordinate neighborhoods of a principal bundle. This allows us to define connections
on other bundles than principal bundles.

Definition 2.1.21. Let E be a vector bundle over M with structure group G. If Ai is a collec-
tion on g-valued one-forms on Ui satisfying (2.1.4), then we call the family {Ai} a connection
on E.

On a principal bundle P , to summarize, we have four equivalent descriptions of a connection
on P :

1. A horizontal distribution HP ⊂ TP satisfying Rg∗HpP = HpgP ;

2. A projection operator P acting on TP satisfying PpgRg∗ = Rg∗Pp;

3. A one-form ω ∈ Ω1(P, g) satisfying ω ◦ σ = Idg and R
∗
gω = adg−1 ◦ ω;

4. A family of one-forms Ai ∈ Ω1(Ui, g) satisfying Ai|x = adgij(x)Aj|x + g∗jiθ|gji(x).

The space of connections

Definition 2.1.22. We define the following two subsets of Ω1(P, g).

A = {ω ∈ Ω1(P, g) : R∗
gω = adg−1 ◦ ω, ω ◦ σ = Id}

V = {τ ∈ Ω1(P, g) : R∗
gτ = adg−1 ◦ τ, τ ◦ σ = 0}

The space A is exactly the space of all connection one-forms and is therefore called the space
of connections . It is not immediately clear that A is non-empty, but we shall prove this below.

Note that A is not a vector space, since the sum of two connection one-forms ω and ω′ do
not satisfy the second condition anymore: (ω+ ω′) ◦ σ = 2 Id. However, A is a so called affine
space, which we will introduce immediately.

Definition 2.1.23. Let A be a set and V a vector space with an action V × A → A denoted
with (v, a) 7→ v+ a. Then A is called an affine space over V if the action satisfies the following
properties:

1. 0 + a = a for all a ∈ A;

2. v + (w + a) = (v + w) + a for all v, w ∈ V and a ∈ A;

3. For all a ∈ A the map V → A given by v 7→ v + a is a bijection.

Lemma 2.1.24. If A is a subset of some vector space W such that V = {a′ − a : a, a′ ∈ A} is
a subspace of W , then A is an affine space over V .

Proof. Trivial.

Since V = {ω′ − ω : ω, ω′ ∈ A }, it is clear that A is an affine space modelled on V .
The space of connection A turns out to be infinite-dimensional, but later on, we shall consider
quotients of subspaces of A , which are finite-dimensional under certain conditions. It will turn
out that these quotients, called moduli spaces, are geometric invariants, which makes them
interesting.

We can also define A in terms of an affine space modelled on the space of ad P -valued
one-forms.
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Proposition 2.1.25. Identify A with the space of families of gauge fields Ai ∈ Ω1(Ui, g)
satisfying (2.1.4) by Corollary 2.1.20. Then A is an affine space over Ω1(M, ad P ).

Proof. Let {Ai} be a family of gauge fields in A and let τ ∈ Ω1(M, ad P ). By Corollary 1.5.11
we find that there are unique forms τi ∈ Ω1(Ui, g) such that

τi|x = adgij(x) ◦ τj |x, (2.1.5)

Then we define the action Ω1(M, adP )× A → A by

(
τ, {Ai}

)
7→ {τi +Ai}.

From (2.1.4) and (2.1.5) it follows that τi + Ai satisfies (2.1.4), so the action is well-defined.
Then it is easy to see that this action satisfies the axioms for an affine space.

2.2 The curvature of a connection

Horizontal forms and the exterior derivative

In Paragraph 2.1 we introduced the projection operator Hp : TpP → HpP , and showed that it is
equivariant: H ◦Rg∗ = Rg∗ ◦H . We use the notation H∨ for the dual of H , so if β ∈ Ωk(P, F ),
we have (H∨β)(X1, . . . , Xk) = β(HX1, . . . , HXk).

Definition 2.2.1. A form α ∈ Ωk(P, F ) with F a vector space is called horizontal if

H∨α = α, (2.2.1)

or equivalently α(HX1, . . . , HXk) = α(X1, . . . , Xk), where Xi ∈ TpP .

If α is horizontal, we do not have necessarily that dα is also horizontal. In order to fix this
we make the following definition:

Definition 2.2.2. Let α ∈ Ωk(P, F ), then we define the exterior covariant derivative by dωα =
H∨dα, or equivalently by

dωα(X1, . . . , Xk+1) = dα(XH
1 , . . . , X

H
k+1), (2.2.2)

where X1, . . . , Xk+1 ∈ TpP .

We use the subscript ω, since the derivative depends on H and thus on ω.

The curvature 2-form

A distribution D of X (M) is called integrable if for X, Y ∈ D , we have [X, Y ] ∈ D . It
turns out that integrable distributions have some nice properties. For instance, if the subset of
holomorphic vector fields of an almost complex manifold is integrable, the manifold is complex.
For principal fibre bundles, the question wether the horizontal subspace is integrable is also
important, since connections with an integrable horizontal subspace are so-called flat , a notion
which will be discussed later on. We first make the following definition:

Definition 2.2.3. Let ω ∈ Ω1(P, g) be the connection one-form for a connection HP ⊂ TP .
The 2-form Ω = dωω ∈ Ω2(P, g) is called the curvature (2-form) of the connection.
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Proposition 2.2.4. The curvature satisfies the following identities:

H∨Ω = Ω; (2.2.3)

R∗
gΩ = adg−1Ω; (2.2.4)

Ω = dω +
1

2
[ω, ω]; (2.2.5)

dωΩ = 0. (2.2.6)

Equation (2.2.5) is called the Cartan structure equation. Equation (2.2.6) is called the Bianchi
identity .

Proof. This first identity follows directly from the definition of Ω. For the second, let X, Y ∈
X (P ). Then

R∗
gΩ(X, Y ) = Ω(Rg∗X,Rg∗Y )

= H∨dω(Rg∗X,Rg∗Y )

= dω(HRg∗X,HRg∗Y )

= dω(Rg∗HX,Rg∗HY ) [By Proposition 2.1.10]

= R∗
gdω(HX,HY )

= dR∗
gω(HX,HY )

= adg−1dω(HX,HY ) [By Definition 2.1.12]

= adg−1Ω(X, Y ).

By (A.1.10) we see (2.2.5) is equivalent with

dω(HX,HY ) = dω(X, Y ) + [ω(X), ω(Y )] (2.2.7)

for all vector fields X, Y on P . We show that this equation holds by considering three different
cases.

1. X and Y are horizontal. In this case (2.2.7) holds, since ω(X) = ω(Y ) = 0 and HX = X ,
HY = Y .

2. X and Y are vertical. In this case the left-hand side of (2.2.7) is zero. Let A,B ∈ g such
that σ(A) = X and σ(B) = Y , then we find

dω(X, Y ) = X(ω(Y ))− Y (ω(X))− ω([X, Y ]) [By Proposition A.2.3]

= X(ω ◦ σ(B))− Y (ω ◦ σ(A))− ω([σ(A), σ(B)])

= X(ω ◦ σ(B))− Y (ω ◦ σ(A))− ω ◦ σ([A,B]) [By Proposition 2.1.4]

= XB − Y A− [A,B] [ω ◦ σ = Idg]

= −[A,B] [A,B are constant]

= −[ω ◦ σ(A), ω ◦ σ(B)] [ω ◦ σ = Idg]

= −[ω(X), ω(Y )],

which proves that the right-hand side of (2.2.7) is also zero.

3. X is horizontal and Y is vertical. Write Y = σ(B) for some B ∈ g. Then we find (2.2.7)
reduces to

0 = dω(X, σ(B))

= X(ω ◦ σ(B))− σ(B)(ω(X))− ω([X, σ(B)]) [By Proposition A.2.3]

= XB − Y ω(X)− ω([X, σ(B)])

= XB − ω([X, σ(B)]) [X is horizontal]

= −ω([X, σ(B)]) [B is constant],
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so we have to show that the commutator of a horizontal and a vertical vector field is
horizontal in order to show that (2.2.7) holds. We shall not prove this but refer to
Lemma 8.15 of [30] for a proof, which is quite simple if one is familiar with the concept
of a Lie derivative.

We prove the Bianchi identity by using the Cartan structure equation.

dωΩ = H∨d
(
dω +

1

2
[ω, ω]

)

= H∨
(
1

2
[dω, ω]− 1

2
[ω, dω]

)
[By Proposition A.2.2]

= H∨[dω, ω] [By (A.1.8)]

= [H∨dω,H∨ω]

= 0.

The gauge field-strength

As with gauge potentials, which were introduced in order to describe connections in terms of
one-forms on subsets ofM , we to describe curvature in terms of two-forms on subsets ofM . As
in the case of the gauge potential, this can be done by pulling back via the canonical sections
si.

Definition 2.2.5. We define the gauge field-strength Fi ∈ Ω2(Ui, g) by Fi = s∗iΩ.

Sometimes we shall drop the subscript i and write F instead of Fi if it is clear in which
patch we work.

Proposition 2.2.6. Fi satisfies the following identities:

Fi = H∨Fi; (2.2.8)

Fi = dAi +
1

2
[Ai, Ai]; (2.2.9)

0 = dFi + [Ai,Fi] (2.2.10)

Equation (2.2.10) is called the Bianchi identity for Fi. Notice that by (A.1.9) equation (2.2.9)
is equivalent to

Fi = dAi +Ai ∧ Ai. (2.2.11)

Proof of Proposition 2.2.6. For the first identity let X, Y ∈ X (Ui), then

H∨Fi(X, Y ) = H∨s∗iΩ(X, Y )

= H∨s∗idω(HX,HY )

= s∗idω(HX,HY )

= Fi(X, Y ).

The second identity follows from the Cartan structure equation (2.2.5).

Fi = s∗iΩ

= s∗i

(
dω +

1

2
[ω, ω]

)

= ds∗iω +
1

2
[s∗iω, s

∗
iω]

= dAi +
1

2
[Ai,Ai].
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Finally, we find

dFi + [Ai,Fi] = s∗idΩ + [s∗iω, s
∗
iΩ]

= s∗i (dΩ + [ω,Ω])

= s∗i

(
d
(
dω +

1

2
[ω, ω]

)
+
[
ω, dω +

1

2
[ω, ω]

])
[By (2.2.5)]

= s∗i

(
1

2
[dω, ω]− 1

2
[ω, dω] + [ω, dω] +

[
ω,

1

2
[ω, ω]

])
[By Proposition A.2.2]

= s∗i (−[ω, dω] + [ω, dω] + [ω, ω ∧ ω]) [By (A.1.8) and (A.1.9)]

= s∗i (ω ∧ ω ∧ ω − ω ∧ ω ∧ ω) [By (A.1.2)]

= 0,

which proves the Bianchi identity.

Remark. Since we can express Fi fully in terms of Ai, we can also define field-strengths for
connections on vector bundles by (2.2.11).

Equation (2.2.9) allows us to describe Fi in terms of Ai. If we drop the subscript i for the
moment, write A = Aµdx

µ and F = 1
2
Fµνdx

µ ∧ dxν . Then

1

2
Fµνdx

µ ∧ dxν = F

= dA+
1

2
[AA]

= d(Aνdx
ν) +

1

2
[Aµdx

µ,Aνdx
ν ]

= ∂µAνdx
µ ∧ dxν +

1

2
[Aµ,Aν ]x

µ ∧ xν ,

where the second term in the last line follows from (A.1.6) by writing α = β = A with
αi = βi = Ai

µTi. We can replace the first term with 1
2
(∂µAν − ∂νAµ)dx

µ ∧ dxν , where we used
that dxµ ∧ dxν is antisymmetric in µ and ν. With this we obtain (2.2.9) in local coordinates:

Fµν = ∂µAν − ∂νAµ + [Aµ,Aν]. (2.2.12)

Proposition 2.2.7. Fi satisfies the following identity

Fi|x = adgij(x)Fj|x. (2.2.13)
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Proof.

Fi|x = dAi|x +
1

2
[Ai,Ai]|x [By (2.2.9)]

= d
(
adgij(x)Aj|x + g∗jiθ|gji(x)

)
+

1

2

[
adgij(x)Aj , adgij(x)Aj

]∣∣∣
x

+
1

2

[
adgij(x)Aj , g

∗
jiθ
]∣∣∣
x
+

1

2

[
g∗jiθ, adgij(x)Aj

]∣∣∣
x
+

1

2

[
g∗jiθ, g

∗
jiθ
]∣∣∣
gji(x)

[By (2.1.4)]

= d
(
adgji(x)−1Aj|x

)
+ d

(
g∗jiθ|gji(x)

)
+

1

2

[
adgij(x)Aj, adgij(x)Aj

]∣∣∣
x

+
[
adgij(x)Aj, g

∗
jiθ
]∣∣∣
x
+

1

2

[
g∗jiθ, g

∗
jiθ
]∣∣∣
gji(x)

[By (A.1.8)]

= d
(
adgji(x)−1Aj|x

)
+

1

2

[
adgij(x)Aj, adgij(x)Aj

]∣∣∣
x
+
[
adgij(x)Aj, g

∗
jiθ
]∣∣∣
x

[By (1.4.6)]

= adgji(x)−1dAj|x +
1

2

[
adgij(x)Aj, adgij(x)Aj

]∣∣∣
x

[By (1.4.7)]

= adgij(x)dAj|x + adgij(x)
1

2

[
Aj,Aj

]∣∣∣
x

[By (1.4.4)]

= adgij(x)Fj|x.

Corollary 2.2.8. The Fi define a global 2-form FA ∈ Ω2(M, ad P ).

Proof. This follows directly from Corollary 1.5.11.

2.3 The covariant derivative

Since the base space M of a principal bundle P (M,G) is more interesting for physicists than
the total space P , it is important to translate the notion of the exterior covariant derivative to
a derivative on forms of M , called the covariant derivative. This translation will be done as
follows. Firstly, given a vector space F and a representation ρ : G→ GL(F ), we will define the
subspace of so-called basic forms on P , and prove that these forms are in bijection with forms
on the associated vector bundle P ×ρ F . The most interesting case will be F = g and ρ = ad.
By this bijection, we can find in a natural way an exterior covariant derivative on the vector
bundle. The representations on coordinate patches of this exterior covariant derivative will be
our covariant derivative. We will also denote the induced representation of g by ρ : g → gl(F ).

Basic forms

Definition 2.3.1. Let F be a vector space such that ρ : G → GL(F ) is a representation. A
form ᾱ ∈ Ωk(P, F ) is called invariant if

R∗
gᾱ|pg = ρ

(
g−1

)
◦ ᾱ|p (2.3.1)

for all g ∈ G. If ᾱ is both horizontal and invariant, it is called a basic. The subspace of Ωk(P, F )
of basic forms is denoted with ΩkG(P, F ).

Definition 2.3.2. We define H̄i : Ω
k
G(P, F ) → Ωk(Ui, F ) and Īi : Ω

k(Ui, F ) → ΩkG(π
−1(Ui), F )

by

H̄i(ᾱ) = s∗i ᾱ; (2.3.2)

Īi(αi)|p = ρ
(
gi(p)

−1
)
◦ π∗αi|π(p). (2.3.3)
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Proposition 2.3.3.

1. For all ᾱ ∈ ΩkG(P, F ), the forms H̄i(ᾱ) ∈ Ωk(Ui, F ) are the representations of a form
H̄(ᾱ) ∈ Ωk(M,P ×ρ F ).

2. If α ∈ Ωk(M,P ×ρ F ) is represented by αi ∈ Ωk(Ui, F ), the forms Īi(αi) define a global
form Ī(α) on Ωk(P, F ).

3. The maps H̄i restricted to ΩkG(π
−1(Ui), F ) and Īi are each other’s inverses.

4. The map H̄ is an isomorphism with inverse Ī.

Proof.

1. Let ᾱ ∈ ΩkG(P, F ). We shall first show that H̄i(ᾱ) satisfy (1.5.10), and thus are repre-
sentations of a form H̄(ᾱ) ∈ Ωk(M,P ×ρ F ) by Corollary 1.5.11. We start by remarking
that by (1.3.8), we have Rgji(x) ◦ sj(x) = si(x) for x ∈ Uij , so

H̄i(ᾱ)|x = s∗i ᾱ|si(x)
= (Rgji(x) ◦ sj)∗ᾱ|sj(x)gji(x)
= s∗jR

∗
gji(x)

ᾱ|sj(x)gji(x)
= s∗jρ

(
gji(x)

−1
)
◦ ᾱ|sj(x) [By (2.3.1)]

= ρ
(
gij(x)

)
◦ H̄j(ᾱ)|x.

2. Given α ∈ Ωk(M,P ×ρ F ), we will prove that ᾱi obtained by (2.3.3) is the restriction of
a global form ᾱ ∈ Ωk(P, F ) by showing that the ᾱi agree on overlaps Uij .

Īi(αi)|p = ρ
(
gi(p)

−1
)
◦ π∗αi|π(p)

= ρ
(
(gij(x)gj(p))

−1
)
◦ π∗αi|π(p) [By Proposition 1.1.3]

= ρ
(
gj(p)

−1gij(x)
−1
)
◦ π∗ρ

(
gij(x)

)
◦ αj|π(p) [By (1.5.10)]

= ρ
(
gj(p)

−1
)
◦ π∗ ◦ αj|π(p) [ρ is a representation]

= Īj(αj)|p.

3. We will first show that H̄i◦Īi = Id. Let αi be a representing function of α ∈ Ωk(M,P×ρF ).
Then

H̄i ◦ Īi(αi)|x = s∗iρ
(
gi(si(p))

−1
)
◦ π∗αi|π◦si(x)

= ρ(e) ◦ (π ◦ si)∗αi|π◦si(x) [By (1.3.5)]

= αi|x [π ◦ si = Id.]

Conversely, let ᾱi be the restriction of ᾱ ∈ ΩkG(P,G) to π−1(Ui). By (1.3.7) we have
si ◦ π(p) = Rgi(p)−1p, so we find

Īi ◦ H̄i(ᾱi)|p = ρ
(
gi(p)

−1
)
◦ π∗s∗i ᾱi|si◦π(p)

= ρ
(
gi(p)

−1
)
◦ (si ◦ π)∗ᾱi|pgi(p)−1

= ρ
(
gi(p)

−1
)
R∗
gi(p)−1ᾱi|pgi(p)−1

= ᾱi|p [By (2.3.1).]
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4. Follows directly from (1)-(3) and the fact that H̄i and Īi are clearly linear in their argu-
ments.

Corollary 2.3.4. Let E be an arbitrary vector bundle over M with fibre F . Then every
α ∈ Ωk(M,E) can be represented by αi ∈ Ωk(M,F ).

Proof. By Corollary 1.5.9 we find that there is a principal bundle P such that E = P ×ρ F .
Then the statement follows directly from previous proposition.

The exterior covariant derivative on an associated vector bundle

Proposition 2.3.5. Let ᾱ ∈ ΩkG(P, F ). Then we have

dωᾱ = dᾱ + ρ(ω) ∧ ᾱ ∈ Ωk+1
G (P, F ). (2.3.4)

Proof. Let X1, . . . , Xk+1 be vector fields on P . Then we have by

dωᾱ(X1, . . . , Xk+1) = dα(HX1, . . . , HXk+1)

=
k+1∑

i=1

(−1)i−1HXi

(
ᾱ(HX1, . . . , ĤXi, . . . , HXk+1)

)

+
∑

i<j

(−1)i+jᾱ
(
[HXi, HXj], HX1, . . . , ĤXi, . . . , ĤXj . . . , HXk+1

)
,

where we used (A.2.4). Since ᾱ is horizontal, we can replace in the first term the factor
ᾱ(HX1, . . . , ĤX i, . . . , HXk+1) by ᾱ(X1, . . . , Ĥi, . . . , Xk+1). In the second term, we replace all
occurrences of HXi by Xi −XV

i , where X
V
i denotes the vertical component of Xi. Since ᾱ is

horizontal, we see that all terms containing XV
i vanish, also the terms containing commutators

[XV
i , X

V
j ], [Xi, X

V
j ] or [X

V
i , Xj ], since these commutators are vertical by Proposition 2.1.11. So

we find

dωᾱ(X1, . . . , Xk+1) =
k+1∑

i=1

(−1)i−1HXi

(
ᾱ(X1, . . . , X̂i, . . . , Xk+1)

)

+
∑

i<j

(−1)i+jᾱ
(
[Xi, Xj], X1, . . . , X̂i, . . . , X̂j . . . , Xk+1

)

= dᾱ(X1, . . . , Xk+1)−
k+1∑

i=1

(−1)i−1XV
i

(
ᾱ(X1, . . . , X̂i, . . . , Xk+1)

)
,

where we once again used (A.2.4). Since XV
i is the vertical component of Xi and the horizontal

projection operator H satisfies H = Id − σ ◦ ω, we find XV
i = σ ◦ ω(Xi). Then if we write

g(t) = etω(Xi), we find by definition of σ and the fact that ᾱ is invariant:

XV
i ᾱ =

d

dt

∣∣∣∣∣
t=0

R∗
g(t)ᾱ

=
d

dt

∣∣∣∣∣
t=0

ρ(g(t)−1)ᾱ [By (2.3.1)]

= −ρ
(
ω(Xi)

)
ᾱ,

hence we find

dωᾱ(X1, . . . , Xk+1) = dᾱ(X1, . . . , Xk+1) +
k+1∑

i=1

(−1)i−1ρ
(
ω(Xi)

)(
ᾱ(X1, . . . , X̂i, . . . , Xk+1)

)
.
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Since ᾱ is totally antisymmetric, the second term equals

1

k!

∑

P∈Sk+1

sign(P )ρ
(
ω(XP (1))

)
ᾱ(XP (2), . . . , X̂P (1), . . . , XP (k+1)),

where P is a permutation. By definition of the wedge product (A.1.1), we see that this equals
ρ(ω) ∧ ᾱ(X1, . . . , Xk+1). In order to show that dωᾱ is basic, we remark that we already have
that dωᾱ is horizontal by definition of dω. We show that dωᾱ is invariant:

R∗
gdωᾱ = R∗

gH
∨dᾱ

= H∨R∗
gdᾱ [By Proposition 2.1.10]

= H∨dR∗
gᾱ [R∗

g and d commute]

= H∨d
(
ρ(g−1) ◦ ᾱ

)
[By (2.3.1)]

= ρ(g−1) ◦ dωᾱ.

Next corollary shows that in contrary to d, we do not have d2
ω.

Corollary 2.3.6. Let ᾱ ∈ ΩkG(P, F ). Then d2
ωᾱ = ρ(Ω) ∧ ᾱ.

Proof. By direct calculation, we find

d2
ωᾱ = dω(dᾱ + ρ(ω) ∧ ᾱ)

= H∨d(dᾱ + ρ(ω) ∧ ᾱ)
= H∨(ρ(dω) ∧ ᾱ− ρ(ω) ∧ dᾱ) [By Proposition A.2.2]

= ρ(H∨dω) ∧ ᾱ [ω kills H∨dᾱ]

= ρ(Ω) ∧ ᾱ.

Now we are able to define the exterior covariant derivative on Ωk(M,P ×ρ F ).

Definition 2.3.7. Let α ∈ Ωk(M,P ×ρ F ) and let ᾱ ∈ ΩkG(P, F ) be the corresponding basic
form on P . Then we define dAα as the corresponding form of dωᾱ in Ωk+1(M,P ×ρ F ).

The covariant derivative

Definition 2.3.8. We define covariant derivative of a form αi ∈ Ωk(Ui, F ) as

dAi
αi = dαi + ρ(Ai) ∧ αi ∈ Ωk+1(Ui, F ). (2.3.5)

With the machinery developed in previous paragraphs, we can see that this is not an ar-
bitrary definition. Next proposition shows that the covariant derivative is a derivative on
Ωk(Ui, F ) which is compatible with the connection.

Proposition 2.3.9. Let α ∈ Ωk(M,P ×ρ F ) and let αi ∈ Ωk(Ui, F ) be the corresponding
representatives. Then dAi

αi is exactly the representative (dAα)i of dAα in Ωk+1(Ui, F ).
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Proof. By (2.3.2) and Proposition 2.3.3, we have to show that dAi
αi = s∗idωᾱ if ᾱ ∈ ΩkG(P, F )

corresponds with α. By direct calculation:

dAi
α = dαi + ρ(Ai) ∧ αi
= ds∗i ᾱ + ρ(s∗iω) ∧ s∗i ᾱ
= s∗i (dᾱ + ρ(ω) ∧ ᾱ)
= s∗idωᾱ.

Corollary 2.3.10. If αi ∈ Ωk(Ui, F ) are the representatives of α ∈ Ωk(M,P ×ρ F ), we have

dAi
αi|x = ρ

(
gij(x)

)
◦ dAj

αj |x. (2.3.6)

Proof. Since the dAi
αi are representatives of dAα ∈ Ωk(M,P ×ρ F ) by definition, they auto-

matically satisfy above identity by Corollary 1.5.11.

Sometimes it is convenient to know what dA is in coordinates.

Proposition 2.3.11. If we drop for a moment the subscript i, let

(dA)µ = ∂µ + ρ(Aµ) (2.3.7)

Then we have dAα = (dA)µdx
µ ∧ α for α ∈ Ωk(U, F ).

Proof. Let α ∈ Ω1(U, F ). Then we find by direct calculation

dAα = dA+ ρ(A) ∧ α
= dαν1...νkdx

ν1 ∧ . . . ∧ dxνk + ρ(Aµ) ∧ αν1...νkdxµ ∧ dxν1 ∧ . . . ∧ dxνk

= ∂µαν1...νkdx
µ ∧ dxν1 ∧ . . . ∧ dxνk + ρ(Aµ) ∧ αν1...νkdxµ ∧ dxν1 ∧ . . . ∧ dxνk

= (dA)µαν1...νkdx
µ ∧ dxν1 ∧ . . . ∧ dxνk

= (dA)µdx
µ ∧ α.

Remark. We often write (dA)µ = ∂µ +Aµ if it is clear which representation we use.

Proposition 2.3.12. We have

d2
Ai
αi = ρ(Fi) ∧ αi (2.3.8)

for all αi ∈ Ωk(Ui, F ).

Proof. By direct calculation:

d2
Ai
αi = dAi

(dαi + ρ(Ai) ∧ α
= d(dαi + ρ(Ai) ∧ αi) + ρ(Ai) ∧ (dαi + ρ(Ai) ∧ αi)
= ρ(dAi) ∧ αi − ρ(Ai) ∧ dαi + ρ(Ai) ∧ dαi + ρ(Ai ∧ Ai) ∧ αi [By Proposition A.2.2]

= ρ(dAi +Ai ∧Ai) ∧ αi
= ρ(Fi) ∧ αi [By (2.2.9).]

We also have a local expression for d2
Ai
.
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Proposition 2.3.13. Forgetting the subscript i for the moment, we have

(d2
A)µν = ρ(Fµν) =

[
(dA)µ, (dA)ν

]
. (2.3.9)

Proof. Let α ∈ Ωk(U, F ). Then we find by direct calculation

[
(dA)µ, (dA)ν

]
α =

(
∂µ + ρ(Aµ)

)(
∂ν + ρ(Aν)

)

= ∂µ∂να− ∂ν∂µα + ∂µ
(
ρ(Aν)α

)
− ρ(Aν)∂µα

− ∂ν
(
ρ(Aµ)α

)
+ ρ(Aµ)∂να + ρ(Aµ)ρ(Aν)α− ρ(Aν)ρ(Aµ)α

=
(
∂µρ(Aν)

)
α−

(
∂νρ(Aµ)

)
α + ρ(Aµ)ρ(Aν)α− ρ(Aν)ρ(Aµ)α

= ρ
(
∂µAν − ∂νAµ + [Aµ,Aν]

)
α,

where we used that ∂µ and ∂ν commute and the fact that ρ is a representation, so a homomor-

phism of algebras. By (2.2.12) we find that
[
(∂A)µ, (∂A)ν

]
= ρ(Fµν). By previous proposition

we have (d2
A)µν = ρ(Fµν), which completes the proof.

Since the adjoint bundle is the most interesting associated bundle, we assign a special symbol
for the covariant derivative on ad P .

Definition 2.3.14. For F = g and ρ = ad we write DAi
instead of dAi

.

Lemma 2.3.15. Let η ∈ Ωn(Ui, g) and αi ∈ Ωk(Ui, g). Then we have ad(η) ∧ αi = [η, αi].

Proof. Let {Ti} is a basis of g. Then if we use that ad : g → gl(g) is the induced representation
of g, we find

ad(η) ∧ αi = ad(Ta)Tbη
a ∧ αbi

= [Ta, Tb]η
a ∧ αbi

= [η, αi],

Proposition 2.3.16. We have the following identities for DAi
:

DAi
αi = dαi + [Ai, αi] (2.3.10)

D2
Ai
αi = [Fi, αi], (2.3.11)

where αi ∈ Ωk(Ui, g).

Proof. This follows directly from previous lemma and the identities (2.3.5) and (2.3.8).

Notice that equation (2.3.10) by (A.1.2) is equivalent to

DAi
αi = dαi +Ai ∧ αi − (−1)kαi ∧ Ai. (2.3.12)

As a corollary, we can give an alternative formulation of the Bianchi identity (2.2.10) in terms
of the covariant derivative.

Corollary 2.3.17. We have

DAi
Fi = 0. (2.3.13)
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2.4 The gauge group

In this section, we give a definition of the gauge group. This is an important object in mathe-
matics, since it forms the group of automorphisms of a fibre bundle: If Φ is an element of the
gauge group of a principal bundle P (M,G), then also Φ(P )(M,G) is a fibre bundle. The gauge
group is also important for physicists, since it turns out to be the group of transformations
leaving the Yang-Mills equations invariant.

Gauge transformations

Definition 2.4.1. Let P (M,G) be a principal bundle. Then a diffeomorphism Φ : P → P is
called a gauge transformation if it satisfies the following two properties:

1. Φ preserves fibres. In other words, the diagram

P
Φ

> P

M

π

<
π >

commutes. This means π ◦ Φ = π;

2. Φ is G-equivariant: Φ ◦Rg = Rg ◦ Φ, or equivalently, Φ(pg) = Φ(p)g for all g ∈ G.

With respect to the composition of maps, the set of gauge transformations is a group called
the gauge group.

An alternative description of the gauge group

There are equivalent ways to define the gauge group, which are important, since alternative
descriptions can give us more insight into what a gauge group is. In order to explore them, we
we need the following definition, which can be made since Φ(p) and p are in the same fibre.

Definition 2.4.2. Let ψi : Ui × G → π−1(Ui) be a collection of local trivializations. Then we
define the following maps between function spaces:

1. Ĥi : G → C∞
(
π−1(Ui), G

)
by Ĥi(Φ)(p) = gi(p)

−1gi
(
Φ(p)

)
,

2. H̃i : G → C∞
(
π−1(Ui), G

)
by H̃i(Φ)(p) = gi

(
Φ(p)

)
gi(p)

−1.

With these maps, we shall see that that the gauge group is isomorphic as group to two other
function spaces. The first of these spaces is introduced in next definition.

Definition 2.4.3. C∞
Ad(P,G) is the space of function f̂ ∈ C∞(P,G) satisfying

f̂(pg) = g−1f̂(p)g (2.4.1)

for all p ∈ P and g ∈ G, which can be made into a group by pointwise multiplication.

Before we prove that an isomorphism exists, we state three lemmas.

Lemma 2.4.4. The Ĥi(Φ) define a global function Ĥ(Φ) ∈ C∞
Ad(P,G).
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Proof. First we show that the Ĥi(Φ) satisfy (2.4.1). Let g ∈ G, then we have

Ĥi(Φ)(pg) = gi(pg)
−1gi

(
Φ(pg)

)

=
(
gi(p)g

)−1
gi
(
Φ(p)

)
g [Equivariance of Φ and gi]

= g−1Ĥi(Φ)(p)g.

Then if p ∈ π−1(Uij) and x = π(p), we find

Ĥi(Φ)(p) = gi(p)
−1gi

(
Φ(p)

)

=
(
gij(x)gj(p)

−1
)
gij(x)gj

(
Φ(p)

)
[Φ(p) ∈ π−1(x)]

= gj(p)
−1gj

(
Φ(p)

)

= Ĥj(Φ)(p)

hence the Ĥi(Φ) agree on overlaps, which guarantees that Ĥ(Φ) is well-defined. Ĥ(Φ) satisfies
(2.4.1) since the Ĥi(Φ) do.

Lemma 2.4.5. Let Φ ∈ G, Then Ĥ(Φ) satisfies Φ(p) = pĤ(Φ)(p).

Proof. Let p ∈ P and Ui the coordinate neighborhood such that p ∈ π−1(Ui). Since Φ(p) and p
are in the same fibre and the right action ofG on P is free and transitive, there is a unique gp ∈ G

such that Φ(p) = pgp. Then by the equivariance of gi we have gi(p)gp = gi(pgp) = gi
(
Φ(p)

)
.

Multiplying on the left with gi(p)
−1 gives now gp = gi(p)

−1gi
(
Φ(p)

)
= Ĥ(Φ)(p).

Lemma 2.4.6. Let φ̂ ∈ C∞
Ad(P,G). Then Φ : P → P given by p 7→ pφ̂(p) is a gauge transfor-

mation, which satisfies Ĥ(Φ) = φ̂.

Proof. We shall first prove that Φ defined as in the Lemma is a gauge transformation. Firstly,
Φ preserves fibres since π ◦ Φ(p) = π

(
pφ̂(p)

)
= π(p), where we used the G-invariance of π.

Secondly, Φ is G-equivariant, since

Φ(pg) = pgφ̂(pg)

= pφ̂(p) [By (2.4.1)]

= Φ(p)g.

Now let Ui be the coordinate neighborhood such that p ∈ π−1(Ui). Then we have

Ĥ(Φ)(p) = gi(p)
−1gi

(
Φ(p)

)

= gi(p)
−1gi

(
pφ̂(p)

)

= φ̂(p) [Equivariance of gi],

which finishes the proof.

Theorem 2.4.7. Ĥ : G → C∞
Ad(P,G) is an isomorphism.

Proof. Lemma 2.4.4 assures that Ĥ maps gauge transformations into C∞
Ad(P,G), while Lemma

2.4.6 assures that Ĥ is surjective. Injectivity can be proved as follows. Let φ̂1, φ̂2 ∈ C∞
Ad(P,G)

and let Φ1,Φ2 ∈ G such that by Lemma 2.4.6 we have Ĥ(Φi) = ψ̂i. Then pψ̂1(p) = pψ̂2(p) and
by Lemma 2.4.5 we find Φ1(p) = Φ2(p).
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What remains to prove is that Ĥ is a homomorphism, so p ∈ P . Then we find

pĤ(Φ ◦Ψ)(p) = Φ ◦Ψ(p) [Lemma 2.4.5]

= Φ
(
pĤ(Ψ)(p)

)
[Lemma 2.4.5]

= Φ(p)Ĥ(Ψ)(p) [Equivariance of Φ]

= pĤ(Φ)(p)Ĥ(Ψ)(p) [Lemma 2.4.5]

= p
(
Ĥ(Φ)Ĥ(Ψ)

)
(p) [Def. multiplication on C∞

Ad(P,G)],

and since the right action of G on P is free, we find Ĥ(Φ ◦Ψ)(p) =
(
Ĥ(Φ)Ĥ(Ψ)

)
(p).

Convention. From now on we shall denote Ĥ(Φ) with φ̂.

A second alternative description of the gauge group

It is also possible to describe gauge transformations in terms of functions Ui → G which are
constant on the fibres. We shall see that the maps H̃i will play a role in this. This description
turns out to be the the most important of the two alternative descriptions, since it describes
the gauge group in terms of an associated vector bundle.

Lemma 2.4.8. Let Φ be a gauge transformation. Then Φ and H̃i satisfy

1. H̃i(Φ)(p) = Adgi(p)Ĥ(Φ),

2. Φ(p) = p Adgi(p)−1H̃i(Φ)(p).

Proof.

1. Follows directly from the definitions of H̃i and Ĥ.

2. Follows from 1. and Lemma 2.4.5.

Proposition 2.4.9. H̃i is a homomorphism

Proof. From the definitions of Ĥi and H̃i we find H̃i(Φ)(p) = Adgi(p)Ĥi(Φ)(p). Since Ĥi is a
homomorphism, we find

H̃i(Ψ ◦ Φ)(p) = Adgi(p)Ĥi(Ψ ◦ Φ)(p)
= Adgi(p)

(
Ĥi(Ψ)Ĥi(Φ)

)
(p)

= Adgi(p)Ĥi(Ψ)(p)Ĥi(Φ)(p)

= Adgi(p)Ĥi(Ψ)(p)Adgi(p)Ĥi(Φ)(p)

= H̃i(Ψ)(p)H̃i(Φ)(p)

=
(
H̃i(Ψ)H̃i(Φ)

)
(p),

Lemma 2.4.10. Let φ̃i : π
−1(Ui) → G satisfy

φ̃i(pg) = φ̃i(p) (2.4.2)

Adgij(x)φ̃j(p) = φ̃i(p) [p ∈ π−1(Uij)]. (2.4.3)

Then Φ defined by Φ(p) = p Adgi(p)−1φ̃i(p) is the unique gauge transformation which satisfies

H̃i(Φ) = φ̃i.
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Proof. Let φ̂i(p) = Adgi(p)−1 φ̃i(p). Then φ̂i is globally defined on P , since on overlaps π−1(Uij)
we have

φ̂i(p) = Adgi(p)−1φ̃i(p)

= Adgi(p)−1Adgij(x)φ̃j(p) [By (2.4.3)]

= Adgji(x)gi(p)−1φ̃j(p)

= Adgj(p)−1 φ̃j(p)

= φ̂j(p)

so we can define φ̂ = φ̂i. Furthermore φ̂ ∈ C∞
Ad(P,G), since

φ̂(pg) = Adgi(pg)−1φ̃i(pg)

= Adg−1gi(p)−1φ̃i(p) [By (2.4.2)]

= g−1Adgi(p)−1φ̃i(p)g

= g−1φ̂(p)g.

From Lemma 2.4.6 we find that Φ(p) = pφ̂(p) is a gauge transformation, such that Ĥ(Φ) = φ̂.
By Lemma 2.4.8, we have Ĥ(Φ)(p) = Adgi(p)−1H̃i(Φ)(p), whence H̃i(Φ) = φ̃i. Uniqueness

follows from the fact that the maps q 7→ Adgi(p)−1q and Ĥ are bijective.

Lemma 2.4.11. Let Φ be a gauge transformation. Then H̃i(Φ) satisfies (2.4.2) and (2.4.3).

Proof. By definition of H̃i(Φ) we find

H̃i(Φ)(pg) = gi
(
Φ(pg)

)
gi(pg)

−1

= gi
(
Φ(p)

)
gi(p)

−1 [Equivariance of Φ and gi]

= H̃i(Φ)(p),

which proves that H̃i(Φ) satisfies (2.4.2). From

Adgij(x)H̃j(Φ)(p) = Adgij(x)gj
(
Φ(p)

)
gj(p)

−1

= gij(x)gj
(
Φ(p)

)(
gij(x)gj(p)

)−1

= gi
(
Φ(p)

)
gi(p)

−1 [p,Φ(p) ∈ π−1(x)]

= H̃i(Φ)(p),

we see that H̃i(Φ) also satisfies (2.4.3).

To summarize, we found that a gauge transformation can be described by a family of
functions φ̃i : π

−1(Ui) → G satisfying the two identities (2.4.2) and (2.4.3). The first identity
allows us to apply Proposition (1.3.5), so we can find a function φ : Ui → G satisfying φ◦π = φ̃,
which gives rise the next proposition.

Proposition 2.4.12. Let Hi : G → C∞(Ui, G) be given by Hi(Φ) = gi ◦ Φ ◦ si. Then

1. Hi(Φ) ◦ π = H̃i(Φ),

2. Hi is a homomorphism.
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Proof. First identity follows by direct calculation:

Hi(Φ) ◦ π(p) = gi ◦ Φ ◦ si ◦ π(p)
= gi ◦ Φ

(
pgi(p)

−1
)

[By (1.3.7)]

= gi ◦ Φ(p)gi(p)−1 [Equivariance of Φ and gi]

= H̃i(Φ)(p).

The second identity follows from the first and the fact that H̃i is a homomorphism, since
then we find

Hi(Φ ◦Ψ)(x) = Hi(Φ ◦Ψ) ◦ π ◦ si(x) [π ◦ si = IdUi
]

= H̃i(Φ ◦Ψ)
(
si(x)

)

= H̃i(Φ)
(
si(x)

)
H̃i(Ψ)

(
si(x)

)

=
(
Hi(Φ) ◦ π ◦ si(x)

)(
Hi(Ψ) ◦ π ◦ si(x)

)

=
(
Hi(Φ)(x)

)(
Hi(Ψ)(x)

)

=
(
Hi(Φ)Hi(Ψ)

)
(p).

Proposition 2.4.13. Let φi : Ui → G be smooth. Then φi satisfies

Adgij(x)φj(x) = φi(x) (2.4.4)

for x ∈ Uij if and only if Φ(p) = p Adgi(p)−1φi ◦ π(p) is a gauge transformation satisfying
Hi(Φ) = φi.

Proof. Let φ satisfy Adgij(x)φj(x) = φi(x). Then φ̃i := φi ◦ π satisfies (2.4.2) and (2.4.3),
where the first follows from the G-invariance of π, so by Lemma 2.4.10 we find that Φ(p) =
Adgi(p)−1φi ◦π(p) = is a gauge transformation, such that H̃i(Φ) = φi ◦π. By Proposition 2.4.12,
we find that the left-hand side equals Hi(Φ) ◦ π, so that if we let both sides act on si(x), we
find Hi(Φ)(x) = φi(x).

Conversely, let Φ given by p 7→ p Adgi(p)−1φi ◦ π(p). By Lemma 2.4.8 we find that Φ(p) =

p Adgi(p)−1H̃i(Φ)(p), so if we compare both expressions, we find from the transitivity of the

right action that φi ◦ π = H̃i(Φ). From Lemma (2.4.11) we know that H̃i(Φ), and so φi ◦ π,
satisfies (2.4.3), and since π(p) = x, this implies Adgij(x)φj(x) = φi(x).

The construction of the homomorphismsHi helps us to show the existence of an isomorphism
between G and Γ∞(M,Ad P ). Before we can prove this, we have to show that Γ∞(M,Ad P )
is a group.

Lemma 2.4.14. The function space Γ∞(M,Ad P ) can be made into a group.

Proof. By Theorem 1.5.6, we know that π−1
Ad(x) ⊂ Ad P has a group structure given by

[(p, g)][(p, h)] = [(p, gh)]. For any section s ∈ Γ∞(M,Ad P ), we have by definition of a section
that s(x) ∈ π−1

Ad(x), so we can define multiplication of sections s1 and s2 by s1s2(x) = s1(x)s2(x),
where in the right-hand side the multiplication on π−1

Ad(x) is used.

Remarks.
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1. Let si : Ui → P be the local sections corresponding to the local trivializations ψi and
let fi : Ui → G be smooth. Then s ∈ Γ∞(M,Ad P ) given by s(x) =

[(
si(x), fi(x)

)]
is

well-defined if and only if fi satisfies (2.4.4), since we necessarily have
[(
si(x), fi(x)

)]
= s(x)

=
[(
sj(x), fj(x)

)]

=
[(
si(x)gij(x), fj(x)

)]

=
[(
si(x),Adgij(x)fj(x)

)]

2. The identity e(x) of Γ∞(M,Ad P ) is represented by (si(x), e).

We can now prove next theorem.

Theorem 2.4.15. Let H : G → Γ∞(M,Ad P ) be given by H(Φ)(x) =
[(
si(x), Hi(Φ)(x)

)]
,

where si : Ui → P is the local section corresponding to the local trivialization ψi : Ui×G→ P .
Then H is an isomorphism of groups.

Proof. We first show that H is injective. Consider the set H−1
(
e(x)

)
= {Φ ∈ G : H(Φ)(x) =

e(x)}. This is equal to
{
Φ ∈ G :

[(
si(x), gi ◦ Φ ◦ si(x)

)]
= [(si(x), e)]

}
, from which we find

that H−1
(
e(x)

)
= {Φ ∈ G : gi ◦ Φ ◦ si(x) = e for all i ∈ I}. By equation (1.3.5) we find that

g−1
i (e) = si(x), whence H

−1
(
e(x)

)
= {Φ ∈ G : Φ ◦ si(x) = si(x) for all i ∈ I} = {Id}.

For surjectivity we first remark that by Proposition 1.5.10 every section s ∈ Γ∞(M,Ad P )

can be written as
[(
si(x), fi(x)

)]
for some function fi : Ui → G satisfying fi(x) = Adgij(x)fj(x).

Hence by Proposition 2.4.13 we find that there is a gauge transformation F , such that Hi(F ) =

fi. With other words, we find s(x) =
[(
si(x), Hi(F )(x)

)]
, which is H(F )(x), so H is surjective.

Finally, by

H(Ψ)H(Φ)(x) = H(Ψ)(x)H(Φ)(x)

=
[(
si(x), Hi(Ψ)(x)

)][(
si(x), Hi(Φ)(x)

)]

=
[(
si(x), Hi(Ψ)(x)Hi(Φ)(x)

)]

=
[(
si(x), Hi(Ψ ◦ Φ)(x)

)]

= H(Ψ ◦ Φ)(x),

we find that H is a homomorphism.

The center of the gauge group

Definition 2.4.16. Fix a g ∈ G. Then we define Φg : P → P and φ̂g : P → G by Φg = Rg

and φ̂g(p) = g for all p ∈ P .

The following proposition related the center of G with the center of G.

Lemma 2.4.17. Φg is a gauge transformation if and only if g ∈ Z(G). If Φg is a gauge

transformation, φ̂g is the corresponding element in C∞
Ad(P,G).

Proof. By Proposition 1.1.7 we have π ◦ Φg = π. Let g ∈ G. Since we have Rg ◦ Ra = Rga =
Rag = Ra ◦Rg for all a ∈ G if and only if g ∈ Z(G), we find

Φg ◦Ra = Ra ◦ Φg
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if and only if g ∈ Z(G). So Φg satisfies the equivariance axiom and is therefore a gauge

transformation if and only if g ∈ Z(G). By Theorem 2.4.7, we find that φ̂g is the corresponding
element in C∞

Ad(P,G).

Proposition 2.4.18. We have Φg ∈ Z(G) if g ∈ Z(G). Equivalently, if we identify G with

C∞
Ad(P,G), we have φ̂g ∈ Z(G) if g ∈ Z(G).

Proof. Let g ∈ Z(G). Let Φ ∈ G be an arbitrary other gauge transformation. Then we have
by the equivariance of Φ

Φg ◦ Φ(p) = Φ(p)g = Φ(pg) = Φ ◦ Φg(p),

thus Φg ∈ Z(G). By Theorem 2.4.7 it follows that φ̂g ∈ Z(G) if we identify by the same theorem
G with C∞

Ad(P,G).

We see that {Φg : g ∈ Z(G)} ⊂ Z(G). Next theorem shows that under certain circumstances
we have equality.

Theorem 2.4.19. Let G be a connected compact matrix group with semisimple Lie algebra g

and let M be connected. Then we have the following isomorphisms:

Z(G) = Z(G)

= Γ∞(M,P ×Ad Z(G))

= {Φg : g ∈ Z(G)}
= {φ̂g : g ∈ Z(G)}.

Proof. The second equality follows from Theorem 2.4.15 and the identity Ad P = P ×AdG. We
prove the first equality by proving the equality Z(G) = Γ∞(M,P×AdZ(G)). Let φi ∈ C∞(Ui, G)
be a family representing a section s ∈ Γ∞(M,P ×Ad Z(G)). Since all φi(x) ∈ Z(G), we have
φi(x) = Adgij(x)φj(x) = φj(x). So the φi define a global function φ : M → Z(G). Since we
assumed that M is connected, we find by Proposition 1.4.20 that φ must be constant. So we
find that φ does not depend on its argument, thus we have φ ∈ Z(G).

Conversely, for g ∈ Z(G) define φ ≡ g be constant and let φi = φ|Ui
. Then since g ∈ Z(G),

we have φi(x) = φj(x) = Adgij(x)φj(x), which defines a unique element s ∈ Γ∞(M,P×AdZ(G)).
We prove the third equality by showing that if Φ ∈ Z(G), we must have Φ = Φg for some

g ∈ Z(G). So let Φ ∈ Z(G). By Proposition 2.4.13 we find maps φi : Ui → G such that
Φ(p) = p Adgi(p)−1φi ◦ π(p) and Hi(Φ) = φi. By the isomorphism H in Theorem 2.4.15, we see
that these φi define an element H(Φ) ∈ Γ∞(M,Ad P ) and since we assumed that Φ ∈ Z(G),
we see that H(Φ) ∈ Γ∞(M,P ×Ad G). Hence we see by the proof of first equality that the φi
must be constant; φi ≡ g with g ∈ Z(G). Then by Φ(p) = pAdgi(p)−1φi ◦π(p), we see Φ(p) = pg
for all p ∈ P .

Last equality simply follows from the third.

The action of the gauge group on the connection, curvature and field-strength

The gauge group acts in a natural way on connections in the following way. Let HP be a
connection and Φ : P → P be a gauge transformation. We can let Φ act on TP by X 7→
Φ−1

∗ X . In particular, this defines an action of Φ on HP . We denote the gauge transformed
horizontal space by HΦ

p P := Φ−1
∗ HΦ(p)P . The corresponding projection operator is given by

HΦ
p = Φ−1

∗ HΦ(p)Φ∗.

Lemma 2.4.20. HΦ
p : TpP → TpP is a projection operator with image HΦ

p P .
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Proof. First we show that HΦ
p is a projection operator:

(HΦ
p )

2 = Φ−1
∗ HΦ(p)Φ∗Φ

−1
∗ HΦ(p)Φ∗ = Φ−1

∗ HΦ(p)HΦ(p)Φ∗ = Φ−1
∗ HΦ(p)Φ∗ = HΦ

p .

Secondly, we have

im HΦ
p = Φ−1

∗ HΦ(p)Φ∗TpP

= Φ−1
∗ HΦ(p)TΦ(p)P [Φ is a diffeomorphism]

= Φ−1
∗ HΦ(p)P

= HΦ
p P.

Before we check that HΦ
p P is indeed a connection, we will show that the vertical space is

invariant under the action of Φ.

Lemma 2.4.21. We have Φ∗σ(A) = σ(A) for every Φ ∈ G and A ∈ g.

Proof. By direct calculation

Φ∗σ(A)|p = Φ∗

(
d

dt

∣∣∣∣∣
t=0

petA
)

=
d

dt

∣∣∣∣∣
t=0

Φ
(
petA

)

=
d

dt

∣∣∣∣∣
t=0

Φ(p)etA [Equivariance of Φ]

= σ(A)|Φ(p)

Proposition 2.4.22. HΦP is connection on P .

Proof. We prove this by checking that HΦ satisfies the properties in Proposition 2.1.10. Firstly,
by X is vertical ⇔ Φ∗(X) is vertical ⇔ HΦ∗(X) = 0 ⇔ HΦ(X) = Φ−1

∗ HΦ∗(X) = 0, we see
that kerHΦ = VpP . Furthermore, since HΦ is composed of smooth functions, it is smooth.
Finally, the equivariance condition for Φ can be translated into Φ ◦ Rg = Rg ◦ Φ, whence
Rg∗ ◦ Φ∗ = Φ∗ ◦Rg∗, which leads to

Rg∗H
Φ
p = Rg∗Φ

−1
∗ HpΦ∗ = Φ−1

∗ Rg∗HpΦ∗ = Φ−1
∗ HpgRg∗Φ∗ = Φ−1

∗ HpgΦ∗Rg∗ = HΦ
pgRg∗,

which concludes our proof.

Given the action of the gauge group on a connection, we can derive the induced action on
the corresponding one-form.

Proposition 2.4.23. Let ωΦ = Φ∗ω be the result of the action of Φ on ω. Then ωΦ is the
connection one-form, which corresponds with the Ehresmann connection HΦP .

Proof. Let HΦ = Φ−1
∗ HΦ∗ be the projection operator onto the gauge transformed horizontal

subspace. The corresponding connection one-form is given by ωΦ = σ−1 ◦ (Id−HΦ). We shall
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show that ωΦ = Φ∗ω by direct calculation.

ωΦ = σ−1(Id− Φ−1
∗ HΦ∗)

= σ−1 ◦ Φ−1
∗ (Id−H)Φ∗

= (Φ∗ ◦ σ)−1(Id−H)Φ∗

= σ−1(Id−H)Φ∗ [By Lemma 2.4.21]

= ωΦ∗

= Φ∗ω.

Proposition 2.4.24. Let Φ : P → P be a gauge transformation acting on a connection one-
form ω. Then the gauge potential AΦ

i corresponding to the gauge transformed connection ωΦ

satisfies

AΦ
i |x = adφi(x)−1Ai|x + φ∗

i θ|φi(x)
= φi(x)

−1Ai|xφi(x) + φi(x)
−1dφi|x, (2.4.5)

where φi = Hi(Φ) as defined in Proposition 2.4.12.

Proof. We first note that the connection one-forms ω and ωΦ are given at p by

ω|p = adgi(p)−1 ◦ π∗Ai|π(p) + g∗i θ|gi(p) (2.4.6)

ωΦ|p = adgi(p)−1 ◦ π∗AΦ
i |π(p) + g∗i θ|gi(p), (2.4.7)

with x = π(p). We have ωΦ|p = Φ∗ω|q with q = Φ(p), from which we can deduce a relation
between Ai and AΦ

i . First, notice that

φ̃i(p) = gi(Φ(p))gi(p)
−1 = gi(q)gi(p)

−1,

implying gi(q)
−1 = gi(p)

−1φ̃i(p)
−1. Then we find

ωΦ|p = Φ∗ω|Φ(p)

= adgi(q)−1 ◦ Φ∗π∗Ai|π◦Φ(p) + Φ∗g∗i θ|gi◦Φ(p)

= adgi(q)−1 ◦ (π ◦ Φ)∗Ai|π◦Φ(p) + (gi ◦ Φ)∗θ|gi◦Φ(p)

= adgi(q)−1 ◦ π∗Ai|π(p) + (gi ◦ Φ)∗θ|gi◦Φ(p) [π ◦ Φ = π]

= adgi(p)−1ad
φ̃i(p)−1 ◦ π∗Ai|π(p) + (gi ◦ Φ)∗θ|gi◦Φ(p),

where we used in the third equality that the pullback is a contravariant functor. Now, since
(gi ◦ Φ)(p) = gi(q) = φ̃i(p)gi(p), we find

(gi ◦ Φ)∗θ|gi◦Φ(p) = gi(p)
−1φ̃i(p)

−1d
(
φ̃i(p)gi(p)

)
[f ∗θ|f(p) = f(p)−1df(p)]

= gi(p)
−1dgi(p) + gi(p)

−1φ̃i(p)
−1d

(
φ̃i(p)

)
gi(p)

= g∗i θ|gi(p) + adgi(p)−1 ◦ φ̃∗
i θ|φ̃i(p)

= g∗i θ|gi(p) + adgi(p)−1 ◦ π∗φ∗
i θ|φi◦π(p) [φ̃i = φi ◦ π].

Collecting these results, we find

ωΦ|p = adgi(p)−1ad
φ̃i(p)−1 ◦ π∗Ai|π(p) + adgi(p)−1 ◦ π∗φ∗

i θ|φi◦π(p) + g∗i θ|gi(p)
= adgi(p)−1 ◦ π∗

(
adφi(x)−1Ai|π(p) + φ∗

i θ|φi◦π(p)
)
+ g∗i θ|gi(p) [φ̃i(p) = φi(x)].

Comparing this result with (2.4.7) gives the desired expression for AΦ
i .
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We can also derive how the curvature and the gauge field-strength transform under a gauge
transformation

Proposition 2.4.25. Let Φ : P → P be a gauge transformation acting on a connection HP .
Then the curvature ΩΦ and gauge-field strength FΦ

i corresponding to the gauge transformed
connection HΦP satisfy

ΩΦ = Φ∗Ω, (2.4.8)

FΦ
i |x = adφi(x)−1Fi|x, (2.4.9)

where φi = Hi(Φ) is defined as in Proposition 2.4.12.

Proof. By definition, we have Ω = dωω = H∨dω. So we have Ω(X, Y ) = dω(HX,HY ), from
which we find a formula for ΩΦ by replacing ω by ωΦ and H by HΦ. Hence, we find

ΩΦ(X, Y ) = dωΦ(HΦX,HΦY )

= dΦ∗ω(HΦX,HΦY )

= Φ∗dω(HΦX,HΦY )

= Φ∗dω(Φ−1
∗ HΦ∗X,Φ

−1
∗ HΦ∗Y )

= Φ∗H∨(Φ−1)∗Φ∗dω(X, Y )

= Φ∗H∨dω(X, Y )

= Φ∗Ω(X, Y ).

The proof of the second identity is similar to the proof of Proposition 2.2.7, but with Fi replaced
by FΦ

i , gji = g−1
ij replaced by φi and Fj replaced by Fi.

Convention. Instead of ωΦ, AΦ
i etcetera, we shall sometimes write Φ(ω), Φ(Ai) etcetera.

Next theorem summarizes all results about gauge transformations acting on other objects.

Theorem 2.4.26. Let {HpP : p ∈ P} be a connection and let H , ω, Ai, Ω and Fi be the
corresponding projection operator, connection one-form, gauge field, curvature respectively
gauge field-strength, then a gauge transformation Φ acts on these object in the following way:

1. Φ(HpP ) = Φ−1
∗ HΦ(p)P ;

2. Φ(H)p = Φ−1
∗ HΦ(p)Φ∗;

3. Φ(ω) = Φ∗ω;

4. Φ(Ai)|x = adφi(x)−1Ai|x + φ∗
i θ|φi(x);

5. Φ(Ω) = Φ∗Ω;

6. Φ(Fi)|x = adφi(x)−1Fi|x,

where φi = Hi(Φ) is defined as in Proposition 2.4.12.
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2.5 Parallel transport and holonomy

Definition 2.5.1. Let P (M,G) be a principal bundle with connection HP and let γ : [0, 1] →
M be a piecewise smooth curve in M . A piecewise smooth curve γ̃ : [0, 1] → P is called
horizontal if γ̃′(t) ∈ Hγ̃(t)P . The curve γ̃ is called a lift of γ if π ◦ γ̃ = γ. If γ̃ is both a lift of γ
and horizontal, we call γ̃ a horizontal lift of γ.

Notice that this definition implies that ω
(
γ̃′(t)

)
= 0 for all t ∈ [0, 1]. A full proof of next

theorem can be found in [30] as Proposition 8.7.

Theorem 2.5.2. Let γ : [0, 1] → M be a piecewise smooth curve and let p0 ∈ π−1
(
γ(0)

)
.

Then there exists a unique horizontal lift γ̃(t) in P such that γ̃(0) = p0.

Proof (sketch). The lift may not be smooth, but piecewise smooth, we can restrict us to a
smooth curve γ in a coordinate neighborhood Ui. A global piecewise smooth lift can then be
obtained by gluing the curves in overlapping the coordinate neighborhoods together. So assume
γ : [0, 1] → Ui and let ψi be a local trivialization corresponding to Ui. Then we see that γ̃ has
to satisfy ψi(γ(t), α(t)) = γ̃(t) for some α : [0, 1] → G. Since γ̃(0) = p0, we find that α(0) has
to satisfy ψi(x0, α(0)) = p0, where x0 = γ(0) = π(p0). Since γ̃

′(t) has to be horizontal, we must
have ω(γ̃′(t)) = 0. One can find that this is equivalent with adα(t)−1Ai(γ

′(t))+(α∗θ)(γ′(0)) = 0,
which is in matrix form α′(t) + Ai(γ

′(0))α(t) = 0. This is a first-order ordinary differential
equation for α, which has a unique solution given the initial condition ψi(x0, α(0)) = p0.

Lemma 2.5.3. Let γ̃ be the horizontal lift of γ : [0, 1] → M with γ̃(0) = p. Then if γ̄ is
another horizontal lift of γ with γ̄(0) = pg for some g ∈ G, than we have γ̄ = Rgγ̃.

Proof. Using Proposition 1.1.7, we see that π
(
Rg ◦ γ̃(t)

)
= π

(
γ̃(t)

)
= γ(t), so Rg ◦ γ̃ is a lift of

γ(t). Furthermore, we have (Rg ◦ γ̃)′(t) = Rg∗γ̃ ∈ Hγ̃(t)gP , thus Rg ◦ γ̃ is a horizontal lift. By
previous theorem it follows that Rg ◦ γ̃ must be equal to γ̄.

Definition 2.5.4. Let p ∈ P and let γ : [0, 1] →M be a smooth piecewise curve that is closed.

Thus we have γ(0) = π(p). Then we define the parallel transport τγ : π−1
(
γ(0)

)
→ π−1

(
γ(1)

)

of p along γ by τγ(p) = γ̃(1), where γ̃ is the horizontal lift of γ with starting point γ̃(0) = p.

Proposition 2.5.5. Parallel transport is equivariant: Rg ◦ τγ = τγ ◦ Rg for all g ∈ G and all
curves γ : [0, 1] →M .

Proof. We have Rg ◦ τγ(p) = γ̃(1)g. Let γ̄ be given by Rg ◦ γ̃. Then γ̄ is the horizontal lift of
γ with starting point pg, so τγ(pg) = γ̄(1). But this is also precisely τγ ◦Rg(p) = γ̃(1)g.

Notice that if γ is a closed curve such that γ(0) = x0 with horizontal lift γ̃, we have
γ̃(0), γ̃(1) ∈ π−1(x0). In other words, for closed curves with γ(0) = π(p) we have τγ(p) = pg for
some g ∈ G. Notice that this g is unique, since the action is free.

Definition 2.5.6. Let γ1, γ2 : [0, 1] → M be piecewise smooth closed curves. Then we define
the path product γ1 ∗ γ2 by

γ1 ∗ γ2(t) =
{
γ1(2t), 0 ≤ t ≤ 1

2
;

γ2(2t− 1), 1
2
≤ t ≤ 1.

It follows directly from the definition that γ1 ∗ γ2 is a piecewise smooth closed curve.

Proposition 2.5.7. Let γ1, γ2 : [0, 1] → M be piecewise smooth closed curves. Then if γ =
γ1 ∗ γ2 is the path product of γ1 and γ2, we have τγ = τγ2 ◦ τγ1 .
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Proof. Let g1 ∈ G be the element such that τγ1(p) = γ̃1(1) = pg1. Then a horizontal lift γ̃ of γ
is given by

γ̃(t) =

{
γ̃1(2t), 0 ≤ t ≤ 1

2
;

γ̃2(2t− 1)g1,
1
2
≤ t ≤ 1,

where γ̃i is the horizontal lift of γi. Note that the factor g1 is essential to make the lift
continuous at t = 1

2
. Then by previous proposition we find τγ(p) = γ̃(1) = τγ2(p)g1 = τγ2(pg1) =

τγ2 ◦ τγ1(p).

A direct consequence of this proposition is that if there are g1, g2 ∈ G and piecewise smooth
closed curves γ1, γ2 : [0, 1] → M such that τγi(p) = pgi, we can find a curve γ : [0, 1] →M such
that τγ(p) = pg2g1. This is exactly the curve γ = γ1 ∗ γ2. This shows that the holonomy group
defined directly below is a group, since it is a subset of G closed under multiplication.

Definition 2.5.8. Let Cp(M) be the group of piecewise smooth closed curves γ : [0, 1] → M
such that γ(0) = γ(1) = π(p). Then we define the holonomy group of a connection ω at the
point p as Holp(ω) = {g ∈ G : τγ(p) = pg for γ ∈ Cp(M)}. Let C0

p(M) be the subgroup
of Cp(M) of curves homotopic to 0, then we define restricted holonomy group of ω at p as
Hol0p(ω) = {g ∈ G : τγ(p) = pg for γ ∈ C0

p (M)}.

Proposition 2.5.9.

1. We have Holpa(ω) = a−1Holp(ω)a.

2. Let p, q ∈ P be connected to each other by a horizontal curve γ̃ (not necessarily a lift).
Thus we have γ̃(0) = p and γ̃(1) = q. Then Holp(ω) ≃ Holq(ω).

Proof.

1. Let γ : [0, 1] →M be a curve such that τγ(p) = pg. By Proposition 2.5.5 we see that this is
equivalent to τγ(pa) = τγ(p)a = pga = pa(a−1ga). Hence we find that g ∈ Holp(ω) if and
only if a−1ga ∈ Holpa(ω), which is equivalent with stating that Holpa(ω) = a−1Holp(ω)a.

2. Let p ∼ q denote the equivalence relation that there is a horizontal curve γ̃ that connects
p and q, thus we have γ̃(0) = p and γ̃(1) = q. It follows immediately that ∼ is an
equivalence relation. Notice that g ∈ Holp(ω) if and only if p ∼ pg. Now, since ∼ is an
equivalence relation, it is transitive. So if p ∼ q, we have p ∼ pg if and only if q ∼ qg. So
we see that if p ∼ q, we have Holp(ω) = Holq(ω).

Corollary 2.5.10. LetM be connected. Then for all point p, q ∈ P we have Holp(ω) = Holq(ω).

Proof. Since M is connected and all manifolds are locally path-connected, it follows that M
is path-connected. So there is a path γ : [0, 1] → M such that γ(0) = π(p) and γ(1) = π(q).
Then let γ̃ be the lift of γ starting in p. Since γ̃ ends in π−1(π(q)), we find that there is an
a ∈ G such that γ̃(1) = qa. With other words, p ∼ qa, where ∼ is the equivalence relation
introduced in the proof of previous proposition. Hence we find by the second part of previous
proposition that Holp(ω) = Holqa(ω). By the first part of the proposition, we see that Holqa(ω)
and Holq(ω) are conjugated in G, thus isomorphic, whence Holp(ω) = Holq(ω).

Convention. For connected M we are allowed by previous corollary to drop the subscript p
and write Hol(ω).
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Definition 2.5.11. Let M be connected. Then a connection is said to be irreducible if the
holonomy group is exactly G. The space of irreducible connections is denoted with Ao.

Next proposition relates horizontal lifts of paths to the horizontal lifts with respect to a
gauge transformed connection.

Proposition 2.5.12. Let γ̃ the lift of γ : [0, 1] → M with respect to the connection HP with
starting point γ̃(0) = p and let Φ be a gauge transformation. Then the lift of γ with respect to
the connection HΦP is given by γ̃Φ = Φ−1 ◦ γ̃ and has starting point Φ−1(p).

Proof. Since Φ−1 is a gauge transformation, we have π◦Φ−1 = π, hence we find π◦γ̃Φ = π◦γ̃ = γ.
Since γ̃ is horizontal with respect to HP , we have ω(γ̃′(t)) = 0. Then we find

ωΦ
(
(γ̃Φ)′(t)

)
= Φ∗ω

(
(Φ−1 ◦ γ)′(t)

)
[By Theorem 2.4.26]

= Φ∗ω
(
Φ−1

∗ γ̃′(t)
)

[By definition of the pushforward]

= ω
(
γ̃′(t)

)

= 0,

so γ̃Φ is horizontal with respect to HΦP . Finally, we have γ̃Φ(0) = Φ−1 ◦ γ̃(0) = Φ−1(p).

Proposition 2.5.13. Let Φ be a gauge transformation and let τΦγ denote the parallel transport
along the curve γ : [0, 1] → M with respect to the connection HΦP . Then we have

Φ ◦ τγ = τΦ
−1

γ ◦ Φ. (2.5.1)

Proof. By previous proposition we have that γ̃Φ starts in Φ−1(p) if γ̃ starts in p. Then we find
that τΦγ acting on Φ−1(p) is given by γ̃Φ(1), just like τγ acting on p is given by γ̃(1). Then we
find

τΦγ ◦ Φ−1(p) = γ̃Φ(1)

= Φ−1 ◦ γ̃(1)
= Φ−1 ◦ τγ(p),

and the statement follows by interchanging Φ and Φ−1.

Corollary 2.5.14. Let Φ be a gauge transformation that leaves a connection ω invariant:
Φ(ω) = ω. Then we have τΦγ = τγ and in particular for all loops γ,

Φ ◦ τγ = τγ ◦ Φ. (2.5.2)

Definition 2.5.15. We denote the isotropy group of a connection ω, {Φ ∈ G : Φ(ω) = ω} by
Γω.

Proposition 2.5.16. Let ω be an irreducible connection and let G be a connected and compact
matrix group with semisimple Lie algebra g. Then Γω = Z(G).

Proof. Write Φ ∈ Γω as Φ(p) = pφ̂(p) with φ̂ ∈ C∞
Ad(P,G). Then equation (2.5.2) is equivalent

with

τγ(p)φ̂ ◦ τγ(p) = τγ(p)φ̂(p)

for all closed piecewise smooth curves γ : [0, 1] → M , where we used the equivariance of τγ
proved in Proposition 2.5.5 in order to obtain the right-hand side. Since the right action is
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free, we find that φ̂ ◦ τγ = φ̂. If we fix a p ∈ P , we have τγ(p) = pg for some g ∈ G, so that we

obtain φ̂(pg) = φ̂(p). By Definition 2.4.3 we find that this implies

g−1φ̂(p)g = φ̂(p). (2.5.3)

Now, since ω is irreducible, we see that we can find paths γ : [0, 1] →M such that (2.5.3 holds
for all g ∈ G. Hence φ̂(p) ∈ Z(G). By Proposition 1.4.20 Z(G) is discrete, so φ̂ must be the
constant function p 7→ a ∈ Z(G). So Φ = Ra with a ∈ Z(G). Notice that Φ is indeed a gauge
transformation by Lemma 2.4.17. So we see that Z(G) 7→ Γω given by a 7→ Ra is a surjection,
and since this map is clearly injective, it is a bijection.

Proposition 2.5.17. LetM be connected and let G be a connected compact matrix Lie group
with semisimple Lie algebra g. Then the group G̃ = G/Z(G) acts in a free way on the space of
irreducible connections A +.

Proof. Let ω be an irreducible connection and let Φ ∈ G be a gauge transformation that leaves ω
invariant. Then since ω is irreducible, we have Hol(ω) = G, so for all p ∈ P and all g ∈ G there
is a closed path γ : [0, 1] → M such that τγ(p) = pg. Write Φ(p) = pφ̂(p) with φ̂ ∈ C∞

Ad(P,G).
Then for all p ∈ P we find

pφ̂(p)g = Φ(p)g

= Φ(pg) [By the equivariance of Φ]

= Φ ◦ τγ(p)
= τγ ◦ Φ(p) [By Corollary 2.5.14]

= τγ
(
pφ̂(p)

)

= τγ(p)φ̂(p) [By the equivariance of τγ ]

= pgφ̂(p),

so since the right action on P is free, we find that gφ̂(p) = φ̂(p)g for all g ∈ G. Hence we see
that φ̂(p) ∈ Z(G) for all p ∈ P . Now, by Proposition 1.4.20, we find that Z(G) is discrete,
so we must have that φ̂ is constant. Then by Theorem 1.4.20 we see that Φ ∈ Z(G), which
concludes the proof.

Finally, we will state the Ambrose-Singer Theorem, which we will not prove, but refer to
Theorem II.8.1 of [22] instead.

Theorem 2.5.18 (Ambrose-Singer Theorem). Let P (M,G) be a principal bundle with M

connected. Let ω be a connection one-form on P . Then the Lie algebra Lie
(
Holp(ω)

)
is a Lie

subalgebra of γ spanned by the elements of the form

Ωq(X, Y ) X, Y ∈ HqP,

where q ∈ P is a point which can be connected with p by a horizontal curve.

2.6 Flat connections

Definition 2.6.1. A connection is called flat if Ω = 0.

The concept flat connection is important, since flat connections have the nice property that
the space of horizontal vector fields is integrable. Moreover, in physics the vacuum state of a
system corresponds with FA = 0, which is the case if the connection is flat. So in order to
understand the vacuum, it it important to understand flat connections. We start by introducing
the concept op the canonical flat connection on a trivial bundle.
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Definition 2.6.2. Let P = M ×G be the trivial bundle and let g : P → G be the projection
on G. Then the connection HpP = ker g∗ is called the canonical flat connection.

To show that this is indeed a connection, we remark ψ : M × G → P given by ψ−1(p) =(
π(p), g(p)

)
is a global section. Hence π∗× g∗ : TpP → Tπ(p)M ⊕Tg(p)G is an isomorphism. We

have by definition VpP = ker π∗, thus VpP ≃ Tg(p)G. Likewise, we have HpP = ker g∗ ≃ Tπ(p)M ,
so we see that TpP = HpP ⊕VpP . Since π and g are smooth, this decomposition is also smooth.
By Proposition 1.1.7 we have Ra ◦ g = g ◦Ra, thus we have g∗Ra∗X = Ra∗g∗X = 0 if and only
if g∗X = 0 for all vector field X on P . So we see that X is horizontal if and only if Ra∗X is
horizontal, thus we have Ra∗HpP = HpaP , which proves that HpP is a connection.

Proposition 2.6.3. Let P = M × G be trivial and let g : P → G be the projection on G.
Then the connection one-form corresponding to the canonical flat connection is ω = g∗θ.

Proof. Let ω = g∗θ. We first remark that since g is the projection onto G, we find that g∗ is
the projection onto TgG, which is the vertical subspace. If X is a horizontal vector field, we
have by definition g∗X = 0. Then

ω(X) = g∗θ(X) = θ(g∗X) = 0,

so we have indeed that ω kills al the horizontal vector fields. Let X be vertical, which is the
case if and only if there is a A ∈ g such that X = σ(A). Then we find

ω|p(X|p) = g∗θ|g(p)(σ(A)|p)
= θ|g(p)g∗(σ(A)|p)
= θ|g(p)g(p)A [By Lemma 2.1.3]

= Lg(p)−1g(p)A

= A,

so ω ◦ σ = Idg. Furthermore, we have R∗
aω = ada−1ω, since

R∗
aω = R∗

ag
∗θ

= g∗R∗
aθ [By Proposition 1.1.7]

= g∗ada−1θ, [By (1.4.5)]

so ω is indeed a connection one-form.

Proposition 2.6.4. Let P (M,G) be a principal bundle with a connection HP . Then the
connection is flat if and only if the connection satisfies one of the following equivalent conditions:

1. [X, Y ] is horizontal for all horizontal vector fields X and Y ;

2. For all p ∈ P there is a neighborhood U ⊂ M of π(p) and a diffeomorphism φ : π−1(U) →
U ×G such that φ∗(HP ) is the canonical flat connection in U ×G;

3. For all p ∈ P there is a neighborhood U ⊂ M of π(p) and a diffeomorphism φ : π−1(U) →
U ×G such that the connection one-form ω restricted to π−1(U) equals φ∗g∗θ, where g is
the projection of π−1(U) onto G;

Proof. We start by proving that Ω = 0 is equivalent with (1). First, we find by (2.2.3) that
Ω(X, Y ) = 0 if either X or Y is vertical. So we only have to prove that Ω = 0 if we assume
that both X and Y are horizontal. If we do so, we find

Ω(X, Y ) = dω(HX,HY )

= dω(X, Y )

= Xω(Y )− Y ω(X)− ω[X, Y ] [By (A.2.3)]

= −ω([X, Y ])
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so we see that Ω = 0 if and only if ω([X, Y ]) = 0, which is only the case if and only if [X, Y ]
is horizontal. Secondly, we prove the equivalence between (2) and (3). We start by remarking
that φ−1∗ω corresponds with the connection φ∗(HP ), since the first acts in a natural way on the
latter: φ−1∗ω(φ∗X) = ωφ−1

∗ φ∗X = ω(X). Then by previous proposition φ∗(HP ) is canonical
flat if and only if φ−1∗ω = g∗θ, which is the case if and only if ω = φ∗g∗θ. We omit the proof that
Ω = 0 implies (3) and refer to Theorem II.9.1 of [22], since the Ambrose-Singer Theorem, which
we have not proven either, is essential for the proof. However, we can prove that (3) implies
that Ω = 0. So assume (3) and write f = g ◦φ, so that we have ω = f ∗θ on U . Then by (1.4.8),
we find that Ω = H∨ω = H∨f ∗θ = −H∨f ∗(θ ∧ θ) on U , hence we find Ω = −H∨(ω ∧ ω). Since
the ω kills horizontal vectors, we find that Ω = 0 of U . Since we can find such a neighborhood
U of π(p) for all p ∈ P , it follows that Ω = 0 on the whole bundle.

Definition 2.6.5. We call a gauge field Ai on Ui pure gauge if there is a smooth function
g : Ui → G such that Ai = g−1dg.

Corollary 2.6.6. Fi = 0 if and only if Ai is pure gauge.

Proof. Let Fi = 0. Since Fi = s∗iΩ and si is injective, we find that Ω = 0 on the trivial
bundle Ui × G. By previous proposition there is some function f : π−1(Ui) → G such that
ω = f ∗θ. Since Ai = s∗iω, we find Ai = g∗θ with g = f ◦ si. Hence by Proposition 1.4.11 we
find Ai = g−1dg.

Conversely, let Ai = g−1dg for some function g : Ui → G. If we restrict ourselves to Ui×G,
we have by Proposition 2.4.13 we have a gauge transformation Φ : Ui ×G→ Ui ×G such that
Hi(Φ) = g. By Proposition 2.4.24 we see that Ai|x = g(x)−1AΦ

i |xg(x) + g−1dg|x with Aφ
i = 0.

By (2.2.9) we have FΦ
i = 0. Whence by Proposition 2.4.25 we have FΦ

i |x = adg(x)−1Fi|x, we
must have Fi = 0.
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3 Instantons and the Topology of Principal Bundles

3.1 Invariant polynomials

Definition 3.1.1. Let g be the Lie algebra of a matrix Lie groupG. Then a n-linear polynomial
P : gn → C of degree n is called symmetric if

P (X1, . . . , Xi, . . . , Xj, . . . , Xn) = P (X1, . . . , Xj , . . . , Xi, . . . , Xn) (3.1.1)

for all i, j ∈ {1, . . . , n} and X1, . . . , Xn ∈ g. A symmetric polynomial P of degree n is called
symmetric invariant if

P (adgX1, . . . , adgXn) = P (X1, . . . , Xn). (3.1.2)

A invariant polynomial Pn of degree n is defined as a symmetric invariant polynomial P with
all its entries equal:

Pn(X) = P (X, . . . , X︸ ︷︷ ︸
n

). (3.1.3)

Example 3.1.2. If A ∈ g, then Pn(A) = tr(An) is an invariant polynomial. Indeed, Pn(A) =
P (A, . . . , A) with

P (A1, . . . , An) =
1

n!

∑

P∈Sn

tr(AP (1)AP (2) . . . AP (n)), A1, . . . , An ∈ g,

which is symmetric by definition and invariant by the cyclic properties of the trace.

Remark. Since a symmetric invariant polynomial is by definition linear in all its variables,
it follows that the degree of each variable in every term is at most one. Furthermore, it is
easy to see that we can decompose every symmetric invariant polynomial in a sum of invariant
symmetric polynomials such that each variable occurs exactly once in every term.

Lemma 3.1.3. Let P be a symmetric invariant polynomial of degree n and let A,A1, . . . , An ∈
g. Then we have

n∑

k=1

P (A1, . . . , Ak−1, [A,Ak], Ak+1, . . . , An) = 0.

Proof. Let g(t) ∈ G be generated by A ∈ g: g(t)etA. Then we have P (adg(t)A1, . . . , adg(t)An) =
P (A1, . . . , An). Since the right-hand side does not depend on t, both left- and right-hand side are
zero when we differentiate it. Furthermore, we have d

dt
adg(t)Ak = d

dt
etAAke

−tA = [A, adg(t)Ak],
whence we find

n∑

k=1

P (A1, . . . , [A,Ak], . . . , An) =
n∑

k=1

P

(
adg(t)A1, . . . ,

d

dt
adg(t)Ak, . . . , adg(t)An

)∣∣∣∣∣
t=0

=
d

dt

∣∣∣∣∣
t=0

P (adg(t)A1, . . . , adg(t)An)

= 0.

We can extent the definition of an invariant polynomial to a polynomial of g-valued p-forms.
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Definition 3.1.4. Let P : gn → C a symmetric invariant polynomial. If α1, . . . , αn ∈ Ωp(Ui, g),
we define

P (α1, . . . , αn) = η1 ∧ η2 ∧ . . . ∧ ηnP (A1, A2, . . . , An), (3.1.4)

where Ai ∈ g and ηi ∈ Ωp(Ui) such that Ai ⊗ ηi = αk (no summation over i). Given P , we
define an invariant polynomial Pn of degree n for g-valued p-forms by

Pn(α) = P (α, . . . , α) = η ∧ η ∧ . . . ∧ ηP (A,A, . . . , A), (3.1.5)

where A ∈ g and η ∈ Ωp(Ui) such that A⊗ η = α.

Example 3.1.5. The most important example of an invariant polynomial of degree n for g-
valued p-forms is tr(αn), where αn is recursively defined by αn = αn−1 ∧ α. This polynomial is
invariant, since it is the extension for p-forms of the polynomial given in Example 3.1.2. The
importance of this example follows from the fact that the action of an instanton is

∫
M tr(F2),

as we will see below.

Proposition 3.1.6. Let Pn be an invariant polynomial. Then Pn(Fi) defines a global 2n-form
and is gauge invariant.

Proof. On overlaps Uij , we have Fi|x = adgij(x)Fj|x by Proposition 2.2.7, so Pn(Fi) = Pn(Fj) on
Uij by the invariance of Pn. Similarly, we have FΦ

i |x = adφi(x)−1Fi|x for all gauge transformation
Φ, so we find Pn(FΦ

i ) = Pn(Fi).

Since the Pn(Fi) define a global 2n-form, we often drop the subscript and write Pn(F).

Lemma 3.1.7. Let P be a symmetric invariant polynomial of degree n and let α, α1, . . . , αn
be g-valued forms of degree p, p1, . . . , pn. Then we have

n∑

k=1

(−1)p(p1+...+pk−1)P (α1, . . . , αk−1, [α, αk], αk+1, . . . , αn) = 0.

Proof. Call the left-hand side of above identity S. If we write α = A⊗ η and αi = Ai ⊗ ηi, we
find by Lemma 3.1.3

S =
n∑

k=1

(−1)p(p1+...+pk−1)η1 ∧ . . . ∧ ηk−1 ∧ η ∧ ηk ∧ ηk+1 ∧ . . . ∧ ηnP (A1, . . . , [A,Ak], . . . , An)

=
n∑

k=1

η ∧ η1 ∧ . . . ∧ ηk+1 ∧ . . . ∧ ηnP (A1, . . . , [A,Ak], . . . , An)

= 0.

Theorem 3.1.8 (Chern-Weil). Let Pn be an invariant polynomial of degree n and F ∈ Ω2(U, g)
be the curvature 2-form on U (for convenience we drop the subscript i). Then Pn(F) satisfies

1. dPn(F) = 0.

2. If F and F ′ are curvature 2-forms corresponding to different gauge fields A and A′. Then
the difference Pn(F ′)− Pn(F) is gauge invariant and globally exact.

We first state a lemma.
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Lemma 3.1.9. Let P be a symmetric invariant polynomial of degree n such that Pn(X) =
P (X, . . . , X) and let α1, . . . , αn be g-valued forms of degree p1, . . . , pn. Then we have

dP (α1, . . . , αn) =
n∑

k=1

(−1)p1+...+pk−1P (α1, . . . , αk−1, dαk, αk+1, . . . , αn).

Proof. If we write αi = Ai⊗ ηi with Ai ∈ g and ηi an ordinary pi-form, we find using implicitly
an induction step

dP (α1, . . . , αn) = d(η1 ∧ . . . ηn)P (A1, . . . , An)

=
(
dη1 ∧ η2 ∧ . . . ∧ ηn + (−1)p1η1 ∧ d(η2 ∧ . . . ηn)

)
P (A1, . . . , An)

=
n∑

k=1

(−1)p1+...+pk−1η1 ∧ . . . ηk−1 ∧ dηk ∧ ηk+1 ∧ . . . ηnP (A1, . . . , An)

=
n∑

k=1

(−1)p1+...+pk−1P (α1, . . . , αk−1, dαk, αk+1, . . . , αn).

Proof of Theorem 3.1.8.

1. Let Pn be defined by the symmetric invariant polynomial P of degree n. We first assume
every variable of P occurs exactly once in every term of P . We shall prove then that
dP (F , . . . ,F) = 0. If we use Lemma 3.1.9 with pi = 2, we find

dP (F , . . . ,F) =
n∑

k=1

P (F , . . . , dF , . . . ,F)

=
n∑

k=1

P (F , . . . , dF , . . . ,F) +
n∑

k=1

(F , . . . , [A,F ], . . . ,F)

=
n∑

k=1

P (F , . . . ,DAF , . . . ,F)

= 0.

where we used Lemma 3.1.7 in the second equality, and in the last equality the Bianchi
identity (2.3.13) and the fact that all variables of P occur in each term of P . The general
case follows from the fact that d is linear and each symmetric invariant polynomial can
be written as the sum of symmetric invariant polynomials with every variable occuring
exactly once in a each term.

2. Firstly, we write τ = A′ − A and At = A + tτ , hence A0 = A and A1 = A′. Then by
(2.2.11), we have

Ft = dA+At ∧ At

= F + t(dτ +A∧ τ + τ ∧ A) + t2τ ∧ τ
= F + tDAτ + t2τ ∧ τ, (3.1.6)

where we used (2.3.12) in the last equality. Then we find

d

dt
Ft = DAτ + 2tτ ∧ τ

= dτ +A ∧ τ + tτ ∧ τ + τ ∧A+ τ ∧ tτ
= dτ +At ∧ τ + τ ∧ At

= DAtτ.
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Now, since P is both linear in all its arguments and totally symmetric, we find

d

dt
Pn(Ft) = nP




d

dt
Ft,Ft, . . . ,Ft︸ ︷︷ ︸

n−1


 = nP (DAtτ,Ft, . . . ,Ft).

Now assume that every variable of P occurs exactly once in every term. Then

dP (τ,Ft, . . . ,Ft) = P (dτ,Ft, . . . ,Ft)−
n∑

k=2

P (τ,Ft, . . . , dFt, . . .Ft)

= P (dτ + [At, τ ],Ft, . . . ,Ft)−
n∑

k=2

P (τ,Ft, . . . , dFt + [At,Ft], . . .Ft)

= P (DAtτ,Ft . . . ,Ft)−
n∑

k=2

P (τ,Ft, . . . ,DAtFt, . . . ,Ft)

= P (DAtτ,Ft . . . ,Ft),

where we used Lemma 3.1.9 in the first equality, Lemma 3.1.7 in the second, and the
Bianchi identity (2.3.13) in the fourth. Since every symmetric invariant polynomial can
be written as the sum of symmetric invariant polynomial such that every variable occurs
exactly once in every term, we find that this identity holds for all symmetric invariant
polynomials. Hence we find d

dt
Pn(Ft) = dnP (τ,Ft, . . . ,Ft). Now, if we integrate this

from t = 0 to t = 1, we find dPn(F ′) − Pn(F) = dQ2n−1(A′,A), where we defined the
transgression Q2n−1(A′,A) as

Q2n−1(A′,A) = n
∫ 1

0
P (A′ −A,Ft, . . . ,Ft︸ ︷︷ ︸

n−1

)dt.

Now, if we once again add subscripts and write A = Ai and A′ = Ai, we see by (2.1.5)
that A′

i|x − Ai|x = τi|x = adgij(x)τj |x = adgij(x)(A′
j|x − Aj |x). Furthermore, we have

Fit|x = adij(x)Fjt|x by Proposition 2.2.7, and since P is invariant, we find that the
Q2n−1(A′

i,Ai) agree on overlaps Uij and so define a global function. So we find that
Pn(F ′)− Pn(F) is globally exact. Furthermore, by Theorem 2.4.26, we find that A′Φ|x −
AΦ|x = adφi(x)−1(A′|x − A|x) and Ft|x = adφi(x)−1Ft|x, so that we find once again by the
invariance of P that Q2n−1(A′,A) is gauge-invariant.

The Chern-Weil Theorem has some important implications. First, since Pn(F) is a closed
2n-form if Pn is an invariant polynomial, we see that Pn(F) is a represent of a (de Rham)
cohomology class [Pn(F)] ∈ H2n(M). Since Pn(F) differs from Pn(F ′) by an exact form
dQ2n−1(A′,A), we see for a manifold M without boundary by Stokes’ Theorem that

∫

M
Pn(F ′)−

∫

M
Pn(F) =

∫

M
dQ2n−1(A′,A) =

∫

∂M
Q2n−1(A′,A) = 0,

so ([Pn(F)],M) :=
∫
M Pn(F) is a quantity which does not depend on the choice of connection,

hence it is an invariant of the bundle. The Chern-Weil Theorem has another corollary: it allows
us to prove that Pn(F) is locally exact without referring to Poincaré’s Lemma.

Corollary 3.1.10. Let Pn be an invariant polynomial. Then locally on a patch U we have
Pn(F) = dQ2n−1(A, 0), where Q2n−1(A, 0) is called the Chern-Simons form of Pn(F). Notice
that dQ2n−1(A, 0) = n

∫ 1
0 P (A,Fn−1

t )dt with At = tA and Ft = dAt+At∧At = tdA+ t2A∧A.
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Proof. Since we work on a patch, the bundle π−1(U)(U,G) is trivial, and so we can define a flat
connection A′ on U . Since we always can find a gauge transformation Φ such that (A′)Φ = 0,
we may assume that A′ = 0. This implies that F ′ = 0 and from the Chern-Weil Theorem, we
find that on U that Pn(F) = Pn(F)− Pn(F ′) = dQ2n−1(A,A′) = dQ2n−1(A, 0).

Example 3.1.11. Let n(F) = 1
8π2 tr(F ∧ F). Then we have n(F) = P (F ,F) with P (A,B) =

1
8π2 tr(AB), so we find Chern-Simons form K(A, 0) of n(F) by

K(A, 0) = 2
∫ 1

0
P (A,Ft)dt

=
2

8π2

∫ 1

0
tr
(
A∧ (tdA+ t2A∧A)

)
dt

=
1

8π2
tr
(
A ∧ dA+

2

3
A ∧A ∧A

)

=
1

8π2
tr
(
A ∧F − 1

3
A ∧A ∧ A

)
,

using (2.2.11) in last equality.

3.2 Chern classes

Definition 3.2.1. Let E be a complex vector bundle (for instance the associated vector bundle
of a principal bundle) with k = dim G and let F be the curvature 2-form of a connection on
E. Then we define the total Chern class by

c(F) = det
(
I +

iF
2π

)
. (3.2.1)

Since F is a two-form, c(F) is a direct sum of forms of even degrees,

c(F) = 1 + c1(F) + c2(F) + . . . (3.2.2)

where ci(F) ∈ Ω2i(M, g) is called the ith Chern class .

Notice that if M is n-dimensional, we have ci(F) = 0 if 2i > n. It turns out that if we
diagonalize the curvature form F , it is more easy to compute the different Chern classes. In most
of the cases we shall take G = SU(n). In that case the generators of its Lie algebra su(n) are
chosen to be anti-Hermitian, so the Hermitian matrix iF/2π can be diagonalized by g ∈ SU(k)
and there are two-forms x1, . . . , xk such that g−1(iF/2π)g = A, where A = diag(x1, . . . , xk).
By the property of determinants det(XY ) = det(X) det(Y ), we see that c(F) is invariant, so
that we find c(I + iF/2π) = c(gg−1 + g(iF/2π)g−1) = c(I + A). Now, we have

det(I + A) = det
(
diag(1 + x1, . . . , 1 + xk)

)

=
k∏

i=1

(1 + xi)

= 1 +
k∑

i=1

xi +
∑

i<j

xixj + . . .+ x1x2 . . . xk

= 1 + trA+
1

2

(
(trA)2 − trA2

)
+ . . .+ detA.
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We see that each term is an invariant polynomal, so we find

c0(F) = 1

c1(F) =
i

2π
trF

c2(F) =
1

8π2

(
tr(F ∧ F)− trF ∧ trF

)

...

ck(F) =
(
i

2π

)k
detF .

Remark. Since these are all invariant polynomials, we find that the Chern numbers ci(E) :=
([ci(F)],M) =

∫
M ci(F) are independent of the connection. If it is clear which vector bundle

we work with, we write ci instead of ci(E).

The number n = 1
8π2

∫
tr(F∧F) is called the topological charge for reasons shown below. We

shall prove below that n ∈ Z if M = S4. Notice that since tr(A2) is an invariant polynomial,
we have that n is also independent of the choice of connection. Furthermore, notice that
c2 = n + 1

2
c1, so for bundles with zero first Chern number, we have c2 = n.

Lemma 3.2.2. Let E ⊕ E ′ be the Whitney sum of two vector bundles E and E ′ over M .
Let FE and FE′ be field-strengths of E respectively E ′. By (1.2.9) FE⊕E′ = FE ⊕ FE′ is a
field-strength on E ⊕E ′. Then we have

c(FE⊕E′) = c(FE) ∧ c(F ′
E).

Proof. Since we have

FE⊕E′ =

(
FE 0
0 FE′

)

we find

c(FE⊕E′) = det
(
I +

iFE⊕E′

2π

)

= det

(
I + iFE

2π
0

0 I + iFE′

2π

)

= det
(
I +

iFE

2π

)
∧ det

(
I +

iFE′

2π

)

= c(FE) ∧ c(FE′).

Corollary 3.2.3. Let E be a complex vector bundle over M with dimM = 4 and G = SU(n).
If E = E1 ⊕ . . .⊕ En with Ei vector bundles over M with fibre C2. Then we have

c2(E) =
n∑

i=1

c2(Ei).

Proof. Let F1, . . . , Fn be the field-strengths of E1, . . . , En and let F be the field-strength of
E. Thus we have F = F1 ⊕ . . . ⊕ Fn. Since dimM = 4, we have ck(F) = ck(Fi) = 0 for all
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i ∈ {1, . . . , n} and k > 2. Furthermore, we have c1(F) = c1(Fi) = 0, since field-strengths on E
and the Ei take values in su(n), which is traceless. Then by previous lemma, we find

1 + c2(F) = c(F)

= c(F1) ∧ . . . ∧ c(Fn)

=
(
1 + c2(F1)

)
∧ . . . ∧

(
1 + c2(Fn)

)

= 1 +
(
c2(F1) + . . .+ c2(Fn)

)
,

so we see that c2(F) = c2(F1) + . . .+ c2(Fn), from which the statement follows.

3.3 Instantons in Euclidean space

In this subsection we introduce the notion of an action, an object from which the equations
of motion can be derived. These equations are important, since they describe the dynamics of
the forces in gauge theories. We refer to A.4, where most of the notation used is introduced.
Before we make the first definition, we need the following lemma.

Lemma 3.3.1. The object tr(Fi ∧ ∗Fi) is globally defined and gauge invariant.

Proof. By the cyclic property of the trace, tr(Fi ∧ ∗Fi) is ad-invariant. Then by Proposition
2.2.7 we see that tr(Fi ∧ ∗Fi) = tr(Fj ∧ ∗Fj) on overlaps Uij . Similarly, by the cyclic property
of the trace and Theorem 2.4.26, it follows that tr(Fi ∧ ∗Fi) is gauge-invariant.

Since tr(Fi ∧ ∗Fi) is globally defined, we shall drop the subscript i. Now we are able to
define the action.

Definition 3.3.2. Let M be a four-dimensional Riemannian manifold. Then the Yang-Mills
action is defined by

SE [A] = −
∫

M
tr(F ∧ ∗F). (3.3.1)

Notice that since tr(F ∧ ∗F) is not obtained by an invariant symmetric polynomial, we
cannot conclude that the action is independent of the connection. This is what we want, since
we would like to put further constraints on the connection by the equations of motion we ontain
by minimalizing the action. We note that by Definition A.4.3 and the following remark we have

SE [A] = ‖F‖2 =
∫

M
|F|2dVol(g), (3.3.2)

where we chose the normalization factor λ = 1. If we write F = 1
2
Fµνdx

µ ∧ dxν , we find

SE[A] = −1

4

∫

M
tr(FµνFµν)dVol(g),

which will be recognized by physicists as the usual action for a gauge theory. We recall that
the Bianchi identity is given by DAF = 0. We can also state a similar identity for ∗F .

Definition 3.3.3. The equation

DA ∗ F = 0 (3.3.3)

is called the Yang-Mills equation. Its solutions A are called Yang-Mills connections .

We emphasize that the nature of the Bianchi-identity is geometrical, while the nature of the
Yang-Mills equation is dynamical. We write F [A] when we want to express the A-dependence
of F . Next proposition relates the Yang-Mills equation to the action.
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Proposition 3.3.4. The solutions A of the Yang-Mills equations on a coordinate neighborhood
U are precisely the minima of the Yang-Mills action.

Proof. Let α ∈ Ω1(U, g), then we find that A is a minimum of SE [A] = ‖F [A]‖2 if

d

dt
SE[A+ tα]

∣∣∣∣∣
t=0

= 0 (3.3.4)

for all α ∈ Ω1(U, g). We start by expressing F [A+ α] in terms of F [A] and α. Since we have
F [A] = dA+A∧A, we find

F [A+ tα] = d(A+ tα) + (A+ tα) ∧ (A+ tα)

= dA+ tdα +A ∧A+ tα ∧ A+ tA ∧ α + t2α ∧ α
= F [A] + tdα + tα ∧A+ tA ∧ α+ t2α ∧ α
= F [A] + tdα + t[A, α] + t2α ∧ α
= F [A] + tDAα + t2α ∧ α,

where [A, α] = A∧ α + α ∧ A by (A.1.2). Then we find

‖F [A+ tα]‖2 = (F [A] + tDAα + t2α ∧ α,F [A] + tDAα+ t2α ∧ α)
= ‖F [A]‖2 + 2t(F [A],DAα) + t3(α, α ∧ α) + t4(α ∧ α, α ∧ α),

so that
d

dt
‖F [A+ tα]‖2

∣∣∣∣∣
t=0

= 2(F [A],DAα). (3.3.5)

By taking the adjoint of DA we find by (3.3.4) that

(D∗
AF [A], α) = 0 (3.3.6)

for all α ∈ Ω1(U, g) if and only if D∗
AF [A] = 0. By Theorem A.4.11 we see that this is precisely

the case if A is a solution of the Yang-Mills equation DA ∗ F [A] = 0.

Only for G = U(1) are the Yang-Mills equations relatively easy to solve. For more compli-
cated groups, we obtain a non-linear second-order differential equation, for which it is nearly
impossible to give all possible solutions.

Definition 3.3.5. The absolute minima of the Yang-Mills action are called instantons .

It follows immediately from the definition that instantons are solutions of the Yang-Mills
equation. We shall see below that instantons are relatively easy to find. First consider a
coordinate neighborhood U . Then by Proposition A.4.8 the operator ∗∗ : Ω2(U, g) → Ω2(U, g)
equals the identity, since M is a four-dimensional manifold, so ∗ has eigenvalues ±1. Hence we
find that Ω2(U, g) can be split in an orthogonal decomposition of the eigenspaces of ∗:

Ω2(U, g) = Ω2
+(U, g)⊕ Ω2

−(U, g). (3.3.7)

Definition 3.3.6. A g-valued two-form α is called self-dual if α ∈ Ω2
+(U, g) and anti-self-

dual if α ∈ Ω2
−(U, g). Equivalently, we say that α is self-dual if ∗α = α and anti-self-dual if

∗α = −α. A connection is called (anti-)self-dual if its gauge field-strength is (anti-)self-al, that
is F satisfies the (anti-)self-duality equation (abbreviated as the (A)SD-equations)

F = ± ∗ F . (3.3.8)

We denote the space of self-dual connections with A + and the space of anti-self-dual connections
with A −.
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Let α ∈ Ω2(U, g). Then we define α± = 1
2
(α ± ∗α). So we have α± ∈ Ω2

±(U, g) and
α = α+ + α−. Since Ω2

+(U, g) and Ω2
−(U, g) are orthogonal, we have

α+ ∧ α− = α+ ∧ ∗ ∗ α− = −α+ ∧ ∗α− = −〈α+, α−〉dVol(g) = 0. (3.3.9)

Proposition 3.3.7. A connection A is an instanton if and only if its gauge field-strength F is
either self-dual or anti-self-dual. In other words, A is an instanton if and only if A ∈ A ±.

Proof. Given the gauge field strength F , we can split it into self-dual and anti-self-dual parts
F = F+ + F−. Since F+ ⊥ F−, we find

SE [A] =
∫

M
|F+|2dVol(g) +

∫

M
|F−|2dVol(g). (3.3.10)

We shall proof that 8π2n =
∫
M tr(F ∧F), the topological charge, is an lower bound for SE[A].

We find

8π2n =
∫

M
tr
(
(F+ + F−) ∧ (F+ + F−)

)

=
∫

M
tr(F+ ∧ F+) +

∫

M
tr(F+ ∧ F−) +

∫

M
tr(F− ∧ F+) +

∫

M
tr(F− ∧ F−)

=
∫

M
tr(F+ ∧ ∗ ∗ F+) +

∫

M
tr(F− ∧ ∗ ∗ F−)

=
∫

M
tr(F+ ∧ ∗F+)−

∫

M
tr(F− ∧ ∗F−)

=
∫

M
〈F+,F+〉dVol(g)−

∫

M
〈F−,F−〉dVol(g)

= −
∫

M
|F+|2dVol(g) +

∫

M
|F−|2dVol(g). (3.3.11)

Hence we see that
SE [A] ≥ 8π2|n|, (3.3.12)

with equality if and only if F+ or F− vanishes, that is if and only if F = ∓ ∗ F .

We could also give the ASD-equations in coordinates. Then the equation F+
A = 0 is equiv-

alent to

F12 + F34 = 0; (3.3.13)

F14 + F23 = 0; (3.3.14)

F13 + F42 = 0. (3.3.15)

or

[D1,D2] + [D3,D4] = 0; (3.3.16)

[D1,D4] + [D2,D3] = 0; (3.3.17)

[D1,D3] + [D4,D2] = 0. (3.3.18)

by Proposition 2.3.13, where we used the abbreviation Dµ instead of (DA)µ.
We remark that the (anti-)self-duality equation is of first order, and is therefore more easy

to solve than the Yang-Mills equation. We have seen that solutions of the first equation are also
solutions of the latter, but this also follows directly, since if F = ±∗F , we find DA∗F = ±DAF ,
which is always zero by the Bianchi identity.

Corollary 3.3.8. The action for an instanton equals SE[A] =
∫
M tr(F ∧ F) = 8π2n.
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If A is an instanton with gauge field-strength F , we often speak of the instanton number of
F instead of the topological charge of F . Notice that the matrices of su(n) are traceless, so for
G = SU(n), the first Chern number is zero and we find that n = c2. Next proposition shows
that instantons do not exist in electrodynamics, since its structure group U(1) is abelian.

Proposition 3.3.9. LetM be a four-dimensional base space of a principal bundle with abelian
structure group G. Then if F is (anti-)self-dual, we have F = 0.

Proof. Since G is an abelian group, we find that g is abelian, so commutators vanish and we
have F = dA by (2.2.9). Since we have d† = ∗d∗ by Theorem A.4.9, we find

‖F‖2 = (F ,F) = ±(∗F ,F) = ±(∗dA, dA)

= ±(∗d ∗ ∗A, dA) = ±(d† ∗ A, dA) = ±(∗A, d2A) = 0.

Proposition 3.3.10. Let P be a principal bundle. Then all instantons on P have the same
instanton number n.

Proof. Since n is obtained from the invariant polynomial n(F) = tr(F ∧ F), the statement
follows directly from Theorem 3.1.8.

Last proposition has a direct consequence that instantons cannot exist on trivial bundles.

Corollary 3.3.11. Let P = M × G be a trivial bundle with M four-dimensional. Then if F
is (anti-)self-dual, we have F = 0.

Proof. Since P is trivial, we can find a globally defined connection A with global defined gauge-
field strength F such that F = 0. Then we have n = 1

8π2

∫
M tr(F ∧ F) = 0. Then by previous

proposition we find for arbitrary (anti-)self-dual F that ‖F‖2 = SE [A] = 0, whence F = 0.

3.4 The Minkowski case

Since we do not live in an Euclidean space R4, but in Minkowski space R1,3, it is interesting to
investigate wether our concepts can be translated to latter space. In quantum field theory one
usually switches between Minkowski space with coordinates x0, x1, x2, x3 and Euclidean space
with coordinates x1, x2, x3, x4 by a Wick transformation x0 7→ ix4. So we can Wick transform
our concepts in Euclidean space to Minkowski space by sending x4 to −ix0. Hence we find that
dVol(g) = dx1∧dx2∧dx3∧dx4 in R4 transforms into idx0∧dx1∧dx2∧dx3 in R1,3 (notice that
moving dx0 to the left gives a change of sign). Let A be the gauge field and F the gauge-field
strength in Minkowski space. Then the Yang-Mills action SM [A] in Minkowski space picks up
an extra factor i compared with SE [A] and becomes

SM [A] = − i

4

∫

M
tr(FµνF

µν)dVol(g)

= −i
∫

M
tr(F ∧ ∗F ).

By using the same technics as in the proof of Proposition 3.3.4, we see that the solutions of the
Yang-Mills equation DA ∗ F = 0 are precisely the minima of SM . In contrary to the Euclidean
case, we see by Proposition A.4.8 that ∗∗ : Ω2(U, g) → Ω2(U, g) equals −Id. Thus we see that
∗ has eigenvalues ±i, whence the absolute minima of the Euclidean action satisfy ∗F = ±iF .
Therefore, instantons do not exist in Minkowski space, since the gauge field-strength F and its
dual ∗F are real objects.
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3.5 Classifying bundles over S4

Since R4 is not compact, it is possible that the integral in the action SE diverges. Therefore,
we shall only consider connections with finite action, that is connections for which the integral
in the action converges. We can accomplish this by restrict us to gauge field-strengths F which
vanish at infinity. In other words, we demand that F|x → 0 if |x| → ∞, or equivalently that
A|x → g−1dg if |x| → ∞ for some function g with values in G.

Since S4 minus a point and R
4 are conformally equivalent (just like the two-sphere minus

a point by stereographic projection is conformally equivalent to the plane), a connection for
which the action is finite defines an action on S4. Whence the Hodge star on two-forms is
conformally invariant (Proposition A.4.7), we find that an instanton on R4 defines an instanton
on S4. Hence we shall consider M = S4, the one-point compactification of R4, which is a much
nicer space to work with. We shall prove that if G is a simple Lie group containing SU(2) as a
subgroup, then two G-bundles over S4 with the same instanton number are equivalent.

First we state a theorem which proof can be found in [6] and which will need in order to
assure that all our analysis will not only be valid for G equal to SU(2), but also for Lie groups
G containing SU(2) as a subgroup.

Theorem 3.5.1 (R. Bott). Let G be a simple Lie group containing SU(2) as a subgroup. Then
every map S3 → G is homotopic to a map S3 → SU(2).

Convention. Unless otherwise stated, we shall from now on assume that G is a simple Lie
group containing SU(2) as a subgroup.

We can cover S4 by two charts UN and US, being the northern respectively the southern
hemisphere:

UN =
{
x ∈ S4 : |x| < 1

2
+ ǫ

}

US =
{
x ∈ S4 : |x| > 1

2
− ǫ

}

where ǫ > 0 is a small number. Since all the topological information about the bundle lies in
the transition maps, and we here only have one transition map gNS : UNS → G, we can classify
all principal bundles by classifying all maps UNS → G. Since UNS = UN ∩ US is homotopic to
S3, this means we can classify all principal bundles over S4 by classifying all maps g : S3 → G.
We will do this by assigning to these maps an integer, called the degree, which is introduced in
next definition.

Definition 3.5.2. Let f : Sn → Sn be a continuous map and let Hk(S
n) be the kth homology

group of Sn. Then the degree of f is defined as the integer k such that f∗ : Hn(S
n) → Hn(S

n)
satisfies f∗([x]) = k[x] for an arbitrary [x] ∈ Hn(S

n).

Notice that deg(f) does not depend on the choice of [x], for f∗ is continuous with a discrete
codomain, so it must be a constant function.

Theorem 3.5.3. Let f, g :M → N be homotopic to each other and let A be an abelian group.
Then we have f∗ = g∗ : Hk(M ;A) → Hk(N ;A) and f ∗ = g∗ : Hk(N ;A) → Hk(M ;A).

This result is proven in [7] as Theorem V.8.5. As a corollary, we find that deg(f) = deg(g)
if f, g : Sn → Sn are homotopic.

Proposition 3.5.4. We can classify all maps g : S3 → G up to homotopy by assigning to each
map g an integer n(g).
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Proof. By Bott’s theorem, we see that every map g : S3 → G is homotopic to a map ḡ : S3 →
SU(2). Since latter group is homeomorphic as topological space to S3, we can calculate the
degree of ḡ. Then n(g) is given by deg(ḡ). Whence homotopy is an equivalence relation, it
follows that n(g) does not depend on the choice of a representative of the homotopy class of
g.

Since it might be hard to find this ḡ homotopic to g, it is important that we find other ways
to calculate n(g).

Theorem 3.5.5. Let g : S3 → G be a map. Then the integer n(g) can be computed by the
following integral

n(g) =
1

24π2

∫

S3
tr(g−1dg ∧ g−1dg ∧ g−1dg). (3.5.1)

Before we can proof this theorem, we formulate de Rham’s Theorem, which is proven in [7]
as Theorem V.9.1.

Theorem 3.5.6 (de Rham). Let M be an n-manifold and let c, ω be representatives of a
homology class in Hk(M ;R) respectively a de Rham cohomology class in Hk

dR(M). Then the
pairing 〈[c], [ω]〉 :=

∫
c ω induces an isomorphism between the de Rham cohomology group

Hk
dR(M) and the singular cohomology group Hk(M ;R).

Proof of Theorem 3.5.5. Using Bott’s Theorem, let ḡ : S3 → SU(2) be the map homotopic to
g. From the theorem we find that if f : Sn → Sn is a map and ω is a volume form on Sn, we
have

∫
f∗[c] ω =

∫
[c] f

∗ω, hence

deg(f)
∫

Sn
ω = deg(f)〈Sn, ω〉 = 〈f∗Sn, ω〉 = 〈Sn, f ∗ω〉 =

∫

Sn
f ∗ω. (3.5.2)

On SU(2) the form tr(θ ∧ θ ∧ θ) is a volume form, and since S3 is homeomorphic to SU(2), we
find

n(g) = deg(ḡ)
∫

SU(2)
tr(θ ∧ θ ∧ θ) =

∫

S3
ḡ∗tr(θ ∧ θ ∧ θ) =

∫

S3
g∗tr(θ ∧ θ ∧ θ), (3.5.3)

where last equality follows by Theorem 3.5.3. Without proof we state that
∫
SU(2) tr(θ∧ θ∧ θ) =

24π2. By g∗θ = g−1dg we find

n(g) =
1

24π2

∫

S3
tr(g−1dg ∧ g−1dg ∧ g−1dg). (3.5.4)

We shall proceed by showing that −n(g) is exactly the topological charge of a gauge-field
strength F .

Theorem 3.5.7. Let F be a gauge-field strength on P (S4, G). Then the topological charge n
is an integer which equals −n(g), where g : UNS → G is the transition map and UN and US are
the two coordinate charts on S4 defined as above.

Proof. First notice that UN and US have opposite orientations, so that we have ∂UN = −∂US =
S3. Furthermore, we have AN = g−1ASg+ g

−1dg and FN = g−1FSg. If K is the Chern-Simons
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form of n(F) = 1
8π2 tr(F ∧ F), which is calculated in Example 3.1.11, we find

n =
∫

S4
n(F)

=
∫

UN

n(FN) +
∫

US

n(FS)

=
∫

UN

dK(AN , 0)−
∫

−US

dK(AS, 0)

=
∫

∂UN

K(AN , 0)−
∫

−∂US

K(AS, 0)

=
1

8π2

∫

S3
tr
(
FN ∧ AN − 1

3
A3
N − FS ∧ AS +

1

3
A3
S

)
,

where we used the notation βn = β ∧ β ∧ . . . ∧ β︸ ︷︷ ︸
n times

for g-valued forms. By (2.2.11) we find

tr(FN ∧AN) = tr
(
g−1FSg ∧ (g−1ASg + g−1dg)

)

= tr(FS ∧AS + g−1FS ∧ dg)

= tr(FS ∧AS + g−1dAS ∧ dg + g−1A2
S ∧ dg)

= tr
(
FS ∧ AS + d(g−1A ∧ dg)− d(g−1) ∧ AS ∧ dg + g−1A2

S ∧ dg
)

= tr
(
FS ∧ AS + d(g−1A ∧ dg) + g−1dgg−1 ∧AS ∧ dg + g−1A2

S ∧ dg
)
,

where we used (A.2.5) in the last equality and the fact that the trace is cyclic, tr(AB) =
tr(BA), in the second equality, which allowed us to eliminate some occurrences of g and g−1.
Furthermore, we have

1

3
tr(A3

N) =
1

3
tr
(
(g−1ASg + g−1dg)3

)

= tr
(
1

3
A3
S + g−1A2

S ∧ dg + g−1dg ∧ g−1AS ∧ dg +
1

3
(g−1dg)3

)
,

where the terms with a factor 3 are obtained by using (A.1.7). Then we find

n = − 1

8π2

∫

S3
tr
(
d(g−1AS ∧ dg) + (g−1dg)3

)

= − 1

8π2

∫

S3
tr(g−1dg ∧ g−1dg ∧ g−1dg)

= −n(g),

where we used that S3 is a manifold without boundary in the second equality.

Corollary 3.5.8. Let P (S4, G) and P ′(S4, G) be principal bundles and let A be an n-instanton
on P and A′ an n′-instanton on P ′ such that n 6= n′. Then P and P ′ are inequivalent principal
bundles.

3.6 BPST instantons

We shall now investigate solutions of the self-dual equations of topological charge −1 in the
Euclidean space R4 with structure group SU(2). The solution relies heavily on the properties of
the Pauli matrices σi. Furthermore, we shall use quaternions in order to describe the solutions.
This is not necessary, a description of the −1-instanton solutions without using quaternions can
be found [34] for example, but the use of quaternions will be helpful in the ADHM construction,
which we will discuss below.
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Lorentz generators

We start by defining the σµν-matrices, which are 2×2 representatives of the Lorentz generators
in Euclidian space.

Definition 3.6.1. σµν and σ̄µν are defined as follows:

σµν =
1

2
(σµσ

†
ν − σνσ

†
µ) (3.6.1)

σ̄µν =
1

2
(σ†

µσν − σ†
νσµ). (3.6.2)

where σi are the Pauli matrices and σ4 = iI. Pauli matrices are Hermitian; σ†
i = σi, while

σ4 is anti-Hermitian; σ†
4 = −σ4. Furthermore, the σ-matrices are unitary, σ†

µ = σ−1
µ , and

1

2
(σµσ

†
ν + σνσ

†
µ) = gµνI2, (3.6.3)

which can be derived from {σi, σj} = 2gijI2 and the anti-Hermiticity of σ4.

Proposition 3.6.2. We σµν is anti-self-dual, while σ̄µν is self-dual.

1

2
ǫµνρτσρτ = −σµν (3.6.4)

1

2
ǫµνρτ σ̄ρτ = σ̄µν . (3.6.5)

Notice that σµν is self-dual if we replace σ4 by σ0 and use the oriented basis {x0, x1, x2, x3}
instead of {x1, x2, x3, x4}. Similarly σ̄µν is anti-self-dual in that case. We shall use the basis
{x1, x2, x3, x4} from now on. Since −iσ1,−iσ2,−iσ3 form a basis of su(2), it is convenient to
assign a special symbol to these elements. Hence we define

τµ = −iσµ.

Notice that this means that τ4 = I2. We give are now ready to introduce quaternions.

Quaternions

Definition 3.6.3. The algebra of quaternions is defined as

H = {ix1 + jx2 + kx3 + x4 : x1, x2, x3, x4 ∈ R},

where i2 = j2 = k2 = ijk = −1. The set {±1,±i,±j,±k} form a group, called the quaternion
group. Notice that H is a 4-dimensional vector space over R. If x = x0 + ix1 + jx2 + kx3 ∈ H,
we define the quaternionic conjugate x̄ of x by

x̄ = −ix1 − jx2 − kx3 + x4.

We define the quaternionic imaginary part of x by

Im x = x− x4 = ix1 + jx2 + kx3.

We define the absolute value of a quarternion x by |x| =
√
xx̄.

Remarks.

1. Contrary to the definition for complex numbers we have Im x /∈ R .
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2. We can easily calculate the imaginary part by the identity Im x = 1
2
(x− x̄).

3. Conjugation for quaternions is an anti-involution: xy = ȳx̄.

By setting x2 = x3 = 0 we can identify C as a subalgebra of H. Moreover, we have a group
isomorphism induced by (i, j, k, 1) 7→ (−iσ1,−iσ2,−iσ3, I2) = (τ1, τ2, τ3, τ4), which allows us to
write

x = xµτµ.

In this notation we have x̄ = xµτ †µ. If we define complex coordinates z1, z2 by

z1 = x2 + ix1

z2 = x4 + ix3

we have

x =

(
z̄2 −z1
z̄1 z2

)
, x̄ =

(
z2 z1
−z̄1 z̄2

)
(3.6.6)

Remark. We see that 1 ∈ H corresponds with x = xµτµ with x1 = x2 = x3 = 0 and x4 = 1,
and with x = (z1, z2) ∈ C2 with z1 = 0 and z2 = 1. Especially the identification with the
element in C2 seems to be a little bit odd, but it turns out to be convenient.

Since {τ1, τ2, τ3} is the set of generators of su(2), we can identify latter Lie algebra with
pure imaginary quaternions with basis {i, j, k}. Hence we can write SU(2)-gauge potential as

A|x = Aµ(x)dx
µ,

with Aµ taking values in Im H.
It is convenient to rewrite the action as

SE [A] =
1

2

∫

M
|F|2dVol(g), (3.6.7)

where the factor 1
2
arises by choosing the normalization factor λ (defined in the remark below

Definition A.4.3) equal to 1
2
, so that we have |adxµ ∧dxν | = 1 with a = i, j, k. This means that

in case of F being (anti-)self-dual, we have

n =
1

4π2

∫

M
|F|2dVol(g). (3.6.8)

Definition 3.6.4. We define the quaternionic differential by

dx = idx1 + jdx2 + kdxk + dx4.

Its conjugate is defined by

dx̄ = −idx1 − jdx2 − kdxk + dx4.

We easily see that we can represent all SU(2)-gauge potential A|x by

A|x = Im(f(x)dx) =
1

2

(
f(x)dx− dx̄f(x)

)
, (3.6.9)
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where f : H → H is a function. Sometimes it is more convenient to represent A|x by

A|x = Im(f̃(x)dx̄) (3.6.10)

with f̃ : H → H. Both representations are equivalent, since f̃ = −f̄ gives the same gauge
potential. Now let us denote f(x)dx as aµdx

µ with aµ ∈ H. Thus for all µ we have aµ =
ia1µ + ja2µ + ka3µ + a4µ, and so Im aµ = aµ − a0µ. Then we find

Im(fdx) ∧ Im(fdx) = Im(aµ)Im(aν)dx
µ ∧ dxν

= (aµ − a4µ)(aν − a4ν)dx
µ ∧ dxν

= (aµaν − aµa
4
ν − a4µaν + a4µa

4
ν)dx

µ ∧ dxν

= aµaνdx
µ ∧ dxν ,

since a4µ ∈ R commutes with all other object, so −aµa4ν − a4µaν + a4µa
4
ν is antisymmetric in µ

and ν, so vanishes under contraction with dxµ ∧ dxν . On the other hand, we have

Im(fdx ∧ fdx) = Im(aµaν)dx
µ ∧ dxν

=
(
aµaν − (aµaν)

4
)
dxµ ∧ dxν

=
(
aµaν + a1µa

1
ν + a2µa

2
ν + a3µa

3
ν − a4µa

4
ν

)
dxµ ∧ dxν

= aµaνdx
µ ∧ dxν ,

since a1µa
1
ν + a2µa

2
ν + a3µa

3
ν − a4µa

4
ν is clearly symmetric in µ and ν. So we see that Im(fdx) ∧

Im(fdx) = Im(fdx ∧ fdx), whence by (2.2.11), the corresponding gauge-field strength F of A
is given by

F|x = Im
(
df(x) ∧ dx+ f(x)dx ∧ f(x)dx

)
. (3.6.11)

Proposition 3.6.5. The volume form dx ∧ dx̄ is anti-self-dual, while the form dx̄ ∧ dx is
self-dual. Both volume forms are purely imaginary.

Proof. We have dx∧ dx̄ = τµτ
†
νdx

µ ∧ dxν = −σµσ†
νdx

µ ∧ dxν . Since dxµ ∧ dxν is antisymmetric
in µ and ν, we may replace σµσ

†
ν by

1
2
(σµσ

†
ν−σνσ†

µ) = σµν which is anti-self-dual. We could also
give a proof by direct calculation, which yields an expression which is clearly purely imnaginary:

dx ∧ dx̄ = (idx1 + jdx2 + kdx3 + dx4) ∧ (−idx1 − jdx2 − kdx3 + dx4)

= 2(dx1 ∧ dx4 − dx2 ∧ dx3)i+ 2(dx2 ∧ dx4 − dx1 ∧ dx3)j + 2(dx3 ∧ dx4 − dx1 ∧ dx2)k.

Using (A.4.8), we see that every term is anti-self-dual, so the whole form is anti-self-dual.
Similarly, we find

dx̄ ∧ dx = (−idx1 − jdx2 − kdx3 + dx4) ∧ (idx1 + jdx2 + kdx3 + dx4)

= −2(dx1 ∧ dx4 + dx2 ∧ dx3)i− 2(dx2 ∧ dx4 + dx1 ∧ dx3)j − 2(dx3 ∧ dx4 + dx1 ∧ dx2)k,

which is clearly self-dual.

The (−1)-instanton

Proposition 3.6.6. The gauge field

A|x = Im

(
(x− b)dx̄

ρ2 + |x− b|2
)

(3.6.12)

with ρ2 ∈ R and b ∈ H is anti-self-dual.
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Proof. First we calculate the corresponding gauge field-strength:

F|x = Im

(
d(x− b) ∧ dx̄

ρ2 + |x− b|2 + (x− b)d

(
1

ρ2 + |x− b|2
)
∧ dx̄+

(x− b)dx̄ ∧ (x− b)dx̄

(ρ2 + |x− b|2)2
)

= Im

(
dx ∧ dx̄

ρ2 + |x− b|2 − (x− b)dx̄ ∧ (x− b)dx̄

(ρ2 + |x− b|2)2 − (x− b)(x̄− b̄)dx ∧ dx̄

(ρ2 + |x− b|2)2 +
(x− b)dx̄ ∧ (x− b)dx̄

(ρ2 + |x− b|2)2
)

= Im

(
(ρ2 + |x− b|2) dx ∧ dx̄

(ρ2 + |x− b|2)2 − |x− b|2dx ∧ dx̄

(ρ2 + |x− b|2)2
)

= Im

(
ρ2dx ∧ dx̄

(ρ2 + |x− b|2)2
)

=
ρ2dx ∧ dx̄

(ρ2 + |x− b|2)2 ,

where the last step follows from Proposition 3.6.5. By the same proposition, we see that A is
anti-self-dual.

By interchanging x and x̄ in (3.6.12), we see that the gauge potential

A = Im

(
(x̄− b̄)dx

ρ2 + |x− b|2
)

(3.6.13)

is self-dual, since its corresponding gauge field-strength is given by

F =
ρ2dx̄ ∧ dx

(ρ2 + |x− b|2)2 . (3.6.14)

Proposition 3.6.7. The instanton defined in (3.6.13) has instanton number n = 1.

Proof. We use the abbreviation dxµν for dxµ∧dxν , and the notation |α|2g = g(α, α) for ordinary
k-forms α. Then using (3.6.8) and the expression for dx̄∧dx we found in Proposition 3.6.5, we
find

|n| = 1

4π2

∫

R4
|F|2d4x

=
1

4π2

∫

R4

4ρ4

(ρ2 + |x− b|2)2
∣∣∣(dx14 + dx23)i+ (dx24 + dx13)j + (dx34 + dx12)k

∣∣∣
2
d4x

=
1

4π2

∫

R4

4ρ4

(ρ2 + |x− b|2)2
(
|dx14 + dx23)|2g + |dx24 + dx13)|2g + |dx34 + dx12|2g

)
d4x

=
1

4π2

∫

R4

24ρ4

(ρ2 + |x− b|2)2d
4x,

where we used that dx14 and dx23 are normalized basis vectors, which are perpendicular to
each other, so that we have |dx14 +dx23|2g = |dx14|2g + |dx23|2g = 2. Similarly the squared length
of the other self-dual 2-forms also equals 2. Now, by translation invariance of the integral, we
can replace |x− b| by |x, while using spherical polar coordinates gives

|n| = 6

π2
Vol(S3)

∫ ∞

0

r3dr

(1 + r2)4

=
1

2π2
Vol(S3)

= 1,

where we used that the volume of the unit sphere in R4 is 2π2.
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3.7 The moduli space

Convention. In this section we assume that M is a connected 4-manifold and G is a compact
connected matrix group with semisimple Lie algebra g.

We recall that we denote the space of connections with A , the space of irreducible con-
nections with Ao and the space of self-dual connections with A +. We denote the space of
irreducible self-dual connections Ao ∩ A + with A +

o . Furthermore, we have G̃ = G/Z(G). For
ω ∈ A +, we can identify TωA with Ω1(M, ad P ), since A is an affine space over Ω1(M, ad P ).

We define the moduli space to be the space of all self-dual connections up to gauge trans-
formation. That is

Definition 3.7.1. Let M = A +/G̃. Then M is called the moduli space of the bundle P (M,G).

The purpose of this paragraph is to determine the dimension of the moduli space. We will
do this by calculation the dimension of its tangent space TAM with A ∈ A +, so that we can
conclude that M must have the same dimension. This last step can be made only if M is
a finite dimensional manifold, a fact which we will not proof, but later on we will give the
required conditions instead.

Lemma 3.7.2. The Lie algebra G = TIdG of G is equal to Γ∞(M, ad P ) = Ω0(M, ad P ).

Proof. By the mapH defined in Theorem 2.4.15, we see that G can be identified with Γ∞(M,Ad P ).
Since the fibres of Ad P are equal to G, while the fibres of ad P are equal to g, we shall use the
notations π−1

Ad(x) = Gx and π
−1
ad (x) = gx. Then we have Ad P =

⋃
x∈M Gx and ad P =

⋃
x∈M gx.

We have by Theorem 1.5.6 that ([p, e]) is the identity of π−1
Ad(x) for all p ∈ π−1(x), so we find

gx = Te(Gx) = T[(p,e)](π
−1
Ad(x)) = V[(p,e)]Ad P,

where we used Proposition 2.1.2 in the last equality. By the second remark below Lemma
2.4.14, we have that [(si(x), e)] is the identity element e(x) of Γ∞(M,Ad P ) with si : Ui → P
the canonical section induced by the trivialization ψi. Since we have by definition of a section
that si(x) ∈ π−1(x), we find that V[(p,e)]Ad P = Ve(x)Ad P .

Now, let s ∈ Γ∞(M,Ad P ) be a section and let I me a small interval around 0 such that
γ : I → Γ∞(M,Ad P ) is a curve with γ(0) = s. In other words, we have γ′(0) ∈ TsΓ

∞(M,Ad P ).
Then, for all x ∈ M , γx(t) = γ(t)(x) is a curve in π−1

Ad(x). Hence γ′x(0) ∈ Tγx(0)(π
−1
Ad(x)) =

Ts(x)(π
−1(x)) = Vs(x)Ad P (again using Proposition 2.1.2).

Now if we take s(x) = e(x), we find γ′x(0) ∈ gx and so γ′(0) : M → ad P =
⋃
x∈M gx is a

section. Thus γ′(0) ∈ Γ∞(M, ad P ) if and only if γ′(0) ∈ TIdG, which proves the lemma.

Definition 3.7.3. We define the exponential map exp : G → G fibrewise, that is if Θ ∈ G

is described by local functions {θi : Ui → g} (not to be confused with the Maurer-Cartan
form), we define exp(tΘ) ∈ Γ∞(M,Ad P ) to be the function described by the family of local
functions {exp(tθi) : Ui → G}, where exp denotes the matrix exponent. We denote the element

H−1
(
exp(tΘ)

)
∈ G with Φt, where H is the isomorphism from Theorem 2.4.15.

Remarks.

1. Since we have exp(adCX) = AdC exp(X) for n × n-matrices X and C with the latter
invertible (see for instance Proposition 2.3 of [18] for a proof), we see that exp(tθi(x)) =
Adgij(x) exp(tθj(x)) if and only if θi(x) = adgij(x)θj(x), so Φt is well-defined.

2. Using the homomorphism Hi : G → C∞(Ui, G) defined in Proposition 2.4.12, we see by
Theorem 2.4.15 that Hi(Φt) = exp(tθi).
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Proposition 3.7.4. Let A = {Ai} ∈ A . Then im{DA : Ω0(M, ad P ) → Ω1(M, ad P )} equals
the tangent space TA(G · A) of the orbit of A under the action of the gauge group.

Proof. Let Θ ∈ G = Γ∞(M, ad P ) and let Φt = exp(tΘ). Then by Theorem 2.4.26 the gauge
transform of Ai is given by

Φt(Ai) = exp(−tθi)Ai exp(tθi) + exp(−tθi)d exp(tθi) ∈ Ω1(Ui, g). (3.7.1)

We have by definition that Φt(Ai) is a curve in G · A, while Φ0(Ai) = Ai. So we see that that
d
dt
Φt(Ai)

∣∣∣
t=0

∈ Tω(G · A). Since an explicit calculation gives

d

dt
Φt(Ai) =− exp(−tθi)θiAi exp(tθi) + exp(−tθi)Aiθi exp(tθi)

− θi exp(−tθi)d exp(tθi) + exp(−tθi)d
(
θi exp(tθi)

)

=exp(−tθi)
(
Aiθi − θiAi + dθ

)
exp(tθi)

=Φ−tDAi
θiΦt, (3.7.2)

where we used that exp(tθi) commutes with θi, since both are 0-forms and eA always commutes
with A for all n×n-matrices A. Furthermore, in the second equality we used Proposition A.2.2
in order to expand d

(
θi exp(tθi)

)
. If we evaluate this derivative in t = 0, we find

d

dt
Φt(Ai)

∣∣∣∣∣
t=0

= DAθi, (3.7.3)

we find that DAΘ ∈ TA(G · A).

By Proposition 2.5.17, we have G · A ≃ G̃ · A for irreducible connections A, hence we have
the following corollary:

Corollary 3.7.5. Let A ∈ Ao. Then im{DA : Ω0(M, ad P ) → Ω1(M, ad P )} equals TA(G̃ · A).

Definition 3.7.6. We define D−
A : Ω1(M, ad P ) → Ω2

−(M, ad P ), the space of anti-self-dual
forms, by D−

Aτ = (DAτ)
−, where τ ∈ Ω1(M, ad P ).

Lemma 3.7.7. Let A be a self-dual connection. Then we have D−
A ◦ DA = 0.

Proof. By definition of D−
A and (2.3.8) we find D−

A ◦ DA = F−
A = 0, since A is self-dual.

Proposition 3.7.8. Let A = {Ai} ∈ A +. Then a τ ∈ Ω1(M, ad P ) is tangent to A + if and
only if D−

Aτ = 0.

Proof. Define the curve At = A+tτ ∈ A , then by (3.1.6), we have Ft = F+tDAτ+t
2τ ∧τ and

we see that Ft is self-dual up to first order if and only if DAτ is self-dual, that is if D−
Aτ = 0.

So we see that At ∈ A + if and only D−
Aτ = 0 and since A0 = A and d

dt
At

∣∣∣
t=0

= τ , so we see

that τ ∈ TAA + if and only if D−
Aτ = 0.

We can summarize all our results in next theorem.

Theorem 3.7.9. Let A ∈ A +. Then the following diagram given by

0 > Ω0(M, ad P )
DA

> Ω1(M, ad P )
D−

A > Ω2
−(M, ad P ) > 0.

is a complex, called the deformation complex , with im{DA : Ω0(M, ad P ) → Ω1(M, ad P )} =
TA(G · A) and ker{D−

A : Ω1(M, ad P ) → Ω2(M, ad P )} = TAA +.
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Theorem 3.7.10. Let M = S4 and G = SU(2). Then all self-dual connections with nonzero
instanton number must be irreducible.

Proof (sketch). Let ω be a self-dual connection. Then if ω is reducible, the bundle over M
splits (Theorem 3.1 of [16]) and there must be a circle S1-subbundle over S4. Since S1-bundles
are classified by H3(S

1), which is zero, we find that these bundles must be trivial. So ω must
have zero instanton number.

We see that for S4 we have A + = A +
o . Hence we have following corollary:

Corollary 3.7.11. Let G = SU(2). Then the tangent space of the moduli space TAM is
isomorphic to the first twisted cohomology group H1

A.

Proof. Since M = A +
o /G̃ ≃ A +

o /G̃ · A, we have TAM ≃ TAA +
o /TA(G̃ · A) = kerD−

A/im DA,
which is the first cohomology group H1

A.

Lemma 3.7.12. Let G be a connected and compact matrix group with semisimple Lie algebra
g and let A be an irreducible connection. Then the zeroth twisted cohomology group H0

A

vanishes.

Proof. We have H0
A = kerDA, which is nonzero if and only if there is a Θ ∈ Ω0(M, ad P )

such that DAΘ = 0. Let Θ ∈ kerDA, then Θ defines a gauge transformation Φt = exp(tΘ),
which acts on A by (3.7.1). We see by (3.7.2) that Φt(A) must be independent of t, so we are
allowed to choose substitute t = 0 in the right-hand side of (3.7.1), whence we find Φt(A) = A,
and therefore Φt ∈ ΓA = {Φ ∈ G : Φ(A) = A}, the isotropy group of A, for all t. Since

Θ = d
dt
Φt
∣∣∣
t=0

and Φ0 = Id, we see that Θ ∈ Lie(ΓA), so we have proven that kerDA ⊂ Lie(ΓA).

By Proposition 2.5.16 we find that kerDA = Lie(Z(G)). From Paragraph 3.1 of [14], we find
that Lie(Z(G)) = Z(g) := {X ∈ g : [X, Y ] = 0 ∀Y ∈ g}, which is an abelian ideal of g. Since
g is semisimple, it follows that Z(g) and thus kerDA must be zero.

Lemma 3.7.13. On M = S4 we have H2
A = 0.

Proof (sketch). SinceH2
A = Ω2

−(M, ad P )/imD−
A , it is isomorphic to the subspace of Ω2

−(M, ad P )
orthogonal to the image of D−

A. But this is exactly the kernel of (D−
A)

∗. Since we have
ker(D−

A)
∗ ⊂ kerD−

A(D−
A)

∗, it is sufficient to show that the kernel of D−
A(D−

A)
∗ is zero. This

can be accomplished by showing that D−
A(D−

A)
∗ is a positive-definite operator. For the details

we refer to Appendix B of [4].

Now we are able to state following theorem. We refer to [2], [13] or [16] for a proof.

Theorem 3.7.14. Let M be a manifold with H2
A = 0. Then the moduli space M is a finite

dimensional smooth manifold.

Finally, we are able to state the following theorem:

Theorem 3.7.15. Let P be a SU(2)-bundle over S4. Then the dimension of the moduli space
M equals 8|n| − 3, where n is the instanton number.

Proof (sketch). Instead of the operators DA and D−
A , we consider the operator D−

A ⊕ D∗
A :

Ω1(M, ad P ) → Ω2
−(M, ad P )⊕Ω0(M, ad P ), which turns out to be an elliptic operator. Then

we have

Index(D−
A ⊕D∗

A) = dimker(D−
A ⊕D∗

A)− dim ker(D−
A ⊕D∗

A)
∗

= dimkerD−
A + dimkerD∗

A − dimker(D−
A)

∗ − dimkerDA

= − dimH2
A + dimH1

A − dimH0
A

= dimH1
A,
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where the third equality follows from the fact that H0
A = kerDA, H

1
A = kerD−

A/im DA =
kerD−

A/ ker(D−
A)

∗ and H2
A = ker(D−

A)
∗. Last equality follows from previous lemmas in this

section. Using the Atiyah-Singer Index Theorem, we find that the index of D−
A⊕D∗

A equals the
topological index, which is 8|n| − 3 for G = SU(2) (see Table 8.1 of [2]).
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4 The ADHM construction

In section 3.6 we found a 5-parameter solution with topological charge n = −1 for the anti-
self-duality equation. In previous section we found that the total number of (anti)-self-dual
solutions with topological charge n = n must be 8|n| − 3, so we see that for n = −1 we found
all solutions. In this section we will discuss the ADHM construction, which helps us finding all
|8|n− 3 solutions for arbitrary n.

4.1 Holomorphic vector bundles

Definition 4.1.1. Let E be a vector bundle over a complex manifold M . If the fibre V is a
complex vector space and the structure group G equals GL(n,C), we call E a complex vector
bundle. If π : E → M is holomorphic and E has a holomorphic structure E , i.e. one can
find biholomorphic trivializations ψi : Ui × V → π−1(Ui) for which the transition functions
gij : Ui ∩ Uj → GL(n,C) are holomorphic, we call E a holomorphic vector bundle.

Let E be a vector bundle with holomorphic structure E . In Appendix B, we introduced
complex and Hermitian manifolds, and the operators ∂ : Ωp,q(M) → Ωp+1,q(M), ∂̄ : Ωp,q(M) →
Ωp,q+1(M). Since the ordinary covariant derivative can be seen an extension of the exterior
derivative, it is interesting to see how we can extent ∂ and ∂̄ to operators acting on Ωp,q(M,E),
the space E-valued (p, q)-forms. Next proposition proves the existence of an operator ∂E which
is such an extension and which is compatible with the holomorphic structure E .

Proposition 4.1.2. Let E be a holomorphic vector bundle with holomorphic structure E . We
have linear operators ∂E : Ω0,q(M,E) → Ω0,q+1(M,E) and ∂̄E : Ωp,0(M,E) → Ωp+1,0(M,E)
uniquely determined by the properties

1. If f is a complex-valued function and s a vector-valued section, ∂E and ∂̄E satisfy the
Leibnitz rule:

∂E(fs) = (∂f)s+ f(∂Es)

∂̄E(fs) = (∂̄f)s+ f(∂̄Es).

2. ∂Es and ∂̄Es vanish on an open subset U ⊂ M if and only if s is anti-holomorphic
respectively holomorphic over U .

Proof. We only give the proof for ∂̄E , which we construct as follows. The second property
implies that ∂̄E is local, which allows us to work in a local holomorphic trivialization Ui, in
which sections s of E are represented by vector-valued functions si ∈ Ω0,q(Ui, V ) by Corollary
2.3.4. So we define ∂̄E by letting the ordinary ∂̄ operator act on the separate components. We
have to check that this is independent of the trivialization. By Proposition 1.5.10, we have
that two representations si and sj of a section s are related by a map gij into GL(n,C) such
that si = gijsj . Since E is a holomorphic vector bundle, gij is also holomorphic, so we have
∂̄(gij) = 0, whence

∂̄(si) = ∂̄(gijsj) = ∂̄(gij)sj + gij∂̄(sj) = gij∂̄(sj).

So we see that ∂̄(si) = gij∂̄(sj), hence ∂̄E is globally well-defined. The proof for ∂E goes in a
similar way.

Let E be a holomorphic vector bundle and A a connection on its associated principle
bundle. By the projection operators defined in Definition B.2.5, we can decompose the operator
dA : Ω0(M,E) → Ω1(M,E) into holomorphic and anti-holomorphic parts: dA = ∂A ⊕ ∂̄A, with
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∂A : Ω0(M,E) → Ω1,0(M,E) and ∂̄A : Ω0(M,E) → Ω0,1(M,E). One could ask what the
conditions are that ∂̄A is compatible with a holomorphic structure on E, that is that ∂̄A = ∂̄E .

We start by defining a so called partial connection on a complex vector bundle E over a
complex manifold M with fibre V , which is a an operator ∂̄α : Ω0(M,E) → Ω0,1(M,E) which
satisfies the Leibniz rule given in Proposition 4.1.2. Analogous to (2.3.10), we have that ∂̄α can
be expressed locally on a patch Ui as

(∂̄α)i = ∂̄ + αi, (4.1.1)

where αi ∈ Ω0,1(Ui, V ). Since partial connections satisfy only the first condition in Proposition
4.1.2, one could ask if it is possible to find another characterization of the second. This can
indeed be done by looking to ∂̄2α.

Theorem 4.1.3. Let ∂̄α be a partial connection on a complex vector bundle E over a complex
manifoldM . Then ∂̄α is compatible with some holomorphic structure on E if and only if ∂̄2α = 0.

The proof of this theorem can be found in section 2.2.2 of [13]. Note that if E is a vector
bundle with holomorphic structure E , we clearly have ∂̄2E = 0, which is consistent with the
theorem.

Corollary 4.1.4. Let E be a vector bundle with holomorphic structure E and let ∂̄A be the
partial connection corresponding to the connection A. Then ∂̄A is compatible with E if and
only if F0,2

A = 0, where FA = F2,0
A + F1,1

A + F0,2
A is decomposed into different (p, q)-forms.

Proof. This follows directly from the fact that ∂̄2A = F0,2
A .

Furthermore, we can specify the conditions for a partial connection to be induced from a
connection. Before doing so, we introduce the concept of a Hermitian metric on a vector bundle.

Definition 4.1.5. Let E be a complex vector bundle over M with fibre V . Then a map
hx : π−1(x) × π−1(x) → C which depends smoothly on x ∈ M is called a Hermitian inner
product on the fibres if it satisfies

1. hx(u, av + bw) = ahx(u, v) + bhx(u, w) for all u, v, w ∈ π−1(x) and a, b ∈ C;

2. hx(u, v) = hx(v, u) for all u, v ∈ π−1(x);

3. hx(u, v) ≥ 0 for all u, v ∈ π−1(x) and hx(u, u) = 0 if and only if u = 0.

Definition 4.1.6. A complex vector bundle with a Hermitian inner product on the fibres is
called a Hermitian vector bundle. A connection on the associated fibre bundle P of a Hermitian
vector bundle E with Hermitian inner product (·, ·) is called Hermitian if it is compatible with
the Hermitian inner product:

d(α1, α2) = (dAα1, α2) + (α1, dAα2),

where α1, α2 ∈ Ω1(M,E).

Lemma 4.1.7. Let A be a Hermitian connection. Then both A and FA are skew-Hermitian.

By the lemma we can prove that all partial connections come from a Hermitian connection.

Proposition 4.1.8. Let E be a Hermitian vector bundle overM , then for all partial connections
∂̄α on E, there is a unique Hermitian connection A such that ∂̄A = ∂̄α.
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Proof. We work in a local unitary trivialization, so that we have ∂̄α = ∂̄+α with α a (0,1)-form.
Since previous lemma requires that we must have A = −A∗, we have to choose A = α − α∗.
Hence we see that the (0,1)-component ∂̄A of dA = d +A is exactly ∂̄α.

The fact that also FA is skew-Hermitian leads to next proposition.

Proposition 4.1.9. Let A be a Hermitian connection on a Hermitian vector bundle over M .
Then A is compatible with a holomorphic structure if and only if it has a field strength FA of
type (1,1). In his case the connection is uniquely determined by the metric and the holomorphic
structure.

Proof. Since the field strength F can be split into F2,0
A +F1,1

A +F0,2
A , and Hermitian connections

have skew-Hermitian field strengths, we must have F0,2
A = −(F2,0

A )∗. By Corollary 4.1.4 we find
that A is compatible with a holomorphic structure if and only if F0,2 = 0, so also F2,0

A vanishes
in that case, whence FA = F1,1

A .

In Appendix B we introduced the Kähler form ω (not to be confused with the connection
one-form), which is has bidegree (1,1). Hence if E is a Hermitian vector bundle over M we can
decompose Ω1,1(M,E) = Ω1,1

0 ⊕Ω0(M,E) ·ω, where Ω1,1
0 (M,E) is the space of forms pointwise

orthogonal ω.

Lemma 4.1.10. The complexified self-dual forms over a complex manifold M of complex
dimension 2 are given by

Ω+(M,E)C = Ω2,0(M,E)⊕ Ω0(M,E) · ω ⊕ Ω0,2(M,E)

and the complexified anti-self-dual forms are

Ω−(M,E)C = Ω1,1
0 (M,E).

Proof. Since dimCM = 2, we use the model space V = C2 and endow M with complex
coordinates z1 = ix1 + x2 and z2 = ix3 + x4. Then Ω2,0(M,E) is spanned by

dz1 ∧ dz2 = −dx1 ∧ dx3 + dx2 ∧ dx4 + i(dx2 ∧ dx3 + dx1 ∧ dx4).

Similarly Ω0,2(M,E) is spanned by

dz̄1 ∧ dz̄2 = −dx1 ∧ dx3 + dx2 ∧ dx4 − i(dx2 ∧ dx3 + dx1 ∧ dx4),

while we have on C2 that g12̄ = g21̄ = 0 and g11̄ = g22̄ = 1 so that by (B.3.1) we find

ω = idz1 ∧ dz̄1 + idz2 ∧ dz̄2 = −2(dx1 ∧ dx2 + dx3 ∧ dx4).

Now by (A.4.8), we have

∗dx1 ∧ dx3 = −dx2 ∧ dx4;

∗dx1 ∧ dx4 = dx2 ∧ dx3;

∗dx1 ∧ dx2 = dx3 ∧ dx4.

Since ∗2 = 1, we can move the star operator to the right-hand sides, so we see that Ω2,0(M,E),
Ω0,2(M,E) and Ω0(M,E) · ω span all self-dual forms. Since latter three spaces together with
Ω1,1

0 (M,E) form a decomposition of Ω2(M,E)C, while Ω+(M,E) ⊕ Ω−(M,E) is another de-
composition, we find that Ω−(M,E) must be equal to Ω1,1

0 (M,E).

We are now able to describe anti-self-dual connections in terms of holomorphic vector bun-
dles.
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Theorem 4.1.11. Let A be an anti-self-dual connection on a complex vector bundle E over
the Hermitian manifold M . Then the operator ∂̄A defines a holomorphic structure on E. If
E is a holomorphic structure on E and A is a compatible unitary connection, then A is anti-
self-dual if and only if the component of the field strength FA along the Kähler form ω is zero:
(FA, ω) = 0.

Proof. Assume that A is anti-self dual, so by previous lemma FA ∈ Ω1,1
0 (M,E). Thus F0,2

A = 0
and by Proposition 4.1.9 it follows that A is compatible with some holomorphic structure
on E. For the second statement, let A be a unitary connection compatible with a holomor-
phic structure E on E. Then again by Proposition 4.1.9 we have that FA ∈ Ω1,1(M,E) =
Ω1,1

0 (M,E)⊕ Ω0(M,E) · ω. Then FA is anti-self-dual if and only if FA ∈ Ω1,1
0 (M,E), which is

exactly the case if and only if (FA, ω) = 0.

Remark. If we restrict ourselves to M = C2, we find by

FA =
1

2
(F12dx

12 + F13dx
13 + F14dx

14 + F23dx
23 + F24dx

24 + F34dx
34),

with dxµν = dxµ ∧ dxν , and ω = −2(dx12 + dx34), which we found above, that the condition
(FA, ω) = 0 is equivalent with the ASD equation (3.3.13). Furthermore, we easily see from
the fact that Ω0,2(M,E) is spanned by −dx1 ∧ dx3 + dx2 ∧ dx4 − i(dx2 ∧ dx3 + dx1 ∧ dx4)
that F0,2

A = 0 is equivalent with the other two ASD equations (3.3.14) and (3.3.15). So latter
two equations are equivalent with the condition that dA is compatible with the holomorphic
structure.

4.2 Connections and projections

Let M be a smooth manifold and K and L complex vector spaces. Then a smooth map
R :M → Hom(K,L) is actually a family of linear maps Rx, and so R is a bundle map

R : K → L,

where V denotes the trivial vector bundle over M with fibre V . Assume that M is a complex
manifold and that we have complex vector spaces K0, K1 and K2 and holomorphic bundle maps

K0
α
> K1

β
> K2,

such that β ◦ α = 0. In other words, we have a family of complexes

K0
αx
> K1

βx
> K2,

where αx and βx vary holomorphic with x. If α is injective and β surjective, we can define a
vector bundle E with fibres Ex = ker βx/im αx.

Proposition 4.2.1. Let E be the vector bundle defined as above. Then we can find a holo-
morphic structure E on E.

Proof. We can accomplish the proof by showing that all local sections s : U ⊂ M → E lift to
a smooth section s′ : U → ker β.

ker β

U
s
>

s′
>

E
∨

= ker β/im α
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Fix an x0 ∈ M and choose a k1 ∈ ker βx0 . Let P : K2 → K1 be a right inverse for βx0
(which exists, since β is assumed to be surjective), then we shall prove that it is possible to find
a holomorphic section of ker β of the form s′(x) = k1 + j(x), where j(x0) = 0. Let η :M → K2

be given by ηx = βx − βx0 , so that

βx = βx0 + ηx. (4.2.1)

Then s′(x) ∈ ker βx if

(1 + Pηx)jx = −Pηx(k1), (4.2.2)

since if we let βx0 act on both sides, we obtain βx0jx+ ηxjx = −ηx(k1). Then since k1 ∈ ker βx0,
we can subtract βx0k1 from the right-hand side, whence we have βxjx = −βxk1 using (4.2.1).
But this is exactly βxs

′(x) = 0. If we choose U small enough, then Pηx is small, whence we can
invert 1+Pηx. Hence we can find a unique solution jx to (4.2.2), which varies holomorphically
with x, since ηx depends holomorphically on x. Using this method, we can find a set of local
holomorphic sections of E, forming a basis for the fibres near x.

If we assume that the vector space Ki have Hermitian metrics, then the fibres Ex can be
identified with the orthogonal complement of im αx ⊂ ker βx, that is Ex = (im αx)

⊥ ∩ ker βx.
Now, we introduce the bundle map R : K1 → K2 ×K0 given by

Rx = (βx, α
†
x) =

(
βx
α†
x

)
, (4.2.3)

where Rx acts on k ∈ K1 by Rxk = (βxk, α
†
xk). We clearly have kerRx = kerα†

x ∩ ker βx =
(im αx)

⊥ ∩ ker βx = Ex.

Proposition 4.2.2. The orthogonal projections Pα and Pβ of K1 on kerα†
x = (im α)⊥ respec-

tively ker βx are given by

P α
x = 1− αx(α

†
xαx)

−1α†
x;

P β
x = 1− β†

x(βxβ
†
x)

−1βx.

The orthogonal projection Px : K1 → Ex is given by

Px = 1− β†
x(βxβ

†
x)

−1βx + αx(α
†
xαx)

−1α†
x

Proof. It is clear that im P α
x = kerα†

x, since α
†
xP

α
x = 0. Furthermore, P α

x is clearly Hermitian,
and since

(P α
x )

2 = (1− αx(α
†
xαx)

−1α†
x)

2

= 1− 2αx(α
†
xαx)

−1α†
x + αx(α

†
xαx)

−1α†
xαx(α

†
xαx)

−1α†
x

= 1− 2αx(α
†
xαx)

−1α†
x + αx(α

†
xαx)

−1α†
x

= P α
x .

In a similar way we find that P β
x is an orthogonal projection. Since βxαx = 0, we have

P β
x P

α
x = (1− β†

x(βxβ
†
x)

−1βx)(1− αx(α
†
xαx)

−1α†
x)

= 1− β†
x(βxβ

†
x)

−1βx − αx(α
†
xαx)

−1α†
x + β†

x(βxβ
†
x)

−1βxαx(α
†
xαx)

−1α†
x

= Px,

and similarly we find Px = P α
x P

β
x , since α

†
xβ

†
x = (βxαx)

† = 0. So we found that P α
x and P β

x

commute, whence P 2
x = P α

x P
β
x P

α
x P

β
x = P α

x P
α
x P

β
x P

β
x = P α

x P
β
x = Px, so Px is an idempotent.

Furthermore, Px is clearly Hermitian, so it is an orthogonal projection. From the way we can
express Px = P α

x P
β
x it is clear that Px maps K1 onto Ex = kerα†

x ∩ ker βx.
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Now we have found a bundle projection P : K1 → E and given the flat product connection
d on K1, we can define an induced connection A on E by defining the covariant derivative dA

by

dAf = Pdf, (4.2.4)

where f : U ⊂M → E a section.

Lemma 4.2.3. The unitary connection A is compatible with the holomorphic structure E .
Proof. We first remark that α depends holomorphically on x, so ∂̄α = 0. Furthermore, the k
are holomorphic coordinates so we find

∂̄P α(k) = −α∂̄(α†α)−1α−1k,

thus we have ∂̄P α ∈ im α, and so P α∂̄P α = 0.
Now, let s′ be a holomorphic section of ker β. Then we can associate the section s′′ of E by

the projection s′′ = P α(s′) ∈ (im α)⊥, so that we find

P α(∂̄s′′) = P α
(
∂̄(P α(s′)

)
= P α

(
(∂̄P α)s′ + ∂̄s′

)
= P α∂̄P αs′ = 0.

Since P βP α∂̄ = ∂̄A on E, we see that ∂̄A annihilates holomorphic sections on E, whence dA is
compatible with the holomorphic structure.

4.3 The ADHM construction

Before we introduce the ADHM construction, we give a motivation for the equations we shall
introduce. Recall that the ASD-equation is equivalent to equations (3.3.16)-(3.3.18). If we
restrict us to the Euclidean space M = R4 and assume we have a Hermitian metric, we can
introduce complex coordinates z1 = x2 + ix1, z2 = x4 + ix3, but we could also express DA in
these complex coordinates. So we introduce the operators D1, D2 defined by

D1 =
1

2
(D2 − iD1)

D2 =
1

2
(D4 − iD3),

where we once again used the notation Dµ instead of (DA)µ. Since the metric on M ≃ C2 is
Hermitian, D1, D2 are skew-Hermitian if we demand that the connection is Hermitian. Thus
we have D†

1 =
1
2
(−D2 − iD1) and D

†
2 =

1
2
(−D4 − iD3). Then we find

4[D1, D2] = [D2 − iD1,D4 − iD3]

= −[D1,D3] + [D2,D4]− i
(
[D1,D4] + [D2,D3]

)
,

so we see that [D1, D2] = 0 is equivalent to equations (3.3.17) and (3.3.18). Furthermore, we
have

4[D1, D
†
1] = [D2 − iD1,−D2 − iD1]

= i[D1,D2]− i[D2,D1]

= 2i[D1D2].

Similarly, we find 4[D2, D
†
2] = 2i[D3,D4], hence we see that (3.3.16) is equivalent to [D1, D

†
1] +

[D2, D
†
2] = 0. Summarizing, the ASD-equations are equivalent to

[D1, D2] = 0

[D1, D
†
1] + [D2, D

†
2] = 0.
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By the remark below Theorem 4.1.11, we see that the second equation is equivalent with the
condition (FA, ω) = 0, while the first equation is equivalent with the condition that the con-
nection is compatible with the holomorphic structure. This is not surprising, since [D1, D2] = 0
corresponds with the fact that the (2, 0)-part of FA vanishes, thus F2,0

A = 0, which is exactly
the condition that the connection is compatible.

Now, the idea of the ADHM construction is that we take the Fourier transforms Bi, which are
matrices, of Di and solve the equations above in the Fourier-transformed space. Furthermore,
we have to add source terms depending on k ∈ Z in order to get instantons with instanton
number k. So we get equations of the form

[B1, B2] = S1

[B1, B
†
1] + [B2, B

†
2] = S2.

We remark that if this method works, then something remarkable has been achieved. In that
case, we started with the ASD equation, which is a non-linear partial differential equation, and
ended up with a set of quadratic equations whose solutions are relatively easy to find and are
in 1-1 correspondence with solutions of the ASD equations.

We are now ready to give a precise formulation of the ADHM construction. First we define
a certain sysem of data indexed by an integer k.

Definition 4.3.1. Let U be a four-dimensional space with a complex structure, so that we have
the coordinates (z1, z2) on U . We shall refer to the following spaces and maps as an ADHM
system:

1. Complex vector spaces V and W of dimension k and n respectively.

2. Complex k× k matrices B1, B2, a complex k×n matrix I and a complex n× k matrix J .

A system of ADHM data is a system (U, V,W,B1, B2, I, J) that satisfies the following two
conditions:

1. B1, B2, I, J satisfy the ADHM equations

[B1, B2] + IJ = 0 (4.3.1)

[B1, B
†
1] + [B2, B

†
2] + II† − J†J = 0. (4.3.2)

2. For all (x, y) 6= (0, 0) ∈ U2 with x = (z1, z2), y = (w1, w2), the map α(x,y) : V →W⊕V ⊗U

α(x,y) =




w2J − w1I
†

−w2B1 − w1B
†
2 − z1

w2B2 − w1B
†
1 + z2


 (4.3.3)

is injective, while β(x,y) : W ⊕ V ⊗ U → V given by

β(x,y) =
(
w2I + w1J

† w2B2 − w1B
†
1 + z2 w2B1 + w1B

†
2 + z1

)
, (4.3.4)

is surjective. Note that we implicitly multiplied z1 and z2 by the k × k identity matrix.
This condition is called the non-degeneracy condition and implies that the 2k × (n+ 2k)
matrix

R(x,y) =

(
β(x,y)
α†
(x,y)

)
: W ⊕ V ⊗ U → V × V

is surjective.
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Lemma 4.3.2. Let g ∈ U(k), h ∈ SU(n) act on (B1, B2, I, J) by

(B1, B2, I, J) 7→ (gB1g
−1, gB2g

−1, gIh−1, hJg−1).

Then if B1, B2, I, J satisfy the ADHM equation, so do the transformed matrices under these
transformations.

Proof. Trivial.

The ADHM complex

At first sight it might not be not clear how one could construct instantons from ADHM data.
However, it turns out that α and β define a complex, and so we can define by the methods of
section 4.2 a vector bundle and a connection which turns out to be anti-self-dual.

Proposition 4.3.3. Let α(x,y) and β(x,y) be defined by (4.3.3) respectively (4.3.4). Then the
diagram

V
α(x,y)

> V ⊗ U ⊕W
β(x,y)

> V,

is a complex for all (x, y) 6= (0, 0) if and only if (B1, B2, I, J) satisfying the ADHM equations,.

Proof. The diagram is a complex if βα = 0. So let us calculate βα. This is

βα =
(
w2I + w1J

† w2B2 − w1B
†
1 + z2 w2B1 + w1B

†
2 + z1

)



w2J − w1I
†

−w2B1 − w1B
†
2 − z1

w2B2 − w1B
†
1 + z2




= (w2I + w1J
†)(w2J − w1I

†) + (w2B2 − w1B
†
1 + z2)(−w2B1 − w1B

†
2 − z1)

+ (w2B1 + w1B
†
2 + z1)(w2B2 − w1B

†
1 + z2)

= (w2
2IJ + w1w2J

+J − w1w2II† − w2
1J

†I†) + (−w2
2B2B1 − w1w2B2B

†
2 − w2z1B2

+ w1w2B
†
1B1 + w2

1B
†
1B

†
2 + w1z1B

†
1 − z2w2B1 − z2w1B

†
2 − z1z2) + (w2

2B1B2 − w1w2B1B
†
1

+ z2w2B1 + w1w2B
†
2B2 − w2

1B
†
2B

†
1 + z2w1B

†
2 + z1w2B2 − z1w1B

†
1 + z1z2)

= w2
2(IJ +B1B2 − B2B1) + w2

1(−J†I† − B†
2B

†
1 +B†

1B
†
2)

− w1w2(II
† − J†J +B1B

†
1 − B†

1B1 +B2B
†
2 − B†

2B2)

= w2
2([B1, B2] + IJ)− w2

1([B1, B2] + IJ)† − w1w2([B1, B
†
1] + [B2, B

†
2] + II† − J†J).

So we see that βα = 0 if and only if the ADHM equations (4.3.1) and (4.3.2) hold for
(B1, B2, I, J).

Convention. If we choose y = 1 (which is (w1, w2) = (0, 1)), we write x instead of (x, 1). So
β(x,1) is denoted by βx, etcetera.

If U, V,W have Hermitian product, we can assign a connection A to the ADHM data U, V,W
by constructing the fibre bundle E with fibres Ex = kerRx. The connection A is then given by
(4.2.4). We can now state the following important theorem:

Theorem 4.3.4. We have a one-to-one correspondence between the equivalence classes of
ADHM data under the action of the groups U(k) and SU(n), and gauge equivalent classes of
anti-self-dual SU(n)-connections A with instanton number −k.
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A complete proof of this theorem is given in Chapter 3 of [13]. We shall only prove one
direction, namely that the ADHM data define an SU(n)-instanton with instanton number −k.

We start by showing that the instanton number of the bundle E equals −k. First we
introduce the adjoint of R(x,y), which we denote by ∆(x,y), since it is a Dirac-like operator. We
refer to section 3.1.1 of [13] for the mathematical details of the Dirac operator. So ∆(x,y) is an
(n + 2k)× 2k operator given by

∆(x,y) =
(
β†
(x,y) α(x,y)

)
.

Then we have

∆(x,y) =




w̄2I
† + w̄1J w2J − w1I

†

w̄2B
†
2 − w̄1B1 + z̄2 −w2B1 − w1B

†
2 − z1

w̄2B
†
1 + w̄1B2 + z̄1 w2B2 − w1B

†
1 + z2


 .

The matrix ∆x could be seen as a Fourier transform of an ordinary Dirac operator. If we define

a =




I† J

B†
2 −B1

B†
1 B2


 , b =




0 0
Ik 0
0 Ik


 (4.3.5)

and let x = (z1, z2), y = (w1, w2) be quaternions defined by (3.6.6), we have

∆(x,y) = ay + bx (4.3.6)

if we implicitly identify x with x⊗ Ik and similar for y. So for instance we have

bx = b(x⊗ Ik) =




0 0
Ik 0
0 Ik



(
z̄2Ik −z1Ik
z̄1Ik z2Ik

)
=




0 0
z̄2 −z1
z̄1 z2


 ,

where zi, z̄i are implicitly multiplied with Ik in last matrix.

Lemma 4.3.5. We have E(x,y) = E(xq,yq), where q is a non-zero quaternion defined by

q =

(
q̄2 −q1
q̄1 q2

)

with q1, q2 ∈ C.

Proof. Recall that we have E(x,y) = kerR(x,y). Let us examine what R(xq,yq) looks like.

R(xq,yq) = ∆†
(xq,yq)

= (ayq + bxq)†

= q̄(ay + bx)†

= q̄R(x,y),

from which it is clear that that kerR(xq,yq) = kerR(x,y) = E(x,y).

We see that we can consider (x, y) homogeneous coordinates, which makes E a bundle over
P1(H) = S4. We are now able to prove that A on E must have instanton number −k

Proposition 4.3.6. The bundle E over S4 has topological charge −k.
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Proof. We have K1 = V ⊗ U ⊕W = C
n+2k. Then we have E = kerR, while the rows of R(x,y)

span by the non-degeneracy condition a subspace of Cn+2k of complex dimension 2k, which is
complementary to E(x,y). Notice that this subspace only depends on the ratio xy−1, that is on

the point of S4. Hence we see that the complement of E in C
n+2k is given by k quaternionic

line bundles. Since the one-dimensional quaternionic subspace Lx,y = {(xq, yq) : q ∈ H} ⊂ H2

can be associated to vx,y = (x, y) ∈ H2, and Lx,y corresponds to a point in P1(H), we see that
each line bundle can be identified with Σ, which is the bundle over P1(H) defined by

Σ = {(L, v) ∈ P1(H)×H
2 : v ∈ L}

πΣ : Σ → P1(H),
(
L, v

)
7→ L.

Note that π−1(L) = {(L′, v) : πΣ((L
′, v)) = L} =

{
(L′, v) : v ∈ L = L′} ≃ {v ∈ L} = H,

so Σ is indeed a line bundle, which is called the quaternionic tautological line bundle. Hence
C
n+2k = E ⊕ Σ⊕k and since the left-hand side is trivial, we have

0 = c2(C
n+2k) = c2(E) + kc2(Σ) (4.3.7)

by Corollary 3.2.3. So we can calculate c2(E) if we know what c2(Σ) is. Now, just like the
first Chern number of the complex tautological bundle is 1 (see for instance page 309 of [23]),
the second Chern number of the quaternionic tautological bundle is 1 (that in the quaternionic
case it is the second Chern class which is 1, and not the first Chern class, has to do with the
fact that the dimension of H is twice the dimension of C).

If we choose y = 1, which is (y1, y2) = (0, 1), we obtain a subbundle over R4. As mentioned
before, we shall use the notation x instead of (x, 1). Then we have

∆†
x = a† + x̄b† =

(
I B2 + z2 B1 + z1
J† −B†

1 − z̄1 B†
2 + z̄2

)
, (4.3.8)

with

x̄b† = (x̄⊗ Ik)b
†

Note that we have

∆†
x =

(
βx
α†
x

)
,

so ∆x is of maximum rank by the non-degeneracy condition for αx and βx. Furthermore, we
remark that be can write

∆x = a + bx = a+ bτµx
µ. (4.3.9)

We shall see that we can obtain SU(n) instantons with instanton number −k by looking at
solutions Ψ of the equations

∆†
xΨ = 0 (4.3.10)

The reason why we use the notation ∆†
xΨ = 0 instead of RxΨ = 0 is to emphasize that the

Ψ can be seen as solutions of the Dirac equation. We can give an orthonormal basis of the
nullspace of ∆†

x and construct a matrix M whose columns are exactly the basis vectors of the
null space. Hence we have

∆†
xM = 0 (4.3.11)

M †M = 1. (4.3.12)
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The second equation is the orthonormalization condition. A simple calculation gives

∆†
x∆x =

(
p q
r s

)

with

p = βxβ
†
x = II† +B1B

†
1 +B2B

†
2 +B1z̄1 +B2z̄2 +B†

1z1 +B†
2z2 + |z1|2 + |z2|2

q = IJ + [B1, B2]

r = J†I† + [B†
2, B

†
1]

s = α†
xαx = J†J +B†

1B1 +B†
2B2 +B1z̄1 +B2z̄2 +B†

1z1 +B†
2z2 + |z1|2 + |z2|2.

The first ADHM equation (4.3.1) implies that q = 0. Since r = q†, we also find that r = 0.
Clearly p and s are Hermitian k × k matrices. By adding the second ADHM equation (4.3.2)
to s, we see that s = p. It is conventional to write p = s = f−1, so that we have

∆†
x∆x =

(
f−1 0
0 f−1

)
.

Note that since ∆x is of maximum rank, f must be of maximum rank. Furthermore, if we
identify f with

I2 ⊗ f =

(
f 0
0 f

)
,

we have ∆†
x∆x = f−1. If we use a similar identification, we can define the projection operator

Q by

Qx = ∆xf∆
†
x. (4.3.13)

This is indeed an orthogonal projection, since it is clearly Hermitian and

Q2
x = ∆xf∆

†
x∆xf∆

†
x = ∆xff

−1f∆†
x = Qx.

Lemma 4.3.7. We have P +Q = 1.

Proof. By direct calculation. Since f−1 = α†
xαx = βxβ

†
x, we have

Qx = ∆xf∆
†

=
(
β†
x αx

)( f 0
0 f

)(
βx
α†
x

)

= β†
xfβx + αxfα

†
x

= β†
x(βxβ

†
x)

−1βx + αx(α
†
xαx)

−1α†
x

= 1− Px.

Now we are able to describe Px in terms of M .

Lemma 4.3.8. We have Px =MM †.
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Proof. First we remark that P ′
x = MM † is indeed an orthogonal projection, since it is clearly

Hermitian and is an idempotent by the orthonormalization condition (4.3.12).
We shall prove that P = P ′. Since ∆†

xM = 0 (thus M †∆x = 0), we find that

P ′
xQx = QxP

′
x = 0,

so P ′
x andQx are orthonormal. This means that the operator 1−Qx−P ′

x is a projection operator.
Note that projection operators only have 0 and 1 as eigenvalue, so projection operators are
positive. Whence the operator is clearly Hermitian, since P ′

x and Qx are, we find that

1−Qx − P ′
x = V V †

for some operator V (for an advanced proof that this V exists, see Theorem VIII.3.5 of [11]).
Now, we have QxV V

† = 0, or equivalently ∆xf∆
†
xV V

† = 0, and since f and ∆x are of maximum
rank, we find ∆†

xV V
† = 0. With other words, V must consist of other vectors annihilated by

∆†
x, linear independent of the vectors which are the building stones of M . Since M consists

by definition of the complete basis of the nullspace of ∆†
x, we must have V = 0. So we have

1−Qx − P ′
x = 0 and since Px +Qx = 1, it follows that Px = P ′

x.

We have arrived at the point where we can express A in terms of M .

Proposition 4.3.9. We have

A =M †dM. (4.3.14)

Notice that M is not an element of SU(n), since it is not an n× n matrix, unless k = n, so
A is not pure gauge.

Proof. Let s be a section. Then we find

Mds +MAs = dA(Ms) = Pd(Ms) =MM †d(Ms) =M
(
ds+ (M †dM)s

)
,

whence A =M †dM .

Now we are able to prove that the field-strength of a connection defined by (4.3.14) is
anti-self-dual. We introduce the following notation:

Notation. A[µBν] is defined to be the object AµBν − AνBµ.

Theorem 4.3.10. The connection defined by (4.3.14) is su(n)-valued, is anti-self-dual and has
instanton number n = −k.

Proof. Using the notation we introduced above, we find when substituting (4.3.14) into (2.2.12)

Fµν = ∂[µAν] +A[µAν]

= ∂[µ(M
†∂ν]M) + (M †∂[µM)(M †∂ν]M)

= (∂[µM
†)(∂ν]M)− (∂[µM

†)M(M †∂ν]M) [By (A.2.5)]

= (∂[µM
†)(1−MM †)(∂ν]M)

= (∂[µM
†)Q(∂ν]M) [By Lemma 4.3.8]

= (∂[µM
†)∆xf∆

†
x(∂ν]M)
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Now, by (4.3.11) we have 0 = ∂ν(∆
†
xM) = (∂ν∆

†
x)M + ∆†

x∂νM , so we have ∆†
x∂νM =

−(∂ν∆
†
x)M . Similarly, we have (∂µM

†)∆x = −M †∂ν∆x, whence

Fµν =M †(∂[µ∆x)f(∂ν]∆
†
x)M

=M †bτ[µfτ
†
ν]b

†M.

We have identified x with x ⊗ Ik, whence τµ must be identified with τµ ⊗ Ik. Then by (A ⊗
B)(C ⊗D) = AC ⊗ BD we find

τ[µfτ
†
ν] = (τ[µ ⊗ Ik)(I2 ⊗ f)(τ †ν] ⊗ Ik) = τ[µτ

†
ν] ⊗ f = −2σµν ⊗ f,

where we used that τµ = −iσµ and (3.6.1). So by (3.6.4), we find that Fµν is anti-self-dual.
Differentiating (4.3.12) we find

A† = (dM †)M = −M †dM = −A,

so A is anti-Hermitian, hence it is u(n)-valued. We can calculate its trace and since A is
anti-Hermitian, we find

Im tr(A) =
1

2

(
tr(A)− tr(A)

)
=

1

2

(
tr(A)− tr(A†)

)
= tr(A),

so tr(A) is pure imaginary. Hence we find that A = A1 +A2 with A2 =
1
n
tr(A)In u(1)-valued,

where we identified u(1) as the subalgebra {irIn : r ∈ R} of u(n), and A1 su(n)-valued, since
we have indeed tr(A1) = tr(A)− 1

n
tr(A)tr(In) = 0. By (2.2.11) the field-strength of A is given

by

F = d(A1 +A2) + (A1 +A2) ∧ (A1 +A2)

= dA1 + dA2 +A1 ∧A1 +A2 ∧ A2 +A1 ∧ A2 +A2 ∧ A1

The latter two terms are equal to (A1
µA2

ν + A2
µA1

ν)dx
µ ∧ dxν . Notice that A1

µA2
ν + A2

µA1
ν is

symmetric in µ and ν since A1
µ commutes with A2

ν for the latter is a diagonal matrix. So
A1 ∧ A1 + A2 ∧ A2 + A1 ∧ A2 = 0 and we find that F = F1 + F2, where F i comes from
Ai by (2.2.11). Since the Hodge star is linear, we find that the ADS-equation ∗F = −F is
equivalent with ∗F1 + ∗F2 = −F1 − F2. Now, F1 is traceless, while F2 only has entries on
the diagonal, so we obtain two decoupled ASD equations ∗F1 = −F1 and ∗F2 = −F2. So F2

is the field-strength of an ASD U(1)-gauge potential A2, but by Proposition 3.3.9, we see that
F2 must be zero. By Corollary 2.6.6, A2 is pure gauge, which disappears after an appropriate
U(1)-gauge transformation. Thus we can assume that A is su(n)-valued.

Recall that by Proposition A.4.7 the anti-self-duality equations are conformal invariant. So
the instanton A can seen as an instanton defined on the bundle E with fibre E(x,y) over S

4−{0}.
Then by Proposition 4.3.6 it follows that the instanton number of A is −k.

The (−1)-instanton revisited

Finally we show that the solution of the ADHM equation for n = 2 and k = 1 equals (3.6.12).
Since the Bi matrices are 1× 1, all commutators are zero, so (4.3.1) and (4.3.2) become

IJ = 0;

II† − J†J = 0,
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and we have a free choice for B1 and B2. We shall choose B1 = −b1 ∈ C, B2 = −b2 ∈ C.
Now, if we represent I and J† by the complex 2-vectors i = (i1, i2) and j = (j1, j2), the ADHM
equations are equivalent to

i · j = 0;

|i| = |j|.

We shall choose i = (ρ, 0) and j = (0, ρ) with ρ ∈ R, whence ∆†
x becomes

∆†
x =

(
ρ 0 z2 − b2 z1 − b1
0 ρ −z̄1 + b̄1 z̄2 − b̄2

)
=
(
ρ x̄− b̄

)
,

with x defined as in (3.6.6). We define b ∈ H in a similar way. Then we have two vectors
spanning the null space of ∆†

x:

v1 = λ




−z2 + b2
z̄1 − b̄1
ρ
0


 , v2 = λ




−z1 + b1
−z̄2 + b̄2

0
ρ


 ,

with λ a scalar. Hence we find

M = λ




−z2 + b2 −z1 + b1
z̄1 − b̄1 −z̄2 + b̄2
ρ 0
0 ρ


 = λ

(
−x̄+ b̄
ρ

)
.

Then by x† = (τµx
µ)† = τ †µx

µ = x̄, we find

M † = λ
(
−x+ b ρ

)
,

so that M †M = λ2(|x − b|2 + ρ2). By (4.3.12) we see that this implies that λ = 1√
ρ2+|x−b|2

,

hence we have

M =
1√

ρ2 + |x− b|2

(
−x̄+ b̄
ρ

)
.

Simply differentiating gives

∂µM =




−τ†µ√
ρ2+|x−b|2

+ (x̄−b̄)(xµ−bµ)

(ρ2+|x−b|2)3/2

−ρ(xµ−bµ)

(ρ2+|x−b|2)3/2


 ,

hence

Aµ =M †∂µM

=
(x− b)τ †µ

ρ2 + |x− b|2 − |x− b|2(xµ − bµ)

(ρ2 + |x− b|2)2 − ρ2(xµ − bµ)

(ρ2 + |x− b|2)2

=
(x− b)τ †µ − (xµ − bµ)

ρ2 + |x− b|2 .

93



AJ Lindenhovius (0628298) Instantons and the ADHM construction

Now, if y = x− b we have

yτ †1 − y1 = (iy1 + jy2 + ky3 + y4)(−i)− y1 = im(−yi)
yτ †2 − y2 = (iy1 + jy2 + ky3 + y4)(−j)− y2 = im(−yj)
yτ †2 − y2 = (iy1 + jy2 + ky3 + y4)(−k)− y3 = im(−yk)
yτ †4 − y4 = (iy1 − jy2 + ky3 + y4)− y4 = im(y),

hence we see

A =
yτ †µ − yµ

ρ2 + |y|2dx
µ

= Im

(
−yidx1 − yjdx2 − ykdx3 + ydx4

ρ2 + |y|2
)

= Im

(
ydx̄

ρ2 + |y|2
)

= Im

(
(x− b)dx̄

ρ2 + |x− b|2
)
,

which is exactly the instanton defined in (3.6.12).

4.4 Quivers

In this section we shall introduce the concept of a quiver, which plays an important role in
recent research, since it has connections with many concepts in mathematics and physics as
Dynkin diagrams in the theory of Lie algebras, the study of Feynman diagrams and with D-
branes in string theory. The link of quivers with instantons is given by the fact that one of the
first interesting quivers was inspired by the ADHM construction.

Definition 4.4.1. A quiver Q is a directed graph, that is, a quadruple {QV , QA, s, t}, where
QV is a collection of vertices , QA a collection of arrows , s, t : QA → QV are functions which
assign to each arrow a starting vertex respectively a terminating vertex . If both V and A are
finite, the quiver is called a finite quiver .

Example 4.4.2. Next picture shows the quiver Q with QV = {1, 2}, QA = {α}, s(α) = 1,
t(α) = 2.

1 2α

Next example shows that quivers may have multiple arrows between the same two vertices
and arrows from one to the same vertex. The quiver is called the ADHM quiver, which is
derived from the ADHM construction.

Example 4.4.3. The ADHM quiver QADHM is described by QV = {v, w}, QA = {b1, b2, i, j},
s(b1) = s(b2) = s(j) = t(b1) = t(b2) = t(i) = v, t(j) = s(i) = w. The graph is given by

w v
i

j

b1

b2
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Definition 4.4.4. A representation of a quiver Q over a field F is an assignment of a vector
space V (x) over F to each vertex x ∈ QV and an F-linear map V (α) : V (x) → V (y) to each
arrow α ∈ QA where x = s(α) and y = t(α). We call the representation finite if dimF V =∑
x∈QV

dimF V (x) is finite.

Examples 4.4.5.

1. For any quiver the zero representation can be defined by assigning the zero space to each
vertex and the zero map to each arrow.

2. Let Q be the quiver from Example 4.4.2. Then a representation of Q is given by V (1) =
Fn, V (2) = Fm and V (α) =M , with M any m× n-matrix with entries in F.

3. For QADHM a representation VADHM is given by an ADHM system. Thus V (v) = V ,
V (w) = W with V and W complex vector spaces of dimension k and n respectively,
V (b1) = B1, V (b2) = B2, V (i) = I, V (j) = J , where B1, B2 are complex k × k matrices,
I is a complex k × n matrix and J is a complex n× k matrix.

Definition 4.4.6. Let V and W be representations over F of a quiver Q. Then a morphism
from V to W is a family {ϕ(x)}x∈QV

of F-linear maps ϕ(x) : V (x) → W (x) such that for all
arrows α we have W (α)ϕ(x) = ϕ(y)V (α), where x = s(α) and y = t(α). In other words, the
diagram

V (x)
φ(x)

> W (x)

V (y)

V (α)

∨
φ(y)

> W (y)

W (α)

∨

commutes. If ϕ(x) is bijective for all x ∈ QV , we call {ϕ(x)}x∈QV
an isomorphism of represen-

tations.

Given two representations of a quiver Q, we can define their direct sum.

Definition 4.4.7. Let V and W be representations over F of a quiver Q. Then the direct sum
V ⊕W over V and W is defined by setting (V ⊕W )(x) = V (x) ⊕W (x) for all n ∈ QV and
(V ⊕W )(α) = V (α)⊕W (α) for all α ∈ QA.

By direct sums one could decompose representations of quivers into simpler representations.
This leads to the following definition:

Definition 4.4.8. Let V be a representation over F of a quiver Q. Then V is called an
irreducible representation of Q if there are no representation V1 and V2 over F of Q such that
V is isomorphic to V1 ⊕ V2.

Every finite dimensional representation V of a quiver Q can be decomposed into a finite
sum of irreducible representations V1, . . . , Vn, which can be shown by induction. Next theorem
tells that this decomposition is unique. A proof can be found in [3] as Theorem 1.8.

Theorem 4.4.9 (Krull-Remak-Schmidt). Let V1, . . . , Vn,W1, . . . ,Wm be irreducible represen-
tations of a quiver Q such that V1 ⊕ . . . ⊕ Vn ≃ W1 ⊕ . . . ⊕Wm. Then n = m and there is a
permutation π of (1, . . . , n) such that Vi ≃Wπ(i) for all 1 ≤ i ≤ n.

Another way of studying a quiver Q is by its path algebra.
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Definition 4.4.10. Let Q be a quiver. A path p is a sequence α1α2 . . . αn of arrows αi ∈ QA

such that s(αi) = t(αi+1) for i = 1, . . . , n − 1. We extent s and t to the space of all paths by
defining t(p) = t(α1) and s(p) = s(αn). If q = β1β2 . . . βm is another path such that t(q) = s(p),
we define the concatenation pq of p and q by

pq = α1α2 . . . αnβ1β2 . . . βm.

If x ∈ QV , we define the trivial path ex by the conditions s(ex) = t(ex) = x and et(p)p = pes(x) =
p for all paths p in Q.

Definition 4.4.11. Let Q a quiver and F a field. Then we define the path algebra FQ as the
vector space spanned by all paths in Q with multiplication defined by

p · q =
{
pq, s(p) = t(q);
0, s(p) 6= t(q).

Equivalently we could say that the path algebra FQ is the algebra generated by all α ∈ QA

and ex with x ∈ QV such that

αβ = 0 [s(α) 6= t(β), α, β ∈ QA]

αex = 0 [s(α) 6= x, α ∈ QA, x ∈ QV ]

αes(α)x = α [α ∈ QA]

exα = 0 [t(α) 6= x, α ∈ QA, x ∈ QV ]

et(α)α = α [α ∈ QA]

exey = 0 [x, y ∈ QV , x 6= y]

e2x = ex [x ∈ QV ].

Examples 4.4.12.

1. Let Q be the quiver from Example 4.4.2. Then FQ is the algebra generated by {e1, e2, α}.

2. Let Q be the quiver with one vertex 1 and one arrow α with s(α) = t(α) = 1. Then
FQ is the algebra spanned by the paths {e1, α, α2, α3, . . .}, which is isomoprhic to the
polynomial ring K[α], where e1 is the 1-element in the ring.

Just like a representation of a Lie algebra is equivalent with the notion of a g-module, it
turns out that a representation of a quiver Q is equivalent with an FQ-module.

Proposition 4.4.13. The category RepF(Q) of finite-dimensional representations over F of a
finite quiver Q and the category FQ−mod of finite-dimensional FQ-modules are equivalent.

Proof. Let V be a finite-dimensional representation of a quiver Q. Then we define the left FQ-
module V̄ =

⊕
x∈QV

V (x) with multiplication FQ× V̄ → V̄ defined as follows. Let v = (vx)x∈QV

be a vector in V̄ . Then if p is a path α1α2 . . . αn with s(p) = y and t(p) = z we define
pv = (pvx)x∈QV

such that (pv)z = V (α1)V (α2) . . . V (αn)(vy), while all other components of pv
are defined to be zero.

Conversely given a finite-dimensional left FQ-module M , we define V (x) = exM = {exm :
m ∈ M}. Hence we have M =

⊕
x∈QV

V (i) and we can define a representation by setting
V (α) : V (x) → V (y) by exm 7→ αm for all arrows α : x→ y.

As we have seen in Example 4.4.12.2, it is possible to obtain an infinite-dimensional path
algebra. One could resolve this by imposing extra conditions.
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Definition 4.4.14. Let Q be a quiver and F a field. Then an admissible relation is an element
r of FQ of the form r =

∑n
i=1 cipi where ci ∈ F for all i and pi are paths such that s(p1) =

s(p2) = . . . = s(pn) and t(p1) = t(p2) = . . . = t(pn). An admissible ideal is a two-sided ideal
generated by admissible relations. FQ/I with I an admissible ideal is called an algebra of a
quiver with relations.

Next proposition might not come as a surprise.

Proposition 4.4.15. Let FQ/I be an algebra of a quiver with relations. Then modules of
FQ/I correspond to representations of Q for which the equations r = 0 for all r ∈ I hold.

So we find that representations of the ADHM quiver QADHM over C with the relation
r = b1b2 − b2b1 + ij are exactly the representation for which the first ADHM equation (4.3.1)
holds. There are two ways to make sure the second ADHM equation also holds. The most
elegant solution is restricting ourself to holomorphic representations. Then a solution of the first
ADHM equation is also a solution of the second ADHM equation if and only if the corresponding
holomorphic vector bundle is stable. If we now the moduli space A −/G̃C instead of M = A −/G̃,
where G̃C is the complexification of G̃, this means that the second ADHM equation holds if
and only if the connection is irreducible. If we recall Theorem 3.7.10, we see that the case of
SU(2) all anti-self-dual connections are irreducible, so we see for SU(2) we can drop the second
ADHM equation as a condition if we restrict ourself to holomorphic vector bundles and use the
complexification of the gauge group instead of the ordinary gauge group. For more details we
refer to chapter 6 of [13].

Another solution is extending the quiver in the following way. We consider the opposite
quiver Qop

ADHM, which is exactly the same quiver as QADHM, but only with reversed arrows. If
we denote the reversed arrow of α by α∗, we can define a new quiver Q with set of arrows QA =
(QADHM)A ∪ (Qop

ADHM)A. We demand that the representations respect Hermitian structures:
V (α∗) = V (α)∗, and introduce another relation: r′ = b1b

∗
1 − b∗1b1 + b2b

∗
2 − b∗2b2 + ii∗ − j∗j. The

representations of this quiver are exactly the solutions of both ADHM equations. Hence we see
that it is possible to study the ADHM contruction by the properties of the ADHM quiver and
its representations.

It turns out that quivers offer a way to generalize the ADHM construction on other spaces
than four-dimensional Euclidean space, such as ALE spaces. These are spaces obtained by
considering C2/Γ, where Γ ⊂ SU(2) is a discrete subgroup. Then an ALE space (which is
an abbreviation of Asymptotically Locally Euclidean space) is a hyperkähler manifold which is
diffeomorphic to a so called minimal resolution of C2/Γ. It turns out that the discrete subgroups
Γ of SU(2) can be classified by the A-, D- and E-series of Dynkin diagrams. Since Dynkin
diagrams can be seen as quivers where the direction of the arrows has been forgotten, we see
that ALE spaces can be classified by quivers. An interesting side-issue is that ALE spaces
are examples of graviational instantons, which are the equivalents of Yang-Mills instantons in
general relativity. Also on ALE spaces one could define gauge theories and try to examine what
its Yang-Mills instantons are. This can be done by adjusting the ADHM quiver, which means
that depending on the Dynkin diagram corresponding to the ALE space we have to add extra
vertices and arrows. For instance the quiver for the ALE space corresponding to the Dynkin
diagram A2 (or equivalently Γ = Z3) is given by
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v2 v3

v1

w2
w3

w1

i1 j1

i2
j2 i3

j3

b2,1

b1,2
b2,3

b3,2

b3,1

b1,3

Hence we find that quivers offer the opportunity to generalize the ADHM construction not
only to S4 and R4, but to a wide range of four-manifolds. ALE spaces form an important
subject in string theory, especially in the theory of D-branes, which illustrates that quivers
play an important role in modern research, not only in helping to define new spaces, but also
in generalizing the ADHM construction on those spaces.
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5 Conclusion

In this thesis we have studied space of instanton solutions with topological charge n in two
ways. In the first one we used the moduli space over S4, from which we could derive the
number of solutions by calculating its dimension. The moduli space itself is a very fruitful
subject for study, and the moduli space over S4 is only one example, since one could easily
define instantons and moduli spaces on other spaces than S4. In this thesis we only studied the
dimension of the moduli space, but latter has many more interesting properties. For instance,
one could introduce metrics on the moduli space and study its diameter and volume [15].
Furthermore, one could ask how this metric should be related to the metric of the underlying
space. The moduli spaces can be used to define new geometrical invariants. For example
Donaldson used cobordism theory to show the existence of exotic differential structures on R4

by studying the moduli spaces of the boundaries of cobordisms [13].
The second method of studying instantons we used was the ADHM construction. This

construction was introduced by Atiyah, Drinfeld, Hitchin and Manin and translated the problem
of finding instanton solutions into the problem of solving a linear equation. We showed that
every solution of the ADHM construction corresponds with an instanton, but we did not show
the converse. The completeness of the ADHM construction, i.e. that all anti-self-dual solutions
can be found by the ADHM construction, can be proved in several ways. For instance, one
could count all solutions and conclude that the number of solutions equals the dimension of the
moduli space, which is done in [4]. Another method is by the use of Penrose twistor spaces [1].
A modern proof without the explicit use of twistor spaces is given in [13].

Finally, we gave a short introduction to quivers and discussed the ADHM quiver, whose
representations in some cases turn out to be solutions of the ADHM equations. We briefly
discussed that some adjusted ADHM quivers correspond with the ADHM construction on ALE
spaces. One could ask which other adjusted ADHM quivers are still relevant. For instance,
what happens if one changes the relations between the paths in the ADHM quiver? Are the
representations of that quiver still physical relevant?

Furthermore, quivers are interesting because of their link with algebras. For instance there
is a strong link between quivers and the study of affine Lie algebras, since generalized Coxeter
diagrams can be seen as quivers without orientation. Other examples of modern research fields
in which quivers play an important role are the fields of Hall algebras and quantum groups.
So it is reasonable to conclude that we can expect many interesting results in the research of
quivers in the (nearby) future.
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A Differential Geometry

In this section we assume that M is an m-dimensional orientable manifold with either a Rie-
mannian or a Lorentzian metric g. Furthermore, g is a Lie algebra with generators {Ti}.

A.1 Lie algebra-valued p-forms

We introduced the space Ωr(U, F ) of r-forms on a subset U of M with values in a manifold F
in Definition 1.3.1. If F is an vector space with basis {Ti}, we can find a basis of Ωr(U, F ) by
elements of the form ηiTj , where {ηi} is a basis of Ωr(U). This means that every α ∈ Ωr(X,F )
can be written as α = αiTi, where α

i are ordinary r-forms. From now on we shall assume that
E and F are vector space with an action E × F → F of E on F , for instance if E = End(F ).
Notice that if F is an algebra (for instance if F is a subspace of End(V ) for some vector space
V ), it also acts on itself by left multiplication. We assume that {Vi} is a basis of E and {Ti} a
basis of F .

Definition A.1.1. We extend the definition of the wedge product of ordinary forms to ∧ :
Ωp(U,E)× Ωq(U, F ) → Ωp+q(U, F ) by

α ∧ β =
1

p!q!

∑

P∈Sp+q

sign(P )α(XP (1), . . . , XP (p))β(XP (p+1), . . . , XP (p+q)), (A.1.1)

where α ∈ Ωp(U,E), β ∈ Ωq(U, F ), Sn the permutation group of order n and X1, . . . , Xp+q

vector fields on U . If E = F is an algebra, we can also define the commutator [α, β] by

[α, β] = α ∧ β − (−1)pqβ ∧ α. (A.1.2)

Remarks.

1. If we write α = A ⊗ η and β = B ⊗ ξ with A ∈ E and B ∈ F , and η, ξ ordinary forms,
we have

α ∧ β = ABη ∧ ξ, (A.1.3)

where ∧ is the usual wedge product between ordinary forms.

2. If E = F is an algebra, we have

[α, β] = [A,B]η ∧ ξ, (A.1.4)

which follows from [α, β] = ABη ∧ ξ − (−1)pqBAξ ∧ η. We can also choose αi ∈ Ωp(U)
and βi ∈ Ωq(U) such that α = Viα

i and β = Tiβ
i. Then we have

α ∧ β = ViTjα
i ∧ βj. (A.1.5)

3. If E = F is an algebra, and α = Tiα
i and β = Tiβ

i, then the commutator [α, β] satisfies

[α, β] = [Ti, Tj]α
i ∧ βj, (A.1.6)

where [Ti, Tj] is the usual matrix commutator of Ti and Tj.

4. Let E = F be a space of n× n-matrices. Then for αi ∈ Ωp(U, F ), we have

tr(α1 ∧ α2 ∧ . . . ∧ αk) = (−1)kptr(α2 ∧ . . . ∧ αk ∧ α1), (A.1.7)

since tr(α1∧αk) = tr(Ti1Ti2 . . . Tik)α
i1
1 ∧αi22 ∧. . .∧αikk , whence the identity follows from the

fact that the trace is cyclic and from α ∧ β = (−1)prβ ∧ α for ordinary forms α ∈ Ωp(U)
and β ∈ Ωr(U).
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5. It follows immediately from the definition that both [·, ·] and ∧ are bilinear.

Proposition A.1.2. Let α ∈ Ωp(U, F ), β ∈ Ωq(U, F ) and γ ∈ Ωr(U, F ). Then we have the
following identities:

[α, β] = −(−1)pq[β, α] (A.1.8)

[α, α] =

{
2α ∧ α, p is odd;
0, p is even.

(A.1.9)

Proof. The first identity follows from

[α, β] = [Ti, Tj]α
i ∧ βj

= TiTjα
i ∧ βj − TjTiα

i ∧ βj

= TiTjα
i ∧ βj − (−1)pqTjTiβ

j ∧ αi

= [Ti, Tj]α
i ∧ βj.

The second and third identities follow directly from the first.

Remark. If p = 1, the second identity implies

[α, α](X, Y ) = 2[α(X), α(Y )], (A.1.10)

where X and Y are vector fields, since

[α, α](X, Y ) = 2α ∧ α(X, Y )
= 2TiTjα

i ∧ αj(X, Y )

= 2TiTj
(
αi(X)αj(Y )− αi(Y )αj(X)

)

= 2
(
α(X)α(Y )− α(Y )α(X)

)

= 2[α(X), α(Y )].

A.2 The Exterior Derivative

Definition A.2.1. Let U ⊂ M . We define the linear map d : Ωk(U) → Ωk+1(U) by the
following properties:

1. If f ∈ Ω0(U), then df is defined by df(X) = Xf , where X is a vector field on U .

2. if α ∈ Ωp(U) and β ∈ Ωq(U), then d(α ∧ β) = dα ∧ β + (−1)pα ∧ dβ.

3. d ◦ d = 0.

We define d : Ωk(U, F ) → Ωk+1(U, F ) by dα = A⊗ dη for α ∈ Ωk(U,E), where η ∈ Ωk(U) and
A ∈ E such that α = A⊗ η. Notice that this implies that if we write α = αiTi for αi ∈ Ωk(U),
we have dα = dαiTi.

Proposition A.2.2. Let α ∈ Ωp(U,E) and β ∈ Ωq(U, F ). Then

d(α ∧ β) = dα ∧ β + (−1)pα ∧ dβ (A.2.1)

and

d[α, β] = [dα, β] + (−1)p[α, dβ], (A.2.2)

if E = F = End(V ) for some vector space V .
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Proof. Write α = αiVi and β = βiTi with α
i ∈ Ωp(U) and βi ∈ Ωq(U). Then we have

d(α ∧ β) = ViTjd(α
i ∧ βj) [By (A.1.5)]

= ViTj(dα
i ∧ βj + (−1)pαi ∧ dβj) [By Definition A.2.1]

= dα ∧ β + (−1)pα ∧ dβ [By (A.1.5)].

Using the first identity, we find

d[α, β] = d(α ∧ β − (−1)pqβ ∧ α) [By (A.1.2)]

= dα ∧ β + (−1)pα ∧ dβ − (−1)pqdβ ∧ α− (−1)p
2qβ ∧ dα

= dα ∧ β + (−1)pα ∧ dβ − (−1)p
2qdβ ∧ α− (−1)pqβ ∧ dα

[
(−1)p = (−1)p

2
]

= [dα, β] + (−1)p[α, dβ] [By (A.1.2)].

Proposition A.2.3. Let ω ∈ Ω1(U, F ). Then for any two vector fields X and Y we have

dω(X, Y ) = X(ω(Y ))− Y (ω(X))− ω([X, Y ]). (A.2.3)

Proof. First assume ω ∈ Ω1(U). Let v be a smooth function. Since Ω1(U) is one-dimensional,
it is spanned by dv, so there is a smooth function u such that ω = udv. Then the left-hand
side of (A.2.3) equals

dω(X, Y ) = d(udv)(X, Y ) = du ∧ dv(X, Y ) + ud ◦ d(X, Y )
= du ∧ dv(X, Y )

= du(X)du(Y )− dv(X)du(Y ).

The right-hand side is

X(ω(Y ))− Y (ω(X))− ω([X, Y ]) = X(udv(Y ))− Y (udv(X))− udv([X, Y ])

= X(uY v)− Y (uXv)− u[X, Y ]v

= (XuY u− uXY v)− (Y uXv + uY Xv)− (u(XY v − Y Xv),

which is equal to the left-hand side after canceling the uXY v and uY Xv terms. Now let
ω ∈ Ω1(U, F ). Since we can write dω = dωiTi, X(ω(Y )) = X(ωi(Y ))Ti and ω([X, Y ]) =
ωi([X, Y ])Ti, and ω

i satisfies (A.2.3), it follows that ω satisfies (A.2.3).

Remark. A more general formule can be given for k-forms with k ≥ 1. For all α ∈ Ωk(U, F )
and any smooth vector fields X, . . . , Xk+1 on U we have

dα(X1, . . . , Xk+1) =
k+1∑

i=1

(−1)i−1Xi

(
α(X1, . . . , X̂i, . . . , Xk+1)

)

+
∑

i<j

(−1)i+jα
(
[Xi, Xj], X1, . . . , X̂i, . . . , X̂j . . . , Xk+1

)
, (A.2.4)

where that hats indicate omitted arguments. This is proved in [27] as Proposition 12.19.

The following proposition will be helpful.

Proposition A.2.4. Let g :M → G be some smooth function fromM to a Lie group G. Then
we have the following identity

gd(g−1) = −(dg)g−1. (A.2.5)

Proof. Since the differential of a constant function vanishes, we have

0 = de = d(gg−1) = (dg)g−1 + gd(g−1).
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A.3 Integration

Definition A.3.1. If U is a chart with coordinates xµ, we define the invariant volume element

dVol(g) =
√
|g|dx1 ∧ dx2 ∧ . . . ∧ dxm, (A.3.1)

where |g| = det gµν , the determinant of the metric.

Proposition A.3.2. dVol(g) is invariant under coordinate transformations.

Proof. If yρ are coordinates on V with U ∩ V 6= ∅, we have by dyρ = ∂yρ

∂xµ
dxµ

dVol(g) =

√√√√
∣∣∣∣∣det

(
∂xµ

∂yρ
∂xν

∂yσ

)∣∣∣∣∣dy
1 ∧ . . . ∧ dym

=

∣∣∣∣∣det
(
∂xµ

∂yρ

)∣∣∣∣∣
√
|g|det

(
∂yσ

∂xν

)
dx1 ∧ . . . ∧ dxm

= ±
√
|g|dx1 ∧ . . . ∧ dxm, (A.3.2)

where we have a positive sign if xµ and yρ define the same orientation, since in that case we
have det

(
∂xµ

∂yρ

)
> 0.

Definition A.3.3. If f :M → R is continuous, we define the integral of f over M by

∫

M
fdVol(g) =

∫

M
f
√
|g|dx1dx2 . . . dxm. (A.3.3)

The integral is finite if f has a compact support, which is always the case if M is compact.

A.4 The Hodge star

In this subsection we assume that U ⊂ M is a coordinate neighborhood and F is a vector
space, which acts on itself, and let {Ti} be a basis for F . We shall introduce the Hodge star
operation, which allows us to define a natural isomorphism between Ωr(U, F ) and Ωm−r(U, F ).
First we recall the definition of a metric tensor.

Definition A.4.1. Let E be a vector bundle over M . Then a metric tensor is a map g :
E×E → R such that the restriction to the fibres gp : Ep×Ep → R is a non-degenerate bilinear
form.

If E = TM , g is a tensor of signature (0, 2) and we write g = gµνdx
µdxν , so that we

have g(V,W ) = gµνV
µW ν, where V |p = V µ∂µ|p,W = W µ∂µ|p ∈ TpM . The metric defined

a natural isomorphism between the tangent bundle TM and the cotangent bundle T ∗M by
V |p 7→ gp(V |p, ·), for V |x ∈ TxM . In coordinates this is V µ∂µ 7→ Vµdx

µ, where Vν = gµνV
µ.

We notate this isomorphism with I : TM → T ∗M . We shall also denote the induced metric on
T ∗M by g : T ∗M ×T ∗M → R, which is given by g(ω, η) = g(I−1(ω), I−1(ξ)), with ω, ξ ∈ T ∗M .
In coordinates this is g(ω, ξ) = gµνωµξν , with ωµ, ξµ such that ω = ωµdx

µ, ξ = ξµdx
µ, and gµν

the inverse of gµν . As we already have done before, we shall use g to raise and lower indices:
Vµ = gµνV

ν , ωµ = gµνων . Before we extent g to Λr(T ∗M), we introduce the following notation.

Definition A.4.2. I = (µ1, µ2, . . . , µr) with 1 ≤ µ1 < µ2 < . . . < µr ≤ m is called a
multi-index of length |I| = r. We denote with Ī the multi-index of length m − r such that
I ∪ Ī = {1, 2, . . . , m}.
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If we use the notation dxI = dxµ1 ∧ . . .∧ dxµr , we have {dxI |p : I is a multi-index of length
r} as a basis for Λr(T ∗

pM). Now, if J = (ν1, ν2, . . . , νr) is also an multi-index, we can extent g
to the basis elements of Λr(T ∗M) by

g(dxI , dxJ ) = gµ1ν1 . . . gµrνr . (A.4.1)

and to general elements of Λr(T ∗M) by bilinear extension. That is, for ω = ωµ1...µrdx
µ1 ∧ . . . xµr

and ξ = ξν1...νrdx
ν1 ∧ . . . xνr in Ωr(U), we have

g(ω, ξ) = gµ1ν1 . . . gµrνrωµ1µ2...µrξν1ν2...νr , (A.4.2)

or if we use the metric g to higher or lower indices

g(ω, ξ) = ωµ1µ2...µrξ
µ1ν2...µr . (A.4.3)

Since Ωr(U) is defined as the space of sections of Λr(T ∗U), g acts also on r-forms. We can use
the metric to define an inner product on Ωr(U, F ).

Definition A.4.3. Let α, β ∈ Ωr(U, g) and let µ : g × g → R be an inner product. Then we
define

〈α, β〉 = µ(Ta, Tb)g(α
a, βb)

(α, β) =
∫
〈α, β〉dVol(g).

Furthermore, we shall write |α| = 〈α, α〉 and ‖α‖ = (α, α).

Remark. If g ⊂ u(n) then by Theorem 1.4.19 the map µ(A,B) = −λ tr(AB) with λ > 0 is an
inner product on g, so that we can take 〈α, β〉 = −λ tr(TaTb)g(α

a, βb). The factor λ is called
the normalization factor. For g = su(2), we shall we have the generators τi := −iσi with σi
the Pauli matrices. We usually take λ = 1, so that we have µ(τi, τj) = 2δij , but sometimes it is
more convenient to have µ(τi, τj) = δij, for which we have to take λ = 1

2
.

Now let p : Ωm−r(U, F ) → Lin
(
Ωk(U, F ),Ωm(U, F )

)
be given by p(α)(β) = β ∧ α. Clearly

p is an isomorphism. Notice that Ωm(U) can be spanned by dVol(g), so we can define another

isomorphism m : Ωr(U, F ) → Lin
(
Ωr(U, F ),Ωm(U, F )

)
by α 7→ 〈α, ·〉dVol(g). Now we are able

to define the Hodge star operator.

Definition A.4.4. The Hodge star operator is the operator ∗ : Ωr(U, F ) → Ωm−r(U, F ) defined
by ∗ = p−1 ◦m.

Since p and m are isomorphisms, ∗ is also an isomorphism.

Proposition A.4.5. Let O : Ωr(U, F ) → Ωm−r(U, F ) be a linear operator satisfying

β ∧ O(α) = 〈α, β〉dVol(g), (A.4.4)

for α ∈ Ωr(U) and β ∈ Ωm−r(U). Then O = ∗.
Proof. First we show that ∗ satisfies (A.4.4):

β ∧ ∗α = p(∗α)(β)
= p ◦ p−1 ◦m(α)(β)

= m(α)(β)

= 〈α, β〉dVol(g).

Then we have β ∧
(
∗ α − O(α)

)
= β ∧ ∗α − β ∧ O(α) = 0, from which we easily see that

O = ∗.
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Corollary A.4.6. For g ⊂ u(n) the Hodge star allows us to write the inner product (·, ·) on
Ωr(U, g) in the following way:

(α, β) = −
∫

tr(α ∧ ∗β). (A.4.5)

In order to give a local description of the Hodge star, let xµ be the coordinates on U such
that at p ∈ U we have

g(∂µ, ∂ν) =

{
ǫµ, µ = ν;
0, µ 6= ν.

(A.4.6)

where ǫµ = ±1. If t be the number of negative ǫµ, we have t = 0 in the case that M is
Riemannian and t = 1 if M is Lorentzian. We have now

〈dxI , dxJ〉 =
{
ǫI , I = J ;
0, I 6= J ,

(A.4.7)

where ǫI = ǫµ1ǫµ2 . . . ǫµr . If I ⊔ Ī is the concatenation of I and Ī, we denote with ζI the sign of
the permutation (1, 2, . . . , m) → I ⊔ Ī. Then the local version of the Hodge operator is given
by

∗dxI = ǫIζIdx
Ī , (A.4.8)

which can also be written as

∗ (dxµ1 ∧ dxµ2 ∧ . . . ∧ dxµr) =

√
|g|

(m− r)!
ǫµ1µ2...µrνr+1...νm

dxνr+1 ∧ . . . ∧ dxνm . (A.4.9)

This local form allows us to give a formula for how the Hodge star transforms under a conformal
transformation g 7→ e2fg.

Proposition A.4.7. Let ḡ = e2fg be a conformal rescaled metric. If α ∈ Ωr(U, F ), we have
∗ḡα = e(m−2r)f ∗g α. In special if 2r = m, we have ∗ḡα = ∗gα.
Proof. First consider the case that α is a basis element of Ωr(U). So α = dxµ1∧dxµ2∧ . . .∧dxµr

with 1 ≤ µ1 < µ2 . . . < µr ≤ m. Then ∗gα is exactly the left-hand side of (A.4.9), while we can
rewrite the right-hand side so that we obtain

∗gα =

√
|g|

(m− r)!
gµ1ν1gµ2ν2 . . . gµrνrǫν1...νmdx

νr+1 ∧ . . . ∧ dxνm .

Now by (A.4.6), g can locally be written as a diagonal matrix, and therefore ḡ is also a diagonal
matrix with the same entries as g but multiplied with a factor e2f . So we find that det ḡ =

e2mf det g, whence
√
|ḡ| = emf

√
|g|. Then we find

∗ḡα =

√
|ḡ|

(m− r)!
ḡµ1ν1 ḡµ2ν2 . . . ḡµrνrǫν1...νmdx

νr+1 ∧ . . . ∧ dxνm

= e(m−2r)f

√
|g|

(m− r)!
gµ1ν1gµ2ν2 . . . gµrνrǫν1...νmdx

νr+1 ∧ . . . ∧ dxνm

= e(m−2r)f ∗g α.

Now, since the identity holds for basis elements, it holds for general α ∈ Ωr(U). Furthermore, if
follows also that the identity holds for α ∈ Ωr(U, F ), since ∗α = A⊗∗η if A ∈ F and η ∈ Ωr(U)
such that α = A⊗ η.
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Proposition A.4.8. The map ∗2 : Ωr(U, F ) → Ωr(U, F ) is given by ∗2 = (−1)r(m−r)+tId,
where t = 0 if M is Riemannian and t = 1 if M is Lorentzian.

Proof. We have for dxI ∈ Ωr(U)

∗2dxI = ǫIζI ∗ dxĪ
= ǫIǫĪζIζĪdx

I ,

where ǫIǫĪ = (−1)t and ζIζĪ = (−1)|I||Ī| = (−1)r(m−r). Since ∗α = A ⊗ ∗η for A ∈ F and
η ∈ Ωr(U) such that α = A⊗ η, it follows that the identity is also valid for Ωr(U, F ).

Theorem A.4.9. Let d∗ : Ωr(U, F ) → Ωr−1(U, F ) be the adjoint of d:

〈dβ, α〉 = 〈β, d∗α〉. (A.4.10)

Then we have

d∗ = (−1)(m−r)(r−1)+1+t ∗ d∗ (A.4.11)

on the subspace of F -valued r-forms with compact support (which is whole Ωr(U, F ) if M is
compact).

Proof. Let α ∈ Ωr(U, F ) and β ∈ Ωr−1(U, F ). Then by Proposition A.2.2 we have

d(β ∧ ∗α) = dβ ∧ ∗α− (−1)rβ ∧ d ∗ α. (A.4.12)

Since d ∗ α is an (m− r + 1) form, we have

∗ ∗ (d ∗ α) = (−1)(m−r+1)(m−[m−r+1])+td ∗ α
= (−1)(m−r+1)(r−1)+td ∗ α
= (−1)mr−r

2+r−m+r−1+td ∗ α
= (−1)mr−r

2−m−1+td ∗ α, (A.4.13)

since (−1)2r = 1. Hence we find d ∗ α = (−1)mr−r
2−m−1+t ∗ ∗(d ∗ α), so from (A.4.12) we find

d(β ∧ ∗α) = dβ ∧ ∗α− β ∧ ∗[(−1)(m−r)(r−1)+1+t ∗ d ∗ α], (A.4.14)

where we used (−1)r(−1)mr−r
2−m−1+t = (−1)(m−r)(r−1)−1+t and (−1)2 = 1. Then with Stokes’

theorem, we find
∫

M
dβ ∧ ∗α−

∫

M
β ∧ ∗(−1)(m−r)(r−1)+1+t ∗ d ∗ α] =

∫

M
d(β ∧ ∗α)

=
∫

∂M
β ∧ ∗α

= 0,

which proves the theorem.

Proposition A.4.10. With respect to this inner product defined above [A, ·]∗ : Ωr(U, g) →
Ωr−1(U, g) satisfies [A, ·]∗ = (−1)(m−r)(r−1)+1+t ∗ [A, ∗·].

Proof. Let β ∈ Ωr−1(U, g) and γ ∈ Ωr(U, g). Then we can write A = AaTa, β = βbTb and
γ = Tcγ

c. We have [Ta, Tb] = f c
ab Tc, hence by (A.1.6) we can write

[A, β] = f d
ab TdAa ∧ βb; (A.4.15)

[A, ∗γ] = f d
ac TdAa ∧ ∗γc. (A.4.16)
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So we find

([A, β], γ) = (f d
ab TdAa ∧ βb, Tcγc)

= f d
ab tr(TdTc)

∫
Aa ∧ βb ∧ ∗γc.

At the other hand we have

(β, ∗[A, ∗γ]) =
(
Tbβ

b, f d
ac Td ∗ (Aa ∧ ∗γc)

)

= f d
ac tr(TbTd)

∫
βb ∧ ∗ ∗ (Aa ∧ ∗γc)

= (−1)(m−r+1)(r−1)+tf d
ac tr(TbTd)

∫
βb ∧ Aa ∧ ∗γc

= (−1)(m−r)(r−1)+tf d
ac tr(TbTd)

∫
Aa ∧ βb ∧ ∗γc

where we used in the third equality that A ∧ ∗γ and ∗γ ∧ A are (m− r + 1) forms, for which
∗∗ = (−1)(m−r+1)(r−1)+t, and in the last equality we used that the interchange of βb and Aa

gives a factor (−1)r−1, since β is an (r − 1) form. We also used (−1)2(r−1) = 1. Now Since
tr(ABC) = tr(BCA) for arbitrary n× n-matrices A, B and C, we find

f d
ab tr(TdTc) = tr([Ta, Tb]Tc)

= tr
(
(TaTb − TbTa)Tc

)

= tr(TaTbTc)− tr(TbTaTc)

= tr(TbTcTa)− tr(TbTaTc)

= tr(Tb[Tc, Ta])

= f d
ca tr(TbTd)

= −f d
ac tr(TbTd).

So we find ([A, β], γ) = (−1)(m−r)(r−1)+1+t(β, ∗[A, ∗γ]), which proves the proposition.

This proposition combined with Theorem A.4.9 proves the following:

Theorem A.4.11. Let A ∈ Ω1(U, g) and let DA be the covariant derivative DA = d + [A, ·].
Then we have

D∗
A = (−1)(m−r)(r−1)+1+t ∗ DA ∗ . (A.4.17)
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B Complex geometry

B.1 Complex manifolds

Definition B.1.1. A manifold M is called complex if it has a atlas of charts to open subsets
in Cn such that the transition maps are holomorphic. We say that M has complex dimension
dimCM = n, whereas the real dimension is dimRM = 2n. A manifold M is called almost
complex if there exists a (1, 1)-tensor field J which acts as vector bundle isomorphism J :
TM → TM such that J2 = −1. The map J is called an almost complex structure on M .

Definition B.1.2. Let V be a real vector space. Then we define its complexification V C by

V C = V ⊗ C = {X + iY : X, Y ∈ V }.

Notice that V is a subspace of V C, since every X ∈ V can be identified with X + i0 ∈
V C. Let M be a complex manifold with dimCM = n. Then we have 2n real coordinates
x1, . . . , xn, y1, . . . , yn, which allows us to introduce the following vectors, which span TxM

C:

∂

∂zµ
=

1

2

(
∂

∂xµ
− i

∂

∂yµ

)

∂

∂z̄µ
=

1

2

(
∂

∂xµ
+ i

∂

∂yµ

)
.

We shall often use the abbreviations ∂µ and ∂µ̄ instead of ∂
∂zµ

and ∂
∂z̄µ

. The corresponding dual
basis of one-forms on T ∗

xM
C = (TxM

C)∗ is given by

dzµ = dxµ + idyµ

dz̄µ = dxµ − idyµ.

As the term almost complex suggests we have

Lemma B.1.3. Every complex manifold is almost complex.

Proof. We define the map Jx : TxM → TxM by

J

(
∂

∂xµ

)
=

∂

∂yµ
;

J

(
∂

∂yµ

)
= − ∂

∂xµ
.

Clearly we have J2 = −1.

Note that J depends holomorphic on x and if we extend J linearly to TxM
C, we have

J(∂µ) = i∂µ, while J(∂µ̄) = −i∂µ̄. Now, J has eigenvalues ±i on TxMC, so we can decompose
TxM

C into the eigenspaces of J .

Definition B.1.4. We define TxM
± to be the eigenspace of J corresponding to the eigenvalue

i. That is TxM
± = {Z ∈ TxM

C : J(Z) = ±iZ}. A vector Z|x is called holomorphic if
Z|x ∈ TxM

+ and anti-holomorphic if Z|x ∈ TxM
−.

A basis of TxM
+ is given by the ∂µ, while a basis of TxM

− is given by the ∂µ̄. It is convenient
to introduce projection operators.

Definition B.1.5. We define the operators P±
x : TxM

C → TxM
± by P±

x = 1
2
(Id∓ iJ).
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Then we have JP±(Z) = 1
2

(
J(Z)∓ iJ2(Z)

)
= 1

2
(J(Z)± iZ) = ±iP±(Z), so Z± = P±Z ∈

TxM
±. Hence indeed all Z|x ∈ TxM

C can uniquely be decomposed into holomorphic and
anti-holomorphic vectors Z = Z+ + Z−. Thus we have found

Proposition B.1.6. We have the following decomposition: TxM
C = TxM

+ ⊕ TxM
−.

Definition B.1.7. We define X (M)+ = {Z ∈ X (M)C : P+(Z) = Z} to be the space of
holomorphic vector fields . Similarly, X (M)− = {Z ∈ X (M)C : P−(Z) = Z} is defined as the
space of anti-holomorphic vector fields.

Proposition B.1.8. We can decompose every vector field into a holomorphic and an anti-
holomorphic part: X (M)C = X (M)+ ⊕ X (M)−.

Proof. This follows directly from the decomposition of TxM
C and the fact that J and thus P±

depends holomorphically on x.

B.2 Complex differential forms

Definition B.2.1. Let Ωp(M) be the space of real p-forms, then we define the space of com-
plexified p-forms by

Ωp(M)C = {ω + iη : ω, η ∈ Ωp(M)}.
We shall denote the space of complex p-forms at x ∈ M with Ωpx(M)C. If ζ ∈ Ωp(M)C with
ζ = ω + iη where ω, η ∈ Ωp(M), we extent the differential operator d to Ωp(M)C by

dζ = dω + idη.

We readily find that d : Ωp(M)C → Ωp+1(M) satisfies (A.1.1) and (A.2.1) with in the
first equation X1, . . . , Xp+q ∈ X (M)C and in both equations α ∈ Ωp(M)C and β ∈ Ωq(M)C.
Furthermore, we remark that d is a real operator, since dζ = dω − idη = dζ̄.

Definition B.2.2. Let M be a complex manifold with complex dimension n and let V1, . . . , Vk
with k = p + q be vector fields in X (M)C such that Vi either in X (M)+ or X (M)−. Then
we say that a complex k-form ω is of bidegree (p, q), or equivalently ω is a (p, q)-form, if
ω(V1, . . . , Vk) = 0 unless p of the Vi are in X (M)+ and q of the Vi are in X (M)−. The space
of (p, q)-forms is denoted with Ωp,q(M).

Proposition B.2.3. Every (p, q)-form can be written as

ω =
1

p!q!
ωµ1...µpν1...νqdz

µ1 ∧ . . . ∧ dzµp ∧ dz̄ν1 ∧ . . . ∧ dz̄νq .

Proof. This follows directly from the fact that 〈dzµ, ∂ν̄〉 = 0, and so dzµ is a (1, 0)-form.
Similarly, dz̄µ is a (0, 1)-form, and so the set {dzµ1 ∧ . . . ∧ dzµp ∧ dz̄ν1 ∧ . . . ∧ dz̄νq} is a basis
for the (p, q)-forms.

Corollary B.2.4. We have the decomposition

Ωk(M)C =
⊕

p+q=k

Ωp,q(M).

If ω is a (p, q)-form, then dω is a mixture of (p+ 1, q)- and (p, q + 1)-forms. Therefore, we
introduce the following operators:

Definition B.2.5. We define ∂ : Ωp,q(M) → Ωp+1,q(M) and ∂̄ : Ωp,q(M) → Ωp,q+1(M) as the
operators satisfying d = ∂ + ∂̄. If we define P p,q : Ωk(M)C → Ωp,q(M) to be the projection
operator onto the space of (p, q)-forms, we have ∂ = P p+1,q◦d and ∂̄ = P p,q+1◦d. The operators
∂ and ∂̄ are called Dolbeault operators .
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B.3 Hermitian manifolds

Let M a complex manifold. Then we can extend Riemannian metrics on TM to TMC:

Proposition B.3.1. Let g be a Riemannian metric on a complex manifold M . Then we can
extend g to TMC by

gx(Z,W ) = gx(X,U)− gx(Y, V ) + i
(
gx(X, V ) + gx(Y, U)

)
,

where Z = X + iY,W = U + iV ∈ X (M)C with X, Y, U, V ∈ TxM
C.

Remark. The components of g are given by

gµν(x) = gx(∂µ, ∂ν);

gµν̄(x) = gx(∂µ, ∂ν̄);

gµ̄ν(x) = gx(∂µ̄, ∂ν);

gµ̄ν̄(x) = gx(∂µ̄, ∂ν̄).

Furthermore, we have

gµν = gνµ;

gµν = gµ̄ν̄ ;

gµν̄ = gµ̄ν .

Definition B.3.2. A metric on a complex manifold is called Hermitian if it satisfies

gx(JxX, JxY ) = gx(X, Y )

for all vectors X, Y ∈ TxM
C and all x ∈ M . A complex manifold with a Hermitian metric is

called a Hermitian manifold .

Proposition B.3.3. Every complex manifold M admits a Hermitian metric.

Proof. Let g be a Riemannian metric on M . Then ĝ(X, Y ) = 1
2

(
g(X, Y ) + g(JX, JY )

)
is an

Hermitian metric.

Lemma B.3.4. Let g be a Hermitian metric on a complex manifold M . Then gµν = gµ̄ν̄ = 0.

Proof. We have

gµν = g(∂µ, ∂ν) = g(J∂µ, J∂ν) = −g(∂µ, ∂ν) = −gµν ,

so we find that gµν = 0. Since gµ̄ν̄ = gµν , we also find that gµ̄ν̄ = 0.

Definition B.3.5. Let M be a complex manifold with Hermitian metric g. Then we define
the Kähler form ω of g by

ωx(X, Y ) = gx(JxX, Y ),

where X, Y ∈ TxM
C.

Proposition B.3.6. The Kähler form ω is anti-symmetric, and so indeed a two-form, which
is of bidegree (1, 1). Furthermore, Ω is invariant under the action of J .
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Proof. Let X, Y ∈ TxM
C. Then

ω(X, Y ) = g(JX, Y ) = g(J2X, JY ) = −g(X, JY ) = −g(JY,X) = −ω(Y,X).

In order to calculate the bidegree, we have ω(∂µ, ∂ν) = g(J∂µ, ∂ν) = igµν = 0, so ωµν = 0.
Similarly, we find ωµ̄ν̄ = 0, and ωµν̄ = −ωµ̄ν = igµν̄ . Hence we find

ω = ωµν̄dz
µ ⊗ dz̄ν + ωµ̄νdz̄

µ ⊗ dzν

= igµν̄dz
µ ⊗ dz̄ν − igµ̄νdz̄

µ ⊗ dzν

= igµν̄dz
µ ∧ dz̄ν . (B.3.1)

Finally, ω is invariant under the action of J , since

ω(JX, JY ) = g(J2X, JY ) = g(J3X, J2Y ) = g(JX, Y ) = ω(X, Y ).
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coordinate neighborhood, 7
covariant derivative, 25, 40

exterior, 33
curvature, 33

deformation complex, 77
degree, 69
Dolbeault operator, 109

equivariance, 27

flat connection, 56
canonical, 57

form
basic, 37
horizontal, 33
invariant, 37

free action, 7
fundamental vector field, 25

gauge field-strength, 35
gauge group, 43
gauge potential, 29
gauge transformation, 43

Hermitian connection, 81
Hermitian inner product, 81
Hermitian manifold, 110
Hermitian metric, 110
Hermitian vector bundle, 81
holomorphic structure, 80
holomorphic vector, 108
holomorphic vector field, 109
holonomy group, 54

restricted, 54
horizontal curve, 53
horizontal lift, 53
horizontal subspace, 26

ideal, 15
instanton, 66
instanton number, 68
integrability, 33
invariant polynomial, 59
invariant volume element, 103
irreducible connection, 55

Kähler form, 110
Killing form, 20

Lie algebra, 15
abelian, 15
semisimple, 15
simple, 15

Lie group, 14
lift, 53

matrix group, 15
Maurer-Cartan form, 17
metric tensor, 103
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moduli space, 32, 76
multi-index, 103

parallel transport, 53
partial connection, 81
path, 96
Pauli matrices, 72
product bundle, 12
pullback bundle, 11
pure gauge, 58

quaternion, 72
quaternion group, 72
quaternionic differential, 73
quiver, 94

finite, 94
quiver representation, 95

finite, 95

section, 12
self-dual, 66
self-duality equation, 66
space of connections, 32
symmetric invariant polynomial, 59
symmetric polynomial, 59

tautological line bundle, 89
topological charge, 64
transgression, 62
trivialization, 7

vector bundle
complex, 80
holomorphic, 80

vertex, 94
starting, 94
terminating, 94

vertical subspace, 25

Yang-Mills action, 65
Yang-Mills connections, 65
Yang-Mills equation, 65
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