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INTRODUCTION

Algebraic topology could perhaps be characterized as the study of those functors from the category of topological spaces to that of groups which are invariants of homotopy type. From this point of view, the category of topological spaces which are of the homotopy type of a CW-complex is equivalent to the category of simplicial sets (in the literature: complete semi-simplicial complexes) which satisfy the extension condition.

The object of these notes is an investigation of the category of simplicial sets. There are various technical advantages to this category. These mainly arise from the fact that, for every $n \geq 1$ and Abelian group $\pi$, there exists an explicit canonical simplicial Abelian group $K(\pi, n)$ which satisfies $\pi_n(K(\pi, n)) = \pi$ and $\pi_i(K(\pi, n)) = 0, \ i \neq n$. These objects are fundamental to the construction of Postnikov systems and to the study of cohomology operations.

We will first develop the definitions and elementary properties of simplicial objects and then begin the study of simplicial fiber spaces and Postnikov systems. After demonstrating the "equivalence of categories" described above, we will study fiber spaces and fiber bundles in some detail, making use of the concept of "twisted Cartesian product."

We will then study $K(\pi, n)$'s and introduce the $k$-invariants of Postnikov systems. This will be done by studying simplicial fibre bundles with fibre a $K(\pi, n)$ rather than by use of obstruction theory. We will conclude by developing the Serre spectral sequence.
by means of Brown's theorem comparing twisted Cartesian products
and twisted tensor products.

Most of the material here is scattered through the literature.
A bibliographical note at the end of each chapter will give refer-
ences.
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CHAPTER 1
SIMPLICIAL OBJECTS AND HOMOTOPIES

§1. Definitions and Examples

We introduce the concept of simplicial set and give several examples here. A categorical definition will be given in the next section.

DEFINITIONS 1.1: A simplicial set $K$ is a graded set indexed on the non-negative integers together with maps $\partial_i: K_i \to K_{i-1}$ and $s_i: K_i \to K_{i+1}$, $0 \leq i \leq q$, which satisfy the following identities:

(i) $\partial_i \partial_j = \partial_{i-1} \partial_j$ if $i < j$,

(ii) $s_i s_j = s_{j+1} s_i$ if $i \leq j$,

(iii) $\partial_j s_j = \text{identity} = \partial_{j+1} s_j$,

$\partial _j s_j = s_j \partial_{j-1}$ if $i > j+1$.

The elements of $K_i$ are called $i$-simplices. The $\partial_i$ and $s_i$ are called the face and degeneracy operators. A simplex $x$ is degenerate if $x = s_j y$ for some simplex $y$ and degeneracy operator $s_j$; otherwise $x$ is non-degenerate.

DEFINITION 1.2: A simplicial map $f: K \to L$ is a map of degree zero of graded sets which commutes with the face and degeneracy operators; that is, $f$ consists of $f_q: K_q \to L_q$ and

$f_q \partial_i = \partial_i f_{q+1}$,

$f_q s_i = s_i f_{q-1}$. 
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Definition 1.3: A simplicial set $K$ is said to satisfy the extension condition if for every collection of $n+1$ $n$-simplices $x_0, x_1, \ldots, x_{k-1}, x_k, x_{k+1}, \ldots, x_{n+1}$ which satisfy the compatibility condition $\partial_i x_j = \partial_{i-1} x_{j+1}$, $i < j$, $i \neq k$, $j \neq k$, there exists an $(n+1)$-simplex $x$ such that $\partial_i x = x_i$ for $i \neq k$.

Example 1.4: We recall that a simplicial complex $K$ is a set of finite subsets, called simplices, of a given set $\tilde{K}$ subject to the condition that every non-empty subset of an element of $K$ is itself an element of $K$. A simplicial set $\tilde{K}$ arises from $K$ in the following manner. An $n$-simplex of $\tilde{K}$ is a sequence $(a_0, \ldots, a_n)$ of elements of $\tilde{K}$ such that the set $\{a_0, \ldots, a_n\}$ is an $m$-simplex of $K$ for some $m \leq n$. The face and degeneracy operators of $\tilde{K}$ are defined by:

$$\partial_i (a_0, \ldots, a_n) = (a_0, \ldots, a_{i-1}, a_{i+1}, \ldots, a_n)$$

and

$$s_i (a_0, \ldots, a_n) = (a_0, \ldots, a_i, a_{i+1}, \ldots, a_n).$$

If the elements of $\tilde{K}$ are ordered and we require $\tilde{K}$ to consist of those sequences $(a_0, \ldots, a_n)$ such that $a_0 \leq a_1 \leq \cdots \leq a_n$ and $\{a_0, \ldots, a_n\}$ is an $m$-simplex of $K$ for some $m \leq n$, then there will be exactly one non-degenerate $n$-simplex of $\tilde{K}$ for every $n$-simplex of $K$.

Example 1.5: Let $\Delta_n = \{(t_0, \ldots, t_n) \in [0,1] \times \cdots \times [0,1] \mid t_i \leq 1, \sum t_i = 1\} \subset [0,1]^{n+1}$. If $X$ is a topological space, a singular $n$-simplex of $X$ is a continuous function $f: \Delta_n \to X$. The graded set $S(X)$, where $S_n(X)$ is the set of singular $n$-simplices of $X$, is called the total singular complex of $X$. $S(X)$ becomes a simplicial set if we define face and degeneracy operators by:

$$(\partial_i f)(t_0, \ldots, t_{n-1}) = f(t_0, \ldots, t_{i-1}, 0, t_i, \ldots, t_n)$$

and

$$(s_i f)(t_0, \ldots, t_{n+1}) = f(t_0, \ldots, t_i, t_i, t_{i+1}, t_{i+2}, \ldots, t_{n+1}).$$

The following elementary fact will later be used to show that $S(X)$ determines the homotopy groups of $X$.

Lemma 1.5: $S(X)$ satisfies the extension condition.

Proof: Since the union of any $n+1$ faces of $\Delta_{n+1}$ is a retract of $\Delta_{n+1}$, any continuous function defined on such a union can be extended to $\Delta_{n+1}$.

Conventions 1.6: The word "complex" (unmodified) will always mean simplicial set. A complex which satisfies the extension condition will be called a Kan complex.

§ 2. Simplicial objects in categories; homology

Recall that a category $\mathcal{C}$ is a class of objects together with a family of disjoint sets $\text{Hom}(A, B)$, one for each pair of objects, a function $\text{Hom}(B, C) \times \text{Hom}(A, B) \to \text{Hom}(A, C)$, and an element $1_A \in \text{Hom}(A, A)$, all subject to the conditions $\text{Hom}(B, C) \times \text{Hom}(A, B) \to \text{Hom}(A, C)$ whenever either is defined and $1_A \in \text{Hom}(A, A)$.

A covariant (resp., contravariant) functor $F: \mathcal{C} \to \mathcal{D}$ is a correspondence which assigns to each object $A \in \mathcal{C}$ an object $F(A) \in \mathcal{D}$ and to each morphism $a \in \text{Hom}(A, B)$ a morphism $F(a) \in \text{Hom}(F(A), F(B))$ (resp., $F(a) \in \text{Hom}(F(B), F(A))$) subject to the conditions $F(1_A) = 1_{F(A)}$, $A \in \mathcal{C}$, and $F(ab) = F(a)F(b)$ (resp., $F(ab) = F(b)F(a)$) whenever $ab$ is defined in $\mathcal{C}$. If $T: \mathcal{C} \to \mathcal{C}'$ is defined by $T(A) = A'$ and $T(a) = a'$, then $T$ is a contravariant functor; any covariant functor $F: \mathcal{C} \to \mathcal{D}$ may be considered as the covariant functor $TF: \mathcal{C} \to \mathcal{D}'$ or $FT: \mathcal{C}' \to \mathcal{D}$. If $F$ and $G$ are covariant (resp., contravariant) functors $\mathcal{C} \to \mathcal{D}$, a natural transformation $\lambda: F \to G$ is a function which assigns to each object $A$ of $\mathcal{C}$ a morphism $\lambda(A) \in \text{Hom}(F(A), G(A))$ subject to the condition that if
\[ \alpha \in \text{Hom}(A, B), \text{ then } G(\alpha) \lambda(B) = \lambda(B) F(\alpha) \text{ (resp., } G(\alpha) \lambda(B) = \lambda(\alpha) F(\alpha). \]

Now we define a category \( \Delta^* \) as follows. The objects \( \Delta_n \) of \( \Delta^* \) are sequences of integers, \( \Delta_n = (0, 1, \ldots, n) \), \( n \geq 0 \). The morphisms of \( \Delta^* \) are the monotonic maps \( \mu: \Delta_m \to \Delta_{m'} \), that is, the maps \( \mu \) such that \( \mu(i) \leq \mu(j) \) if \( i < j \). Define morphisms \( \delta_i: \Delta_m \to \Delta_n, 0 \leq i \leq n, \) by

1. \( \delta_i(j) = j \) if \( j < i \);
2. \( \delta_i(j) = j + 1 \) if \( j \geq i \);

\( \sigma_i: \Delta_m \to \Delta_n, 0 \leq i \leq n, \) by

1. \( \sigma_i(j) = j \) if \( j \leq i \);
2. \( \sigma_i(j) = j - 1 \) if \( j > i \).

Let \( \mu \in \text{Hom}(\Delta_m, \Delta_n) \), \( \mu \) not an identity. Suppose \( i_1, \ldots, i_s \) in reverse order, are the elements of \( \Delta_m \) not in \( \mu(\Delta_n) \) and \( j_1, \ldots, j_t \) in order, are the elements of \( \Delta_n \) such that \( \mu(j) = \mu(j + 1) \). Then:

\[ \mu = \delta_{i_1} \ldots \delta_{i_s} \sigma_{j_1} \ldots \sigma_{j_t}, \] where \( 0 \leq i_1 < \ldots < i_s \leq m \),

\[ 0 \leq j_1 < \ldots < j_t < n, \text{ and } n - t + s = m. \]

Further, the factorization of \( \mu \) in the form (3) is unique. Having defined \( \Delta^* \), we can formulate

**DEFINITIONS 2.1:** A simplicial object in a category \( \mathcal{C} \) is a contravariant functor \( F: \Delta^* \to \mathcal{C} \). Such functors form the objects of a category \( \mathcal{C}^\Delta \), the morphisms of which are all natural transformations of such functors. If \( F \in \mathcal{C}^\Delta \), the elements of \( F(\Delta_n) \) are called \( n \)-simplices, and the maps \( \partial_i = F(\delta_i) \) and \( s_i = F(\sigma_i) \) satisfy (i)-(iii) of Definitions 1.1. Any simplicial set \( K \) determines a contravariant functor \( F: \Delta^* \to \mathcal{C} \), where \( \mathcal{C} \) is the category of sets, by the rules \( F(\Delta_n) = K_n \) and

\[ F(\mu) = s_{j_1} \ldots s_{j_n} \partial_{j_1} \ldots \partial_{j_t}, \]

where \( \mu \) is a morphism of \( \Delta^* \) expressed in the form (3). Thus a simplicial set may be uniquely identified with a simplicial object in the category of sets. Analogously, we will speak of simplicial groups, simplicial modules, and so forth, depending on the choice of the category \( \mathcal{C} \).

**REMARKS 2.2:** Let \( \Delta = \Delta^{**} \) denote the opposite category of \( \Delta^* \), \( F: \Delta^* \to \Delta \) the contravariant functor defined above. The category \( \mathcal{C}^\Delta \) could equally well be defined as that of covariant functors from \( \Delta \) to \( \mathcal{C} \).

Now suppose that \( F: \mathcal{C} \to \mathcal{D} \) is a covariant functor. By composition, \( F \) induces a covariant functor \( F^\circ: \mathcal{C}^\Delta \to \mathcal{D}^\Delta \). In particular, suppose that \( \mathcal{C} \) is the category of sets, \( \mathcal{D} \) that of Abelian groups, and for \( A \in \mathcal{C}^\Delta \), \( F(A) \) is the free Abelian group generated by \( A \). Then if \( K \in \mathcal{C}^\Delta \), \( F^\circ(K) \) may be given a structure of chain complex with differential \( d \) defined on \( F^\circ(K)_n = F^\circ(K_n) \) by

\[ d = \sum_{i=0}^{n} (-1)^i \partial_i. \]

We denote this chain complex by \( C(K) \). If \( G \) is an Abelian group, we define the homology and cohomology of \( K \) with coefficients in \( G \) by

\[ H_*(K; G) = H(C(K) \otimes G) \text{ and } H^*(K; G) = H(\text{Hom}(C(K), G)). \]

In case \( K = S(X) \), these are, of course, the singular homology and cohomology groups of the space \( X \).

**§ 3. Homotopy of Kan complexes.**

**DEFINITION 3.1:** Let \( K \) be a complex. Two \( n \)-simplices \( x \) and \( x' \) of \( K \) are homotopic, written \( x \sim x' \), if \( \partial_i x = \partial_i x', 0 \leq i \leq n \), and there exists a simplex \( y \in K_{n+1} \) such that \( \partial_{n+1} y = x \), \( \partial_{n+1} y = x' \), and \( \partial_i y = s_{i-1} \partial_i x = s_{i-1} \partial_i x' \), \( 0 \leq i < n \).

The simplex \( y \) is called a homotopy from \( x \) to \( x' \).

**PROPOSITION 3.2:** If \( K \) is a Kan complex, then \( \sim \) is an equivalence relation on the \( n \)-simplices of \( K \), \( n \geq 0 \).

**Proof:** The relation \( \sim \) is reflexive since

\[ \partial_n s_n x = x = \partial_{n+1} s_n x \]

and \( \partial_i s_n x = s_{i-1} \partial_i x, 0 \leq i < n \). Suppose \( x \sim x' \) and \( x \sim x'' \).
We must prove $x' \sim x''$. Let $y'$ satisfy
\[ \partial_i y' = x, \quad \partial_{n+1} y' = x', \quad \text{and} \quad \partial_i y = s_{n-1} \partial_i x', \quad i < n. \]
Let $y''$ satisfy
\[ \partial_i y'' = x, \quad \partial_{n+1} y'' = x', \quad \text{and} \quad \partial_i y'' = s_{n-1} \partial_i x', \quad i < n. \]
Then the $n+2$ $(n+1)$-simplices
\[ \partial_0 s_n x', \ldots, \partial_{n-1} s_n x', y', y'' \]
are seen to satisfy the compatibility condition. Therefore there exists an $(n+2)$-simplex $z$ such that
\[ \partial_i z = \partial_i s_n x', \quad 0 \leq i < n, \]
\[ \partial_n z = y', \quad \text{and} \quad \partial_{n+1} z = y''. \]
It follows that
\[ \partial_i n+2 z = s_{n-1} \partial_i x', \quad 0 \leq i < n, \]
\[ \partial_n n+2 z = x', \quad \text{and} \quad \partial_{n+1} n+2 z = x'', \quad \text{hence} \quad x' \sim x''. \]

**Definition 3.3:** Let $L$ be a subcomplex of $K$. Two $n$-simplices $x$ and $x'$, $n > 0$, are homotopic relative to $L$, written $x \sim x'$ rel $L$, if
\[ \partial_i x = \partial_i x', \quad 1 \leq i \leq n, \quad \text{if} \quad \partial_0 x \sim \partial_0 x' \text{ in } L, \]
and if there exists a homotopy $y$ from $\partial_0 x$ to $\partial_0 x'$ in $L$ and a simplex $w \in K_{n+1}$ such that
\[ \partial_0 w = y, \quad \partial_n w = x, \quad \partial_{n+1} w = x', \quad \text{and} \quad \partial_n w = s_{n-1} \partial_i x, \quad 1 \leq i < n. \]
The simplex $w$ is called a relative homotopy from $x$ to $x'$.

**Proposition 3.4:** If $L$ is a sub Kan complex of the Kan complex $K$, then $\sim$ rel $L$ is an equivalence relation on the $n$-simplices of $K$, $n \geq 1$.

**Proof:** The relation $\sim$ rel $L$ is reflexive since if $\partial_0 x \in L$, then $s_{n-1} \partial_0 x$ is a homotopy in $L$ from $\partial_0 x$ to $\partial_0 x$, and if $w = s_n x$, then $\partial_i w = s_{n-1} \partial_i x, \quad 0 \leq i < n, \quad \text{and} \quad \partial_n w = x = \partial_{n+1} w.$

Suppose $x \sim x'$ rel $L$ and $x \sim x''$ rel $L$. We must prove that $x' \sim x''$ rel $L$. Let $y'$ and $y''$ be homotopies in $L$ from $\partial_0 x$ to $\partial_0 x'$ and from $\partial_0 x$ to $\partial_0 x''$, and suppose $w'$ and $w''$ are relative homotopies from $x$ to $x'$ and from $x$ to $x''$ which satisfy
\[ \partial_0 w' = y' \quad \text{and} \quad \partial_0 w'' = y''. \]
As in the proof of Proposition 3.2, we may choose $z \in L_{n+1}$ such that
\[ \partial_i z = \partial_i s_{n-1} s_{n-1} \partial_i x', \quad 0 \leq i < n-1, \]
\[ \partial_n z = y' \quad \text{and} \quad \partial_{n+1} z = y''. \]
Then $y = \partial_{n+1} z$ is a homotopy in $L$ from $\partial_0 x'$ to $\partial_0 x''$.

Now it is easy to see that the $n+2$ $(n+1)$-simplices
\[ z, \partial_1 s_n x', \ldots, \partial_{n-1} s_n x', w, w'' \]
satisfy the compatibility condition so that there exists $v \in K_{n+2}$ such that
\[ \partial_i v = \partial_i s_n x', \quad 1 \leq i < n, \quad \partial_0 v = z, \quad \partial_n v = w, \quad \text{and} \quad \partial_{n+1} v = w''. \]
Let $w = \partial_{n+2} v$. Then $\partial_i w = s_{n-1} \partial_i x', \quad 1 \leq i < n, \quad \partial_0 w = y, \quad \partial_n w = x', \quad \text{and} \quad \partial_{n+1} w = x''$.

**Notations 3.5:** Let $K$ be a complex, $\phi \in K_0$. $K$ generates a subcomplex of $K$ which has exactly one simplex $s_{n-1} \ldots s_0 \phi$ in each dimension $n$. We will abuse notation by letting $\phi$ denote ambiguously either this subcomplex or any of its simplices. We call $(K, \phi)$ a Kan pair if $K$ is a Kan complex. We call $(K, L, \phi)$ a Kan triple if $\phi \in L_0$ and $L$ is a sub Kan complex of the Kan complex $K$. Simplicial maps of pairs and triples are defined in the obvious manner.

**Definitions 3.6:** Let $(K, \phi)$ be a Kan pair. Let $\tilde{K}$, $n \geq 0$, denote the set of all $x \in K_n$ which satisfy $\partial_0 x = \phi$, $0 \leq i < n$. Then we define $\pi_n(K, \phi) = \tilde{K}_n(\sim)$. $\pi_0(K, \phi)$ is called the set of path components of $K$. $K$ is connected if $\pi_0(K, \phi) = \phi$ (where we are letting $\phi$ denote its equivalence class). $K$ is $n$-connected if $\pi_i(K, \phi) = \phi$, $0 \leq i \leq n$. Let $(K, L, \phi)$ be a Kan triple. Let $\tilde{K}(L)_n \geq 1$, denote the set of all $x \in K_n$ which satisfy $\partial_0 x \in L_{n-1}$ and $\partial_i x = \phi$, $1 \leq i \leq n$. Then we define
\[ \pi_n(K, L, \phi) = \tilde{K}(L)_n(\sim \text{ rel } L). \]
Note that $\pi_n(K, L, \phi) = \pi_n(K, \phi)$, $n \geq 1$. Finally, we define $\hat{\partial}_i : \pi_n(K, L, \phi) \rightarrow \pi_{n-1}(L, \phi)$, $n \geq 1$, by $\hat{\partial}[x] = [\partial_0 x]$, where $[x]$ denotes the homotopy class of $x$. 

\[ \hat{\partial}_0 w' = y' \quad \text{and} \quad \hat{\partial}_0 w'' = y''. \]
THEOREM 3.7: Let \((K, L, \phi)\) be a Kan triple. Then the sequence
\[ \cdots \rightarrow \pi_{n+1}(K, L, \phi) \rightarrow \pi_n(L, \phi) \rightarrow \pi_n(K, \phi) \rightarrow \pi_n(K, L, \phi) \rightarrow \cdots \]
of sets with distinguished element \(\phi\) is exact, where the maps \(i\) and \(j\) are induced by inclusion.

Proof: (i) \(i \theta = \phi\): Consider \(i[\partial_0 x] = i[\partial_0 x]\), \(x \in K(L)_{n+1}\). The \(n+2\) \((n+1)\)-simplices \(-, \phi, \ldots, \phi, \phi\) are compatible, and hence we may choose \(z \in K_{n+2}\) such that \(\partial_1 z = \phi, 1 \leq i \leq n+1\), \(\partial_{n+1} z = x\). Then \(\partial_1 \partial_0 z = \partial_1 \partial_0 z = \phi, 0 \leq i \leq n+1\), and \(\partial_{n+1} \partial_0 z = \partial_0 z = x\), so that \(\partial_0 x \sim \phi\) in \(K\).

(ii) Image \(\partial = \text{Kernel} i\): Let \([y] = \phi, y \in \tilde{K}_n\). Then \(y \sim \phi\) in \(K_n\), say \(\partial_i z = \phi, 0 \leq i \leq n\), \(\partial_{n+1} z = y\). The \(n+2\) \((n+1)\)-simplices \(z, \phi, \ldots, \phi\) are compatible, hence there exists \(w \in K_{n+2}\) with \(\partial_0 w = z\), \(\partial_w = \phi, 1 \leq i \leq n+1\), \(\partial_1 \partial_2 w = \phi, 1 \leq i \leq n+1\), and \(\partial_0 \partial_{n+1} w = y\), so that \(\partial_0 \partial_{n+1} w = y\).

(iii) \(\partial j = \phi\): \(\partial j[x] = \phi\) since \(\partial_0 x = \phi, x \in \tilde{K}_n\).

(iv) Image \(j = \text{Kernel} \partial\): Let \(\partial [x] = [\partial_0 x] = \phi, x \in \tilde{K}(L)\). There exists \(z \in L_n\) such that \(\partial z = \phi, 0 \leq i \leq n\), \(\partial_{n+1} z = \partial_0 x\). The \(n+1\) \(n\)-simplices \(z, \phi, \ldots, \phi, \phi\) (where \(\text{means } k \in n\) in the compatibility condition) are compatible, say \(\partial_0 y = z\), \(\partial_i y = \phi, 1 \leq i \leq n+1\), \(\partial_{n+1} y = x\). Thus \(x \sim \partial \partial y\) rel \(L\). Since \(\partial i \partial j y = \phi, 0 \leq i \leq n\), \(\partial [y] = j[\partial_0 y]\).

(v) \(ji = \phi\): Consider \(ji[y]\), \(y \in \tilde{K}_n\). The \(n+1\) \(n\)-simplices \(-, \phi, \ldots, \phi, y\) are compatible in \(L\), say \(z \in L_{n+1}\) satisfies \(\partial_1 z = \phi, 1 \leq i \leq n\), \(\partial_{n+1} z = y\), \(\partial_i \partial_0 z = \phi, 0 \leq i \leq n\), hence \(\partial_0 z\) is a homotopy between \(\phi\) and \(\phi\) by \(\phi = \partial_0 y\), so \(z\) is a relative homotopy between \(\phi\) and \(\phi\).

(vi) Image \(i = \text{Kernel} j\): Let \(j[x] = \phi, x \in \tilde{K}_n\). Choose \(w \in K_{n+1}\) such that \(\partial_1 w = \phi, 1 \leq i \leq n\), \(\partial_{n+1} w = x\), and \(\partial_0 w = z \in \tilde{L}_n\). The \(n+1\) \(n\)-simplices \(z, \phi, \ldots, \phi\) are compatible in \(L\), say \(\partial_0 z = \phi, 1 \leq i \leq n\), \(\partial_{n+1} z = y\), \(\partial_i \partial_0 z = \phi, 0 \leq i \leq n\), hence \(\partial_0 z\) is a homotopy between \(\phi\) and \(\phi\) by \(\phi = \partial_0 y\), so \(z\) is a relative homotopy between \(\phi\) and \(\phi\).

§4. The group structures.

DEFINITIONS 4.1: Let \((K, \phi)\) be a Kan pair. Write \(x \in a\) if \(x\) represents \(a\). Suppose \(a, b \in \pi_n(K, \phi), n \geq 1\), and let \(x \in a, y \in b\). The \(n+1\) \(n\)-simplices \(\phi, \ldots, \phi, x, y\) are compatible, say \(\partial_i z = \phi, 0 \leq i \leq n-1\), \(\partial_{n+1} z = x, \partial_{n+1} z = y\). We define \(a \beta = [\partial_{n+1} z]\).

LEMMA 4.2: \(a \beta\) is well defined.

Proof: Suppose \(z'\) also satisfies \(\partial_i z' = \phi, 0 \leq i \leq n-1\), \(\partial_{n+1} z' = x, \partial_{n+1} z' = y\). By the extension condition, there exists \(w \in K_{n+2}\) such that \(\partial_i w = \phi, 0 \leq i \leq n-2\), \(\partial_{n+1} w = s_n \partial_{n+1} z, \partial_{n+1} w = x, \partial_{n+2} w = z\).

\(\partial_{n+1} w\) is then a homotopy from \(\partial_{n-1} w\) to \(\partial_{n+1} z\). Suppose \(y \sim y'\), say \(\partial_i w = \phi, 0 \leq i < n\), \(\partial_i w = \phi, 0 \leq i < n\), \(\partial_i w = y', \partial_{n+2} w = y\). Choose \(z'\) such that \(\partial_{n+1} z' = x, \partial_{n+1} z' = y', \partial_{n+1} z' = \phi, 0 \leq i < n\).

By the extension condition, there exists \(w \in K_{n+2}\) such that \(\partial_i u = \phi, 0 \leq i < n\), \(\partial_{n+1} u = s_n \partial_{n+1} z, \partial_{n+1} u = x, \partial_{n+2} u = z\).

Then \(\partial_{n+1} u = \partial_{n+1} u, \partial_{n+1} u = y, \partial_{n+1} u = y, \partial_{n+1} u = x, \partial_{n+1} u = x\), so the same choice of \(z\) may be taken for the two choices of representatives for \(\beta\). Similarly \(a \beta\) is independent of the choice of the representative for \(\beta\).

PROPOSITION 4.3: With the above multiplication, \(\pi_n(K, \phi)\) is a group, \(n \geq 1\).

Proof: (i) Divisibility: Let \(x \in a, y \in \beta\), \(a\) and \(\beta\) in \(\pi_n(K, \phi)\). By the extension condition, there exists \(z \in K_{n+1}\) such
that $\partial_iz = \phi$, $0 \leq i < n-1$, $\partial_nz = y$, and $\partial_{n+1}z = x$.
Then $[\partial_{n-1}z]x = \beta$. Right divisibility is proven similarly.

(ii) Associativity: Let $x \in a$, $y \in \beta$, $z \in \gamma$, where $a$, $\beta$, and $\gamma$ are in $\pi_n(K, \phi)$. Using the extension condition, choose $w_{n-1}, w_{n+1}, w_{n+2}$ such that $\partial_iw_j = \phi$, $0 \leq i < n-1$, $\partial_{n-1}w_{n-1} = x$, $\partial_{n+1}w_{n+1} = y$, $\partial_{n+1}w_{n+2} = z$, and $\partial_{n+1}w_{n+2} = z$.

Applying the extension condition again, choose $u \in K_{n+2}$ such that $\partial_iu = \phi$, $0 \leq i < n-1$, $\partial_iu = w_j$, $i = n-1, n+1, n+2$. Then $\partial_{n-1}\partial_{n+1}u = x$, $\partial_{n+1}\partial_{n+1}u = \partial_{n+1}w_{n+2}$, and $\partial_iu = \phi$, $0 \leq i < n-1$.

Then $[\partial_{n+1}w_{n+2}]y = [\partial_{n+1}w_{n+1}]y = [\partial_{n+1}w_{n+1}]y$.

\begin{align*}
(\alpha\beta) &= [\partial_{n+1}w_{n+1}]y = [\partial_{n+1}w_{n+1}]y = [\partial_{n+1}w_{n+1}]y \\
&= [\partial_{n+1}w_{n+1}]y = [\partial_{n+1}w_{n+1}]y.
\end{align*}

**Proposition 4.4:** $\pi_n(K, \phi)$ is Abelian if $n \geq 2$.

Proof: Let $w, x, y, z \in K_n$.

(i) Suppose $\pi_{n+1}K_{n+1}$ satisfies $\partial_i\pi_{n+1} = \phi$, $0 \leq i < n-2$, $\partial_{n+1}\pi_{n+1} = w$, $\partial_{n-1}\pi_{n-1} = x$, and $\partial_{n+1}\pi_{n+1} = y$.

Then $[w]x = [x]$: Choose $\pi_{n+1} \in K_{n+1}$ with faces $\partial_i\pi_{n+1} = \phi$, $0 \leq i < n-2$, $\partial_{n+1}\pi_{n+1} = w$, $\partial_{n-1}\pi_{n-1} = x$, and $\partial_{n+1}\pi_{n+1} = y$.

Let $t = \partial_{n-1}\pi_{n-1}$.

Then $[w]x = [x]$: Choose $\pi_{n+1} \in K_{n+1}$ with faces $\partial_i\pi_{n+1} = \phi$, $0 \leq i < n-2$, $\partial_{n-1}\pi_{n-1} = x$, and $\partial_{n+1}\pi_{n+1} = w$.

and let $t = \partial_{n-1}\pi_{n-1}$. Let $\pi_i = \phi$, $0 \leq i < n-2$, and let $\pi_{n-2} = \partial_{n-2}\pi_{n-2} = \partial_{n-2}\pi_{n-2} = \partial_{n-2}\pi_{n-2}$. The $\pi_i$ satisfy the extension condition, say $\partial_i\pi_i = t_i$, $\partial_i\pi_i = y$.

and $\partial_{n+1}\pi_{n+1} = \phi$. Therefore $[\pi_i]\phi = [\pi_i]$; but by the choice of $\pi_{n-1}$, $[\pi_i] = [x]$, hence $[y]w = [x]$.

(ii) Suppose $\pi_n \in K_{n+1}$ satisfies $\partial_i\pi_n = \phi$, $0 \leq i < n-2$, $\partial_{n-1}\pi_n = \phi$, $\partial_{n-2}\pi_n = x$, $\partial_{n-1}\pi_n = y$, and $\partial_{n+1}\pi_n = z$.

Then $[w]y = [z]$: Choose $\pi_{n-1} \in K_{n+1}$ with faces $\partial_i\pi_{n-1} = \phi$, $0 \leq i < n-2$, $\partial_{n-2}\pi_{n-2} = w$, and $\partial_{n-1}\pi_{n-1} = \phi = \partial_{n+1}\pi_{n+1}$, and let $t = \partial_{n+1}\pi_{n+1}$. Let $\pi_i = \phi$, $0 \leq i < n-2$, and let $\pi_{n-2} = \partial_{n-2}\pi_{n-2} = \partial_{n-2}\pi_{n-2}$.

The $\pi_i$ satisfy the extension condition, say $\partial_i\pi_i = t_i$, $i \neq n+1$.

Let $\pi_{n+1} = \partial_{n+1}\pi_{n+1}$. Then $[w]^{-1}[x] = [y]$.

(iii) Suppose $\pi_{n+2} \in K_{n+1}$ satisfies $\partial_i\pi_{n+2} = \phi$, $0 \leq i < n-2$, $\partial_{n-2}\pi_{n-2} = s_{n-2}w$, $\partial_{n-1}\pi_{n-1} = x$, and $\partial_{n+1}\pi_{n+1} = y$.

Therefore $[w]^{-1}[x] = [y]$. Combining, we find $[w]^{-1}[x] = [y]$.
Lemma 4.6: $\phi$ is well defined.

Proposition 4.7: With the above multiplication, $\pi_n(K, L, \phi)$ is a group, $n \geq 2$.

Proposition 4.8: $\pi_n(K, L, \phi)$ is Abelian if $n \geq 3$.

The proofs of the above statements are analogous to those for the absolute groups and will be omitted.

Now maps of Kan pairs or triples induce homomorphisms of homotopy groups in the obvious manner. Further, $\partial$ is a homomorphism of groups by construction. Thus we find:

Proposition 4.9: $\pi_n$ is a functor from the category of Kan pairs (resp., triples) to that of groups, $n \geq 1$ (resp., $n \geq 2$), and to the category of sets, $n = 0$ (resp., $n = 1$). $\partial$ is a natural transformation of functors, $n \geq 1$. In particular, the exact sequence of Theorem 3.7 is functorial and is an exact sequence of groups up to $\pi_1(K, \phi)$.

§5. Homotopy of simplicial maps.

Definitions 5.1: Let $f$ and $g$ be simplicial maps from a complex $K$ to a complex $L$. Then $f$ is homotopic to $g$, written $f \simeq g$, if there exist functions $h_i: K_q \to L_{q+1}$, $0 \leq i \leq q$, which satisfy:

(i) $\partial_0 h_0 = f$, $\partial_{q+1} h_q = g$
(ii) $\partial_j h_i = h_{j-1} \partial_i$ if $i < j$
(iii) $s_i h_j = h_{j+1} s_i$ if $i < j$
(iv) $s_j h_i = h_{i+1} s_j$ if $i > j$

$\partial$ is called a homotopy from $f$ to $g$, $h: f \simeq g$. If $K'$ and $L'$ are subcomplexes of $K$ and $L$ and $f$ and $g$ take $K'$ into $L'$, then $h$ is a relative homotopy from $f$ to $g$ if $h$ is a homotopy from $f$ to $g$, if $h(K') \subset L'$, and if $h|K'$ is a homotopy from $f|K'$ to $g|K'$. $K'$ is said to be a deformation retract of $K$ if the identity map of $K$ is homotopic relative to $K'$ to a map from $K$ onto $K'$, which extends the inclusion map $K' \to K$. Two complexes $K$ and $L$ are said to be of the same homotopy type if there exist maps $f: K \to L$ and $g: L \to K$ which satisfy $fl \simeq 1$ and $gf \simeq 1$.

Lemma 5.2: Let $f, f': K \to L$ and $g, g': L \to M$. Then:

(i) $f \simeq f$
(ii) If $h: f \simeq f'$, then $g \circ h: g \circ f \simeq g \circ f'$
(iii) If $h: g \simeq g'$, then $h \circ f: g \circ f \simeq g' \circ f$.

Proof: If $h_i(x) = s_i f(x)$, then $h: f \simeq f$. (ii) and (iii) are clear.

We will prove that homotopy is an equivalence relation on maps from a complex $K$ to a Kan complex $L$ in the next section.

The following proposition implies that homology is an invariant of homotopy type on the category of simplicial sets.

Proposition 5.3: Suppose $f$ and $g$ are maps from $K$ into $L$. Then if $f \simeq g$, $f_* = g_*: H_*(K) \to H_*(L)$.

Proof: Let $h: f \simeq g$. Define $s: C(K) \to C(L)$ by

$$s(x) = \sum_{i=0}^{q} (-1)^i h_i(x), \quad x \in K_q.$$ 

Then it is easily verified that $s_* = C(f) - C(g)$, which implies the result.

We now wish to express our definition of homotopy groups in terms of homotopies of maps. We first define the standard simplicial $n$-simplex $\Delta[n]$. 
DEFINITIONS AND NOTATIONS 5.4: For each \( n \geq 0 \), a simplicial set \( \Delta[n] \) is given by the contravariant functor \( T^n \) defined by \( T^n(\mu) = \text{Hom}(\Delta, \Delta_\mu) \) and \( T^n(\mu)(\lambda) = \lambda \mu \) whenever \( \lambda \mu \) is defined in the category \( \Delta^f \). The face and degeneracy operators are of course \( T^n(\delta_i) \) and \( T^n(\sigma_i) \). Note that \( \delta_i \) and \( \sigma_i \), \( 0 \leq i \leq n \), induce simplicial maps

\[
\delta_i : \Delta[n-1] \to \Delta[n] \quad \text{and} \quad \sigma_i : \Delta[n+1] \to \Delta[n].
\]

Identifying \( \lambda \in \text{Hom}(\Delta, \Delta_\mu) \) with its image \( \lambda(\Delta_\mu) \), an \( n \)-simplex of \( \Delta[n] \) is a sequence \((a_0, \ldots, a_m)\) of integers \( a_i \)

\[
0 \leq a_0 \leq \cdots \leq a_n \leq n, \quad \text{and} \quad \delta_i(a_0, \ldots, a_m) = (a_0, \ldots, a_{i-1}, a_{i+1}, \ldots, a_m), \quad \sigma_i(a_0, \ldots, a_m) = (a_0, \ldots, a_{i-1}, a_i, a_{i+1}, \ldots, a_m).
\]

We let \( \Delta_\mu \) denote \((0, 1, \ldots, n) \in \Delta[n]_\mu \). We denote by \( \Delta[n], \Delta^0[n] \), and \( \Delta^1[n] \) the subcomplexes of \( \Delta[n] \) generated by \( \{\delta_i \Delta[n] \mid 0 \leq i \}\), \( \partial_0 \Delta_\mu \), and \( \{\partial_i \Delta[n] \mid 0 \leq i \} \) respectively.

Now suppose \( K \) is a complex, \( x \in \tilde{K}_n \). Clearly there is a unique simplicial map \( \overline{x} : \Delta[n] \to K \) such that \( \overline{x}(\Delta_\mu) = x \). If \( x \in \tilde{K}_n \), then \( \overline{x} : (\Delta[n], \Delta_\mu) \to (K, \phi) \) and if \( L \) is a subcomplex of \( K \) and \( x \in \tilde{K}(L)_n \), then

\[
\overline{x} : (\Delta[n], \Delta^0[n], \Delta^1[n]) \to (K, L, \phi).
\]

LEMMA 5.5: Let \((K, L, \phi)\) be a Kan triple, and suppose \( x, y \in \tilde{K}_n \). Then \( x \sim y \) if and only if \( \overline{x} \simeq \overline{y} \) rel \( \Delta[n] \).

Proof: Suppose \( x \sim y \), say \( z \in K_{n+1} \) satisfies \( \partial_i z = \phi_i \), \( 0 \leq i < n \), \( \partial_n z = x \), and \( \partial_{n+1} z = y \). We must define \( h : \overline{x} \simeq \overline{y} \) rel \( \Delta_\mu \), and it clearly suffices to define \( h_i \) on \( \Delta[n] \). We do this by \( h_i(\Delta_\mu) = s_i x \), \( 0 \leq i < n \), and \( h_n(\Delta_\mu) = z \). Conversely, suppose \( h : \overline{x} \simeq \overline{y} \) and let \( x_j = h_i(\Delta_\mu) \), \( 0 \leq i \leq n \). Then \( \partial_i z_j = \phi \) unless \( i = j \) or \( i = j + 1 \), and \( \partial_0 z_0 = x \), \( \partial_1 z_1 = \partial_1 z_1 \) for

\[
1 \leq i \leq n, \quad \partial_{n+1} z_n = y. \quad \text{We will prove that if} \quad z \in K_{n+1}, \quad \partial_i z = \phi \quad \text{for} \quad i \neq r, \quad r + 1, \quad \text{and} \quad \partial_r z = K_n, \partial_{r+1} z = \tilde{K}_n, \quad \text{then} \quad \partial_r z \sim \partial_{r+1} z.
\]

This will prove the result, since it will imply

\[
x \sim \partial_1 z_0 = \partial_1 z_1 \sim \partial_2 z_1 = \cdots \sim \partial_n z_{n-1} = \partial_n z_n \sim y.
\]

Thus suppose \( r < n \), and let \( a = \partial_r z, b = \partial_{r+1} z \), where \( \partial_i z = \phi \) if \( i \neq r, \ r + 1 \). By the extension condition, there exists \( w \in K_{n+2} \) such that \( \partial_i w = \phi \) if \( 0 \leq i < r \) and if \( r + 3 < i \leq n + 2 \), \( \partial_{r+1} w = s_{r+1} b, \partial_{r+2} w = z_1, \) and \( \partial_{r+3} w = s_r b \). Then \( \partial_i \partial_r w = \phi, \ i \neq r + 1, \ r + 2, \) and \( \partial_r \partial_{r+1} w = a, \partial_r \partial_{r+2} w = b \).

Iterating the process, we find \( a \sim b \).

LEMMA 5.6: Let \((K, L, \phi)\) be a Kan triple, and suppose \( x, y \in \tilde{K}(L)_n \).

Then \( x \sim y \) rel \( L \) if and only if \( \overline{x} \simeq \overline{y} \) rel \( \Delta^0[n], \Delta^1[n] \).

The proof is similar to that of Lemma 5.5 and will be omitted. Lemmas 5.5 and 5.6 imply

PROPOSITION 5.7: Let \((K, L, \phi)\) be a Kan triple. Then:

(i) Homotopy is an equivalence relation on maps

\[
(\Delta[n], \Delta^0[n], \Delta^1[n]) \to (K, L, \phi).
\]

and \( \pi_n(K, \phi) \) may be identified with the set of equivalence classes of such maps.

(ii) Homotopy is an equivalence relation on maps

\[
(\Delta[n], \Delta^0[n], \Delta^1[n]) \to (K, L, \phi),
\]

and \( \pi_n(K, L, \phi) \) may be identified with the set of equivalence classes of such maps.

Together with (iii) of Lemma 5.2, Proposition 5.7 implies:

PROPOSITION 5.8: If \( f, g : (K, L, \phi) \to (K', L', \phi') \) and \( f \simeq g \)
rel \( (L', \phi') \), then \( I_\ast = g_\ast: \pi_n(K, L, \phi) \to \pi_n(K', L', \phi') \), and similarly for the absolute groups. In particular, the homotopy groups are invariants of homotopy type on the categories of Kan pairs and of Kan triples.

§6. Function complexes

In this section, we reformulate the definition of homotopy of maps and show that maps \( K \to L \) are vertices of a complex \( L^K \), the paths of which are homotopies between maps.

**Definition 6.1:** The Cartesian product \( K \times L \) of two complexes \( K \) and \( L \) is defined as \( (K \times L)_q = K_q \times L_q \) with face and degeneracy operators given by

\[
\partial_i(x, y) = (\partial_i x, \partial_i y) \quad \text{and} \quad s_i(x, y) = (s_i x, s_i y).
\]

**Notations 6.2:** Let \( l = \Delta[1] \) and \( l = \Delta[1] \cdot (0) \) will denote any simplex of \( \Delta^1[1] \), \( (1) \) any simplex of \( \Delta^0[1] \).

**Proposition 6.2:** Let \( f \) and \( g \) be simplicial maps \( K \to L \). Then \( f \simeq g \) if and only if there exists a simplicial map \( F: K \times l \to L \) such that \( F(x, (0)) = g(x) \) and \( F(x, (1)) = f(x) \), where \( x \) is any simplex of \( K \).

**Proof:** Suppose \( h: f \simeq g \). For \( x \in K_q \) define \( F(x, (0)) = g(x) \), \( F(x, (1)) = f(x) \), and

\[
F(x, s_{q-1} \cdots s_{i+1} s_{i-1} \cdots s_0 \Delta_1) = \partial_{i+1} h_i(x),
\]

\( 0 \leq i \leq q-1 \). Then it is easily verified that \( F \) is a simplicial map. Conversely, given \( F \) define

\[
h_i(x) = F(s_{i} x, s_{i-1} \cdots s_1 s_0 \Delta_1),
\]

\( x \in K_{q_i} \). \( 0 \leq i \leq q \). Then \( h: f \simeq g \).

We will call \( F \) a homotopy from \( g \) to \( f \), \( F: g \simeq f \). Similarly we may prove

**Proposition 6.3:** Let \( f, g: (K, K') \to (L, L') \). Then \( f \simeq g \) rel \( L \) if and only if there exists \( F: K \times l \to L \) such that \( F: g \simeq f \), \( F(K \times l) \subset L' \), and \( F(K \times l) \cap g[K'] \simeq f[K'] \).

**Definition 6.4:** The function complex \( L^K \) of maps from a complex \( K \) to a complex \( L \) is defined as follows:

(i) \( (L^K)_q = \text{Hom}(K \times \Delta[q], L) \), the set of simplicial maps \( F: K \times \Delta[q] \to L \)

(ii) \( \partial_i F = f(1 \times \delta_i) \) and \( s_i F = f(1 \times \sigma_i) \), where \( 1 \) denotes the identity map of \( K \).

\((L, L')(K, K')\) is similarly defined, with \( q \)-simplices the elements of \( \text{Hom}((K \times \Delta[q], K' \times \Delta[q]), (L, L')) \).

Now a homotopy \( F: f \simeq g \) between maps \( K \to L \) is just a path (1-simplex) of \( L^K \) which starts at \( \partial_1 F = f \) and ends at \( \partial_0 F = g \). It follows that homotopy is an equivalence relation on maps \( K \to L \) whenever \( L^K \) is a Kan complex, and similarly for maps of pairs, etc. We will prove that \( L^K \) is a Kan complex if \( L \) is. To do this, we need a combinatorial description of \( q \)-simplices of \( L^K \) similar to that of 1-simplices given by the original definition of homotopy of maps.

**Definition 6.5:** A \((p, q)\)-shuffle is a permutation \( \pi \) of \([0, \ldots, p+q-1]\) which satisfies \( \pi(i) < \pi(j) \) if \( 0 \leq i < j \leq p-1 \) or if \( p \leq i < j \leq p+q-1 \). Let \( \mu_{ij} = \pi(i-j)+1 \), \( 1 \leq i \leq p \), and let \( \nu_{ij} = \pi(i+j-1)+1 \), \( 1 \leq j \leq q \). \( \pi \) is determined by \( \mu \) or \( \nu \), and we write \( \pi = (\mu, \nu) \).

If \( y \in K_p \) is non-degenerate and \( \hat{y} \) denotes the subcomplex of \( K \) generated by \( y \), then the non-degenerate \((p+q)\)-simplices of \( y \times \Delta[q] \) are \(((s_{q-1} \cdots s_{\nu_1} y, s_{p-1} \cdots s_{\nu_1} \Delta_{q}))((\mu, \nu) \) is a \((p, q)\)-shuffle.\)

This motivates the introduction of shuffles.
Let \( i \in \{0, \ldots, p+q\} \). We classify \((p, q)\)-shuffles relative to \( i \) as follows. \((\mu, \nu)\) is of type I if

\[(i) \quad i < \mu_i, \quad \text{or} \]
\[(ii) \quad i, i-1 \in \{\nu_1, \ldots, \nu_q\}, \quad \text{or} \]
\[(iii) \quad i = p+q, \quad i-1 = \nu_q. \]

\((\mu, \nu)\) is of type II if

\[(i) \quad i < \nu_q, \quad \text{or} \]
\[(ii) \quad i, i-1 \in \{\mu_1, \ldots, \mu_p\}, \quad \text{or} \]
\[(iii) \quad i = p+q, \quad i-1 = \mu_p. \]

\((\mu, \nu)\) is of type III otherwise; that is \((\mu, \nu)\) is of type III if

\[(i) \quad \max\{\mu_1, \nu_1\} \leq i < p+q, \quad \text{and either} \]
\[(ii) \quad i \in \{\mu_1, \ldots, \mu_p\} \quad \text{and} \quad i-1 \in \{\nu_1, \ldots, \nu_q\}, \quad \text{or} \]
\[(iii) \quad i \in \{\nu_1, \ldots, \nu_q\} \quad \text{and} \quad i-1 \in \{\mu_1, \ldots, \mu_p\}. \]

To each shuffle \((\mu, \nu)\) and each \( i \) we associate a new shuffle \((\bar{\mu}, \bar{\nu})\) and an index \( r \) as follows: If \((\mu, \nu)\) is of type I, \((\bar{\mu}, \bar{\nu})\) is a \((p, q-1)\)-shuffle. Let \( k \) be that integer such that \( i = \nu_k \) in cases (i) and (ii) and let \( k = q \) in case (iii). Let \( \bar{\nu}_j = \nu_j \) for \( j < k \) and let \( \bar{\nu}_j = \nu_{j+1} \) for \( k \leq j \leq q-1 \). This defines \((\bar{\mu}, \bar{\nu})\), and \( r \) is that integer such that \( \bar{\mu}_j = \mu_j \) for \( j \leq r \) and \( \bar{\nu}_j = \nu_j-1 \) for \( r < j \leq p \).

If \((\mu, \nu)\) is of type II, \((\bar{\mu}, \bar{\nu})\) is a \((p-1, q)\)-shuffle. Let \( k \) be that integer such that \( i = \mu_k \) in cases (i) and (ii) and let \( k = p \) in case (iii). Let \( \bar{\mu}_j = \mu_j \) for \( j < k \) and let \( \bar{\mu}_j = \mu_{j+1} - 1 \) for \( k \leq j \leq p-1 \). This defines \((\bar{\mu}, \bar{\nu})\), and \( r \) is that integer such that \( \bar{\nu}_j = \nu_j \) for \( j \leq r \) and \( \bar{\mu}_j = \nu_j-1 \) for \( r < j \leq q \).

If \((\mu, \nu)\) is of type III, \((\bar{\mu}, \bar{\nu})\) is a \((p, q)\)-shuffle. In case (ii), let \( i = \nu_r \), \( i-1 = \mu_r \) and define \( \bar{\nu}_j = \mu_j \) for \( j \neq r \), \( \bar{\nu}_r = i-1 \). In case (iii), let \( i = \nu_r \), \( i-1 = \nu_r \) and define \( \bar{\mu}_j = \mu_j \) for \( j \neq r \), \( \bar{\mu}_r = i \).

Next, to each shuffle \((\mu, \nu)\) and each \( i \) we associate a \((p+1, q)\)-shuffle \((\bar{\mu}, \bar{\nu})\) and a second index \( t \) as follows. If \( s \) is the largest integer such that \( \mu_j < i \) for \( j < s \), then \( \bar{\mu}_j = \mu_j \) for \( j < s \), \( \bar{\nu}_s = i \), and \( \bar{\mu}_j = \mu_{j-1} - 1 \) for \( j > s \). \( t \) is defined as the number of \( \nu_j \) such that \( i > \nu_j \).

**Definition 6.6:** Let \( F : K \times \Delta[q] \rightarrow L \) be a simplicial map. If \((\mu, \nu)\) is a \((p, q)\)-shuffle, define

\[ h_{(\mu, \nu)} : K_p \rightarrow L_{p+q} \]

by

\[ h_{(\mu, \nu)}(y) = F(s_{\nu_q} \ldots s_{\nu_1} y, s_{\mu_p} \ldots s_{\mu_1} \Delta[q]). \]

If \((\mu, \nu)\) is a \((p, q-1)\)-shuffle and \( i \in \{0, \ldots, q\} \), define

\[ h_{(\mu, \nu)}^i : K_p \rightarrow L_{p+q-1} \]

by

\[ h_{(\mu, \nu)}^i(y) = F(s_{\nu_q} \ldots s_{\nu_1} y, s_{\mu_p} \ldots s_{\mu_1} \Delta[q]). \]

If \( q = 1 \) and we let \( h_1 = h_{(\mu, \nu)} \) where \( \nu_1 = i \), then the proof of Proposition 6.2 states that \( h \) is a homotopy and that given a homotopy \( h \) we can construct a map \( F \). A tedious verification proves the following generalization.

**Proposition 6.7:** Let \( F : K \times \Delta[q] \rightarrow L \) be a simplicial map. Then

\[(i) \quad \partial_i h_{(\mu, \nu)} = h_{(\mu, \nu)} \partial_i^r \] if \((\mu, \nu)\) is \((p, q)\)-shuffle of type I and index \( r \) with respect to \( i \);

\[(ii) \quad \partial_i h_{(\mu, \nu)} = h_{(\mu, \nu)} \partial_i^r \] if \((\mu, \nu)\) is \((p, q)\)-shuffle of type II and index \( r \) with respect to \( i \);

\[(iii) \quad \partial_i h_{(\mu, \nu)} = \partial_i h_{(\mu, \nu)} \] if \((\mu, \nu)\) is \((p, q)\)-shuffle of type III with respect to \( i \).
(iv) \( s_i h(\mu, \nu) = h(\mu, \nu) s_{i-1} \) if \((\mu, \nu)\) is a \((p, q)\)-shuffle and \(i\) is the second index of \((\mu, \nu)\) with respect to \(i\).

Conversely, a set \( \{ h(\mu, \nu) \} \) of functions \( K_0 \rightarrow L_{p+q} \) indexed on the \((p, q)\)-shuffles and satisfying (ii)-(iv) determines a unique simplicial map \( F : K \times \Delta[p] \rightarrow L \) by the first formula of Definition 6.6.

We will need one simple lemma to prove that \( L^K \) is a Kan complex if \( L \) is.

**Lemma 6.8:** Let \( L \) be a Kan complex. Suppose given \( r + 1 \)

\( q \)-simplices \( x_i, \ldots, x_r \) of \( L \), where \( q \leq k \) and

\( 0 \leq t_0 < \cdots < t_r \leq q + 1 \) and suppose \( \partial_i x_{t_i} = \partial_i x_{t_{i-1}} \) for \( i \leq t, s < t \).

Then there exists \( x \in L_{q+1} \) such that \( \partial_i x = x_{t_i} \), \( 0 \leq s \leq r \).

**Proof:** If \( r = q \), the statement is true by the extension condition, and therefore the statement is true for \( r = 0 \). Assume \( q > 0 \) and the result holds for \( q' < q \) and assume \( r < q \) and the result holds for \( r' > r \). Let \( v \in [0, \ldots, q+1] \), \( v \notin [i_0, \ldots, i_r] \) and let \( u \) be maximal such that \( i_u < v \). Define \( j_x = i_s \) if \( i_u < v \), \( j_{u+1} = v \), and \( j_{i_u} = i_{u-1} \) if \( u + 1 < s \leq r + 1 \). We wish to find \( x_v = x_{t_u+1} \) such that \( x_{t_0}, \ldots, x_{t_r} \) satisfy the hypothesis, for then an application of the induction hypothesis on \( r \) gives the desired \( x \). But the \((q-1)\)-simplices \( \partial_{t_{i-1}} x_{t_i}, s < u \), \( \partial_{t_{i-1}} x_{t_i}, u + 1 < s \leq r \) satisfy the hypothesis, hence induction on \( q \) gives the desired \( x_v \).

**Theorem 6.9:** If \( K \) is a complex and \( L \) is a Kan complex, then \( L^K \) is a Kan complex.

**Proof:** Let \( F_0, \ldots, F_{k-1}, F_{k+1}, \ldots, F_q \) be compatible \((q-1)\)-simplices of \( L^K \), and let \( \{ h(\mu, \nu) \} \) be the functions indexed on the \((p, q-1)\)-shuffles determined by the \( F_i \), \( i \neq k \). We will define functions \( h(\mu, \nu) \) indexed on the \((p, q)\)-shuffles and satisfying (i)-(iv) of Proposition 6.7. It will follow that the corresponding map \( F \) has \( \partial_i F = F_i, i \neq k \). We order all \((p, q)\)-shuffles \( (q) \) fixed) by letting an \((r, q)\)-shuffle precede a \((p, q)\)-shuffle if \( r < p \) and by letting a \((p, q)\)-shuffle \((\mu, \nu)\) precede a \((p, q)\)-shuffle \((\mu', \nu')\) if \( \mu_i = \mu_i' \) for \( i < j \) and \( \mu_j < \mu_j' \). We proceed by induction on the \((p, q)\)-shuffles. The first such shuffle is the unique \((0, q)\)-shuffle. If \( \gamma \in K_0 \), choose \( z \in L_q \) such that \( \partial_{t_i} z = \delta_i z = h_{(\mu, \nu)}(y) \), \( i \neq k \).

This is possible by the extension condition. Define \( h_{(0, q)}(y) \). Now suppose that \( h_{(\mu', \nu')} \) is defined for \((\mu', \nu') \neq (\mu, \nu) \).

Case 1: \((\mu, \nu)\) is the first \((p, q)\)-shuffle, so \( \mu_i = i-1, 1 \leq i \leq p \), and \( \nu_i = i + p - 1, 1 \leq i \leq q \). \((\mu, \nu)\) is of type III with respect to \( p \), and \((\mu, \nu) \neq (\mu, \nu) \), since \( \mu_i = i-1 \) for \( i < p \) and \( \nu_i = i + p - 1 \) for \( i < q \).

Case 2: \((\mu, \nu)\) is the last \((p, q)\)-shuffle, so \( \mu_i = i, 1 \leq i \leq p \), and \( \nu_i = i - 1, 1 \leq i \leq q \). \((\mu, \nu) \neq (\mu, \nu) \), where \( (\mu, \nu) \) is the associated \((p, q)\)-shuffle relative to \( i \), hence \( \partial_i h_{(\mu, \nu)} \) has not been defined and we may proceed as in case 1.

Case 3: \((\mu, \nu)\) is the last \((p, q)\)-shuffle, so \( \mu_i = i + q - 1, 1 \leq i \leq p \), and \( \nu_i = i - 1, 1 \leq i \leq q \). Suppose also that \( k < q \). Now \( \partial_k h_{(\mu, \nu)} = \delta_k h_{(\mu, \nu)} \), where \( (\mu, \nu) \) is associated with \((\mu, \nu)\) relative to \( k \), and \( h_{(\mu, \nu)} \) has not been defined. Thus we may proceed as in the previous cases.

Case 4: \((\mu, \nu)\) is the last \((p, q)\)-shuffle, so \( \mu_i = i, 1 \leq i \leq p \), and \( \nu_i = i - 1, 1 \leq i \leq q \). Suppose also that \( k < q \). Now \( \partial_k h_{(\mu, \nu)} = \delta_k h_{(\mu, \nu)} \), where \( (\mu, \nu) \) is associated with \((\mu, \nu)\) relative to \( k \), and \( h_{(\mu, \nu)} \) has not been defined. Thus we may proceed as in the previous cases.

Cases 1, 2, 3 complete the proof except when \( k = q \). In this case, we simply reverse the ordering of the \((p, q)\)-shuffles, \( p \) fixed, and proceed exactly as above starting with case 3, continuing.
with case 2 where now \( \mu_r = i \) and \( \nu_s = i - 1 \) for some \( i, r, \) and \( s, \) and finishing with case 1 where now \( \partial_{p+q}^h(\mu, \nu) \) will not have been defined. Similarly we can prove

**Theorem 6.10:** If \( L' \) is a sub Kan complex of a Kan complex \( L, \) then \( (L, L')(K, K') \) is a Kan complex.

As we noticed before, these results imply

**Corollary 6.11:** Homotopy is an equivalence relation on maps into Kan complexes or Kan pairs.

We remark that \( L^K \) is a functor, covariant in \( L \) and contravariant in \( K. \) The following two properties of this functor will be needed later.

**Lemma 6.12:** Let \( K, L, \) and \( M \) be complexes. Then we have a natural transformation of functors \( \mu: L^K \times M^L \to M^K \) defined by

\[
\mu(t, g)(x, u) = g(f(x, u), u), \quad x \in K, \quad u \in \Delta[n], \quad f \in L^K, \quad g \in M^L.
\]

In particular, \( K^K \) is a simplicial monoid which operates on \( L^K \) from the left and on \( K^L \) from the right.

**Lemma 6.13:** Let \( K, L, \) and \( M \) be complexes. Then there exists a natural equivalence of functors \( \psi: M^K \times L \to (M^K)^L. \)

**Proof:** Given \( f: K \times L \times \Delta[n] \to M, \) we define

\[
\psi(f)(y)(x, u) = f(x, T(u)(y, v)),
\]

where

\[
x \in K^p, \quad y \in L^q, \quad u \in \Delta[q], \quad v \in \Delta[n]^q
\]

and where

\( T \) is the contravariant functor on \( \Delta^* \) which defines \( L \times \Delta[n]. \)

Thus we are regarding \( u \) as an element of \( \text{Hom}(\Delta^p, \Delta^q) \) in the category \( \Delta^* \) so that \( T(u): L^q \times \Delta[n] \to L^p \times \Delta[n] \). Next, given
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FIBRATIONS, POSTNIKOV SYSTEMS,
AND MINIMAL COMPLEXES

§7. Kan fibrations

DEFINITION 7.1: Let \( p: E \to B \) be a simplicial map. \( p \) is said to
be a Kan fibration if for every collection of \( n+1 \) \( n \)-simplices
\( x_0, \ldots, x_{n-1}, x_k, \ldots, x_{n+1} \) of \( E \) which satisfy the compat-
tibility condition \( \partial_i x_j = \partial_{i-1} x_j \) \( i < j \), \( i \neq k \), \( j \neq k \), and for every
\( (n+1) \)-simplex \( y \) of \( B \) such that \( \partial_i y = p(x_i) \), \( i \neq k \), there exists
an \( (n+1) \)-simplex \( x \) of \( E \) such that \( \partial_i x = x_i \) \( i \neq k \), and
\( p(x) = y \). \( E \) is called the total complex, \( B \) the base complex, and
\( (E, p, B) \) is called a fibre space. If \( \phi \) denotes the complex gener-
rated by a vertex of \( B \), \( F = p^{-1}(\phi) \) is called the fibre over \( \phi \).

If \( \psi \) is the complex generated by a vertex of \( F \), then the sequence
\( (F, \psi) \to (E, \psi) \to (B, \phi) \)
is called a fibre sequence.

REMARK 7.2: Let \( E \) be a complex, \( \phi \) the complex generated by
a point. Then the unique simplicial map \( E \to \phi \) is a Kan fibration
if and only if \( E \) is a Kan complex.

PROPOSITION 7.3: Let \( p: E \to B \) be a Kan fibration. Then \( F \) is
a Kan complex.

Proof: Suppose \( x_0, \ldots, x_{k-1}, x_k, \ldots, x_{n+1} \) are compatible
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DEFINITION 7.1: Let $p: E \to B$ be a simplicial map. $p$ is said to be a Kan fibration if for every collection of $n+1$ $n$-simplices $x_0, \ldots, x_{k-1}, x_{k+1}, \ldots, x_{n+1}$ of $E$ which satisfy the compatibility condition $\partial_i x_j = \partial_{i-1} x_{j'}$, $i < j$, $i \neq k$, $j \neq k$, and for every $(n+1)$-simplex $y$ of $B$ such that $\partial_i y = p(x_i)$, $i \neq k$, there exists an $(n+1)$-simplex $x$ of $E$ such that $\partial_i x = x_i$, $i \neq k$, and $p(x) = y$. $E$ is called the total complex, $B$ the base complex, and $(E, p, B)$ is called a fibre space. If $\phi$ denotes the complex generated by a vertex of $B$, $F = p^{-1}(\phi)$ is called the fibre over $\phi$.

If $\psi$ is the complex generated by a vertex of $F$, then the sequence

$$(F, \psi) \rightarrow (E, \psi) \rightarrow (B, \phi)$$

is called a fibre sequence.

REMARK 7.2: Let $E$ be a complex, $\phi$ the complex generated by a point. Then the unique simplicial map $E \to \phi$ is a Kan fibration if and only if $E$ is a Kan complex.

PROPOSITION 7.3: Let $p: E \to B$ be a Kan fibration. Then $F$ is a Kan complex.

Proof: Suppose $x_0, \ldots, x_{k-1}, x_{k+1}, \ldots, x_{n+1}$ are compatible.
n-simplices of \( F \). Using our convention that \( \phi \) denotes ambiguously any simplex of \( \phi \subset B \), \( p(x) = \phi \), and, since \( p \) is a Kan fibration, there exists \( x \in E_{n+1} \) such that \( \partial_j x = x_{i_j} \), \( i \neq k \), and \( p(x) = \phi \). But then \( x \in F_{n+1} \), since by definition \( F = p^{-1}(\phi) \).

**Lemma 7.4:** Let \( p: E \to B \) be a Kan fibration and assume \( p \) is onto. Suppose given \( r + 1 \) q-simplices \( x_{i_0}, \ldots, x_{i_r} \) of \( E \), where \( r \leq q \) and \( 0 \leq i_0 < \cdots < i_r \leq q + 1 \) and suppose

\[
\partial_j x_{i_s} = \partial_{i_s} x_s, \quad s < t.
\]

Assume further that \( y \in B_{q+1} \) satisfies \( \partial_j y = p(x_{i_s}) \), \( 0 \leq s \leq r \). Then there exists \( x \in E_{q+1} \) such that \( \partial_j x = x_{i_s} \), \( 0 \leq s \leq r \), and \( p(y) = x \).

The proof of the lemma is identical with that of Lemma 6.8, of which it is a generalization.

**Proposition 7.5:** Let \( p: E \to B \) be a Kan fibration.

(i) If \( E \) is a Kan complex and \( p \) is onto, then \( B \) is a Kan complex.

(ii) If \( B \) is a Kan complex, then \( E \) is a Kan complex.

**Proof:** (i) Suppose \( E \) is a Kan complex, and let

\[
y_0, \ldots, y_{k-1}, y_k, \ldots, y_{q+1}
\]

be q-simplices of \( B \) such that

\[
\partial_j y_j = \partial_{j-1} y_i, \quad i < j, \quad i \neq k, \quad j \neq k.
\]

Using the lemma, choose \( x_0 \in E_0 \) such that \( p(x_0) = y_0 \), choose \( x_1 \in E_q \) such that \( p(x_1) = y_1 \) and \( \partial_0 x_1 = \partial_0 y_0 \), and so forth, until \( x_0, x_1, \ldots, x_{k-1}, x_k, \ldots, x_{q+1} \) have been chosen satisfying

\[
p(x_i) = y_j, \quad i \neq k, \quad \partial_j x_i = \partial_{j-1} x_i, \quad i < j, \quad i \neq k, \quad j \neq k.
\]

Then we choose \( x \in E_{q+1} \) such that \( \partial_j x = x_i, \quad i \neq k, \) and we let \( y = p(x) \). Obviously \( \partial_j y = y_j, \quad i \neq k \).

(ii) Suppose \( B \) is a Kan complex, and let

\[
x_0, \ldots, x_{k-1}, x_k, \ldots, x_{q+1}
\]

be q-simplices of \( E \) such that \( \partial_j x_j = \partial_{j-1} x_i, \quad i < j, \quad i \neq k, \quad j \neq k \). Choose \( y \in B_{q+1} \) such that \( \partial_j y = p(x)_j, \quad i \neq k \). Then we may choose \( x \in E_{q+1} \) such that \( p(x) = y \) and \( \partial_j x = x_i, \quad i \neq k \).

Now let \( (F, \psi) \to (E, \psi) \to (B, \phi) \) be a fibre sequence of Kan pairs. Regarding \( p \) as a map \( (E, F, \psi) \to (B, \phi, \psi) \), \( p \) induces \( \psi_n: \pi_n(E, F, \psi) \to \pi_n(B, \phi, \psi) \). Let \( y \in B_n \), \( n \geq 1 \). Since \( p \) is a Kan fibration, there exists \( x \in E_n \) such that \( \partial_j x = \psi_1 \), \( 1 \leq i \leq n \), and \( p(x) = y \). \( \partial_j x \in F_{n-1} \), since \( \partial_j y = \phi \). Define \( q: \pi_n(B, \phi, \psi) \to \pi_n(E_n, F, \psi) \) and \( \partial_j q: \pi_n(B, \phi, \psi) \to \pi_n(E, F, \psi) \) by \( q[y] = [x] \) and \( \partial_j q[y] = [\partial_j x] \). It is easily verified that \( q \) and \( \partial_j q \) are well defined and are homomorphisms if \( n \geq 2 \). Further \( \pi_n q = 1 \), \( \psi_n q = 1 \), and the following diagram is commutative:

\[
\cdots \to \pi_{n+1}(E, F, \psi) \xrightarrow{\partial_{n+1}} \pi_n(E, F, \psi) \xrightarrow{\partial_n} \pi_{n-1}(E, F, \psi) \to \cdots
\]

Thus we have proven

**Theorem 7.6:** Let \( (F, \psi) \to (E, \psi) \to (B, \phi) \) be a fibre sequence of Kan pairs. Then \( \psi_n: \pi_n(E, F, \psi) \to \pi_n(B, \phi, \psi) \) is an isomorphism and the following is an exact sequence:

\[
\cdots \to \pi_{n+1}(B, \phi, \psi) \xrightarrow{\partial_{n+1}} \pi_n(E, F, \psi) \xrightarrow{\partial_n} \pi_{n-1}(E, F, \psi) \xrightarrow{\psi_n} \cdots
\]

Next we define maps and homotopies of maps of fibre spaces.

**Definition 7.7:** Let \( (E, p, B) \) and \( (E', p', B') \) be fibre spaces. A map \((f, \alpha): (E, p, B) \to (E', p', B')\) is a commutative diagram
Then \((\tilde{F}, F)\): \((\tilde{i}, i) \simeq (\tilde{g}, g)\) \((\tilde{G}, G): (\tilde{i}, i) \simeq (\tilde{h}, h)\). We must prove \((\tilde{g}, g) \simeq (\tilde{h}, h)\) \(B_1^B\) is a Kan complex, hence there exists \(U \in (B_1^B)^2\) such that \(\partial_1 U = G\) and \(\partial_2 U = F\). Let \(H = \partial_0 U\). Then \(H: \tilde{g} \simeq h\). Since 
\[p_1^E: E_1 \rightarrow B_1^E\]
is a Kan fibration, there exists \(V \in (E_1^B)^2\) such that \(\partial_1 V = \tilde{G}\), \(\partial_2 V = \tilde{F}\), and \(p_1^E(V) = U \circ (p \times 1)\). Let \(\tilde{H} = \partial_0 V\). Then \(\tilde{H}: \tilde{g} \simeq \tilde{h}\) and \(p_1 \circ \tilde{H} = p_1^E(\tilde{H}) = H \circ (p \times 1)\) as desired.

To prove the next corollary, we must first rectify a small omission.

**Definition 7.10:** Two vertices \(x\) and \(y\) of a complex \(B\) are in the same path component of \(B\), written \(x \sim y\), if there exist \(1\)-simplices \(z_1, \ldots, z_n\) such that \(z_1\) is a face of \(x\), \(y\) is a face of \(z_n\), and \(z_i\) has a face in common with \(z_{i+1}\), \(1 \leq i < n\). \(\sim\) is an equivalence relation on vertices of \(B\), and we define 
\[\pi_0(B) = B_0(\sim)\]
If \(B\) is a Kan complex, then obviously \(\pi_0(B) = \pi_0(B, \phi)\), where \(\phi\) is any vertex of \(B\).

**Corollary 7.11:** Let \(p: E \rightarrow B\) be a Kan fibration and let \(F_\phi\) and \(F_\psi\) be the fibres over two vertices \(\phi\) and \(\psi\) of \(B\). Then if \(\phi\) and \(\psi\) are in the same path component of \(B\), \(F_\phi\) and \(F_\psi\) are of the same homotopy type.

**Proof:** \(p F_\phi: E F_\phi \rightarrow B F_\phi\) is a Kan fibration. As shown in Remarks 6.10, there is an injection \(B \rightarrow B F_\phi\), and if we let \(K = (p F_\phi)^{-1}(B)\) and \(q = p F_\phi|K\), then \(q: K \rightarrow B\) is a Kan fibration. An element \(x \in K_n\) is a map \(F_\phi \times \Delta[n] \rightarrow E\) for which there exists a commutative diagram 
\[\begin{array}{c}
F_\phi \times \Delta[n] \rightarrow E \\
\downarrow \\
\Delta[n] \rightarrow B
\end{array}\]
In particular, an element of \( K_0 \) is a map from \( F_\phi \) into another fibre. Now we may assume that there exists \( z \in B_1 \) such that 
\[
\partial_1 z = \phi \quad \text{and} \quad \partial_0 z = \psi.
\]
If \( x \in K_0 \) is the inclusion \( F_\phi \rightarrow E \), then there exists \( y \in K_1 \) such that \( q(y) = z \) and \( \partial_1 y = x \). It follows that \( \partial_0 y = \psi \) is a map \( F_\psi \rightarrow F_\phi \). Similarly, let \( K' = (pF_\psi)^{-1}(B) \), 
\[
q' = pF_\psi | K': K' \rightarrow B.
\]
If \( x': F_\psi \rightarrow E \) is the inclusion there exists \( y' \in K'_1 \) such that \( q(y') = z \), \( \partial_0 y' = x' \), and \( \partial_1 y' \) is a map \( F_\psi \rightarrow F_\phi \). Since \( q: K \rightarrow B \) is a Kan fibration, there exists \( w \in K_2 \) such that \( \partial_0 w = y \), \( \partial_2 w = \partial_0 y \circ (\partial_0 y \times 1) \), and \( q(w) = s_0 z \). It follows that \( q(\partial_2 w) = \phi \), \( \partial_0 \partial_2 w = x \), and \( \partial_1 \partial_2 w = \partial_1 y' \circ \partial_0 y \). Since \( \partial_2 w(F_\phi \times 1) \subset F_\phi \), \( \partial_2 w: \partial_1 y' \circ \partial_0 y \cong 1 \) in \( F_\phi \). Similarly, we may prove that \( \partial_0 y' \circ \partial_1 y' \cong 1 \) in \( F_\psi \), and therefore \( F_\phi \) and \( F_\psi \) are of the same homotopy type.

**Corollary 7.12:** (Covering Homotopy Property). Let \( p: E \rightarrow B \) be a Kan fibration and let \( K \) be any complex. Let \( \tilde{f}: K \rightarrow E \) and \( f = p \circ \tilde{f}: K \rightarrow B \). Suppose \( F: K \times I \rightarrow B \) satisfies \( \partial_1 F = f \).

Then there exists \( F: K \times I \rightarrow E \) such that \( p \circ \tilde{F} = F \) and \( \partial_1 F = \tilde{f} \).

A proof similar to that of Theorem 6.9 also gives

**Theorem 7.13:** Let \( i: L \rightarrow K \) be an inclusion of complexes and let \( E \) be a Kan complex. Then \( E^i: E^L \rightarrow E^K \) is a Kan fibration.

**Corollary 7.14:** (Homotopy Extension Theorem). Let \( K \) be a subcomplex of the complex \( L \) and let \( E \) be a Kan complex. Let \( i: L \rightarrow E \) and let \( i = \tilde{i}|_K: K \rightarrow E \). Suppose \( F: K \times I \rightarrow E \) satisfies \( \partial_1 F = i \).

Then there exists \( \tilde{F}: L \times I \rightarrow E \) such that \( \tilde{F}| K \times I = F \) and \( \partial_1 \tilde{F} = \tilde{i} \).

Theorems 7.8 and 7.13 are both special cases of a more general result, which we now state.

**Definition 7.15:** A commutative diagram of complexes and maps

\[
\begin{array}{ccc}
A & \longrightarrow & B \\
\downarrow{e} & & \downarrow{g} \\
C & \longrightarrow & D
\end{array}
\]

is said to be a fibre square if for any \( q+1 \) compatible \( q \)-simplices \( x_0, \ldots, x_{k-1}, x_{k+1}, \ldots, x_{q+1} \) of \( A \) and for any \( y \in B_{q+1} \) and \( z \in C_{q+1} \) such that \( \partial_j y = e(x_i) \) and \( \partial_i z = f(x_j) \), \( i \neq k \), and \( g(y) = h(z) \), there exists \( x \in A_{q+1} \) such that \( e(x) = y \), \( f(x) = z \), and \( \partial_1 x = x_i \), \( i \neq k \).

**Theorem 7.16:** Let \( p: E \rightarrow B \) be a Kan fibration and let \( i: K \rightarrow L \) be an inclusion of complexes. Then

\[
\begin{array}{ccc}
E^L & \longrightarrow & B^L \\
\downarrow{E^i} & & \downarrow{B^i} \\
E^K & \longrightarrow & B^K
\end{array}
\]

is a fibre square.

**Corollary 7.17:** (Covering homotopy extension theorem). Suppose given \( (\tilde{i}, \tilde{f}): (L, \tilde{g}, L') \rightarrow (E, p, B) \), where \( \tilde{g} \) is any map of complexes and \( p \) is a Kan fibration. Let \( K' \subset L' \) and

\[
K = \tilde{g}^{-1}(K) \subset L
\]

(Here \( K' \) may be empty). Further, let \( G: K \times I \rightarrow E \) and \( F: L' \times I \rightarrow B \) be given satisfying \( \partial_1 F = i \), \( \partial_1 G = \tilde{i}|K \), and \( p \circ F = \tilde{g} \circ (\tilde{g} \times 1) \). Then there exists \( \tilde{F}: L \times I \rightarrow E \) such that \( \tilde{F}| K \times I = G \), \( p \circ \tilde{F} = \tilde{F} \circ (\tilde{g} \times 1) \), and \( \partial_1 \tilde{F} = \tilde{i} \).

§ 8. Postnikov systems

In this section we define the natural Postnikov systems
associated with Kan complexes and fibre spaces. The definition of the $k$-invariants will be given later, after the concept of twisted Cartesian product has been developed.

**Definitions 8.1:** Let $\Delta[q]^n$ denote the $n$-skeleton of $\Delta[q]$, that is, the subcomplex generated by all simplices of dimension $\leq n$.

Define an equivalence relation $\approx$ on $q$-simplices of a complex $K$ by $x^2y \approx \tilde{x}\Delta[q]^n = \tilde{y}\Delta[q]^n$ (where $\tilde{x}(\Delta[q]) = x$, $\tilde{y}(\Delta[q]) = y$). Noting that $x^2y$ implies $\partial_j x^2 \partial_j y$ and $s_j x^2 s_j y$, we can define a complex $K^{(n)}$ by $K^{(n)}_q = K_q/(\approx)$, where the face and degeneracy operators are induced from those of $K$. Note that $K^{(n)}_q = K_q$ if $n \geq q$, and define $K^{(\infty)}_q = K$. Let $\rho^n_m$ denote the natural map of $K^{(n)}$ onto $K^{(m)}$, $m \leq n < \infty$. We will usually write $\rho$ for $\rho^n_m$.

**Proposition 8.2:** Let $K$ be a Kan complex. Then

(i) $K^{(n)}$ is a Kan complex;

(ii) $\rho^n_m : K^{(n)} \to K^{(m)}$ is a Kan fibration.

**Proof:** (i) follows from Proposition 7.5 and the case $n = \infty$ of (ii). Let $x_0, \ldots, x_{k-1}, x_k, \ldots, x_{q+1}$ be compatible $q$-simplices of $K^{(n)}$ and suppose $y \in K^{(n)}_{q+1}$ satisfies $\partial_j y = \rho(x_j)$, $i \neq k$. If $q \leq m$, $K^{(m)} := K_q$ so that if $z \in K^{(n)}_{q+1}$ represents $y$, $\partial_j z = x_j$, $i \neq k$. Then if we let $x = z$, $\partial_j x = x_j$, $i \neq k$, and $\rho(x) = y$. Thus assume $q > m$. Suppose first that $n = \infty$. Then there exists $x \in K_{q+1}$ such that $\partial_j x = x_j$, $i \neq k$. Since any face of $x$ of dimension $\leq m$ is also a face of some $x_j$, $x^2 z$ if $z$ represents $y$ and therefore $\rho(x) = y$. Now if $n < \infty$, we know that $K^{(n)}$ is a Kan complex, and the same argument applies.

**Definition 8.3:** Let $(K, \phi)$ be a Kan pair. Define $E_n(K, \phi)$ to be a fibre over $\phi$ of $\rho : K \to K^{(n-1)}$. Thus $E_n(K, \phi)$ is the subcomplex of $K$ consisting of those simplices of $K$ all of whose faces of dimension less than $n$ are at $\phi$. $E_n(K, \phi)$ is called the $n^{th}$ Eilenberg subcomplex of $K$ based at $\phi$.

**Theorem 8.4:** Let $(K, \phi)$ be a Kan pair. Then

(i) $\rho^n_q(K^{(n)}, \phi) \approx \rho^n_q(K^{(m)}, \phi)$ for $q \leq m$;

(ii) $\rho^n_q(K^{(m)}, \phi) = 0$ for $q > m$;

(iii) $\rho^n_q(E_{m+1}(K^{(n)}, \phi), \phi) \approx \rho^n_q(K^{(m)}, \phi)$ for $q > m$;

(iv) $\rho^n_q(E_{m+1}(K^{(m)}, \phi), \phi) = 0$ for $q \leq m$ and for $q > n$.

**Proof:** $E_{m+1}(K^{(n)}, \phi) = \phi$ if $q \leq m$. This proves part (iv) and the homotopy exact sequence of the fibre space $(K^{(n)}, p, K^{(m)})$ then gives (i). Suppose $x \in \rho^n_m(K^{(m)}, \phi)$, $q > m$. By definition, $\partial_i x = \phi$ for all $i$ and, again by definition, this implies that $\phi$ is a representative for $x$. Therefore $\alpha = 0$, and (ii) is proven. Using the homotopy exact sequence, (ii) implies (iii). The last part of (iv) now follows.

The special cases $n = \infty$ and $n = m+1$ are of particular importance.

**Definition 8.5:** If $K$ is a Kan complex, let $X^n$ denote $(K^{(n+1)}, p, K^{(n)})$. The sequence of fibre spaces $X = (X^0, \ldots, X^n, \ldots)$ is called the natural Postnikov system of $K$. We let $F^{(n+1)}(X)$ denote the fibre $E_{n+1}(K^{(n+1)}, \phi)$ of the fibre space $X^n$.

**Definition 8.6:** If $(K, \phi)$ is a connected Kan pair such that for some $n > 0$, $\pi_n(K, \phi) = \phi$ and $\pi_q(K, \phi) = 0$ if $q \neq n$, then $K$ is said to be an Eilenberg-MacLane complex of type $(\pi_n, n)$.

The fundamental property of the natural Postnikov system is given by the following corollary of Theorem 8.4.

**Corollary 8.7:** Let $(K, \phi)$ be a Kan pair, $X$ its natural Postnikov system. Then $F^{(n)}(X)$ is an Eilenberg-MacLane complex of type $(\pi_n(K, \phi), n)$, $n \geq 1$. 


Now we generalize the constructions above to fibre sequences. For the remainder of this section, \((F, \psi) \xrightarrow{i} (E, \psi) \xrightarrow{p} (B, \phi)\) will be a fibre sequence of connected Kan pairs. We will define the natural Postnikov system of the fibre space \((E, p, B)\).

**DEFINITIONS 8.8:** Define an equivalence relation \(\cong\) on \(q\)-simplices of \(E\) by \(x \cong y\) if \(\bar{x} \Delta[p]^q = \bar{y} \Delta[p]^q\) and \(p(x) = p(y)\). Define a complex \(E^{(n)}\) by \(E_n^{(n)} = E_n / \cong\), where the face and degeneracy operators are induced from those of \(E\), and let \(E^{(\infty)} = E\). Let \(p_m^n\) denote the natural map of \(E^{(n)}\) onto \(E^{(m)}\), \(m \leq n \leq \infty\), and write \(p\) for \(p_m^n\). Note that if \(E_0 = \psi\), then \(E^{(0)} \cong B\), since \(x \cong y\) if \(p(x) = p(y)\).

**PROPOSITION 8.8:** Under the above hypotheses

(i) \(E^{(n)}\) is a Kan complex;

(ii) \(p: E^{(n)} \to B\) is a Kan fibration;

(iii) \(p_m^n: E^{(n)} \to E^{(m)}\) is a Kan fibration.

**THEOREM 8.9:** Under the above hypotheses

(i) the fibre over \(\phi\) of \(p: E^{(n)} \to B\) is \(F^{(n)}\), the \(n\)th total space in the natural Postnikov system for the fibre \(F\);

(ii) the fibre over \(\psi\) of \(p_m^n: E^{(n)} \to E^{(m)}\) is \(E_{m+1}^{(n)} / F^{(n)}\);

(iii) \(p_m^n: E^{(n)} \to E^{(m)}\) for \(q > m + 1\);

(iv) \(p_m^n: E^{(n)} \to E^{(m)}\) for \(m \leq n \leq \infty\). 

**DEFINITION 8.10:** Let \(E^n\) denote \((E^{(n+1)}, p, E^{(n)})\). The sequence of fibre spaces \(E = (E^0, \ldots, E^n, \ldots)\) is called the natural Postnikov system of \((E, p, B)\). Let \(F^{(n+1)}(E)\) denote the fibre of \(E^n\).

**COROLLARY 8.11:** \(F^{(n)}(E) = F^{(n)}(B)\), where \(B\) is the natural Postnikov system of the fibre \(F\), and therefore \(F^{(n)}(E)\) is an Eilenberg-MacLane complex of type \((\pi_n(F, \psi), n)\), \(n \geq 1\).

**REMARK 8.12:** The important part of the homotopy exact sequence of \(E^n\) is the following:

\[
0 \to \pi_{n+2}(E^{(n+1)}, \psi) \to \pi_{n+2}(E^{(n)}, \psi) \to \pi_{n+1}(F^{(n+1)}(E), \psi)
\]

\[
\to \pi_{n+1}(E^{(n+1)}, \psi) \to \pi_{n+1}(E^{(n)}, \psi) \to 0.
\]

This is essentially just the exact sequence

\[
0 \to p_* \pi_{n+2}(E^{(n)}, \psi) \to \pi_{n+2}(B, \phi) \to \pi_{n+1}(F, \psi) \to \pi_{n+1}(E, \psi)
\]

\[
\to p_* \pi_{n+1}(E, \psi) \to 0.
\]

§9. Minimal complexes

**DEFINITION 9.1:** A Kan complex \(K\) is said to be minimal if \(\partial_i x = \partial_j y, i \neq k\), implies \(\partial_k x = \partial_k y\).

**LEMMA 9.2:** A Kan complex \(K\) is minimal if and only if \(x \sim y\) implies \(x = y\).

**Proof:** (i) Suppose \(K\) is minimal and \(x \sim y, x, y \in K_q\). Then there exists \(z \in K_{q+1}\) such that \(\partial_i z = s_{q-1} \partial_i x, i < q, \partial_q z = x\) and \(\partial_{q+1} z = y\). Now \(\partial_i s_{q} x = s_{q-1} \partial_i x, i < q, \partial_q s_{q} x = x\). By assumption, this implies \(\partial_{q+1} z = \partial_{q+1} s_{q} x\), that is, \(y = x\).

(ii) Suppose \(x \sim y\) implies \(x = y\). Let \(\partial_i x = \partial_i y, i \neq k, x, y \in K_{q+1}\). We must prove \(\partial_k x = \partial_k y\), and it suffices to prove \(\partial_k x \sim \partial_k y\). By the extension condition, if \(k < q\) there exists \(z \in K_{q+2}\) such that \(\partial_i z = s_{q} \partial_i x, i \leq q, i \neq k, \partial_{q+1} z = x\), and \(\partial_{q+2} z = y\). Then \(\partial_k z = \partial_k x \sim \partial_k y\). If \(k = q+1\),
there exists $z \in K_{q+2}$ such that $\partial_i z = s_{q-1} \partial_i x$, $i < q$, 
$\partial_q z = x$, and $\partial_{q+1} z = y$. Then $\partial_{q+2} z = \partial_{q+1} x \sim \partial_{q+1} y$.

**Lemma 9.3:** Let $K$ be a complex. Suppose $x, y \in K_q$ satisfy
$\partial_i x = \partial_i y$, all $i$, and $x = s_m z$, $y = s_n w$. Then $x = y$.

*Proof:* If $m = n$, $z = \partial_m x = \partial_m y = w$, and $x = y$. Assume $m < n$. 
$z = \partial_m x = \partial_m s_n w = s_{n-1} \partial_m w$, hence
$x = s_m s_{n-1} \partial_m w = s_n s_m \partial_m w$.
Thus $s_m \partial_m w = \partial_n x = \partial_n y = w$, and, finally, $x = s_n w = y$.

Now if $K$ is a Kan complex, we define a minimal subcomplex of $K$ as follows. Choose a vertex in each component of $K$. These vertices are the elements of $M_0$. Suppose $M_q$, has been defined, $0 \leq q' < q$. Consider the homotopy classes of $q$-simplices all of whose faces are in $M_{q-1}$, and choose one $q$-simplex in each such class, choosing a degenerate representative whenever possible. These $q$-simplices are the elements of $M_q$. By Lemma 9.3, $M$ is a subcomplex of $K$. We will prove that $M$ is a retract of $K$, and since any retract of a Kan complex is clearly a Kan complex, it will follow from Lemma 9.2 that $M$ is a minimal complex.

**Definition 9.4:** A deformation retract $K$ of a complex $L$ is said to be a strong deformation retract of $L$ if some homotopy $F: L \times I \rightarrow L$ defining $K$ as a deformation retract satisfies $F(x, y) = x$, $x \in K_{q'}$ all $q$.

**Theorem 9.5:** $M$ is a strong deformation retract of $K$.

*Proof:* We will define $h_i$ satisfying the conditions of Definition 5.1, with $\partial_0 h_0(x) = x$, and $\partial_{q+1} h_q(x) \in M_q$ for $x \in K_q$ and with $h_i(x) = s_i x$ for $x \in M_q$. 

(i) If $x \in K_0$, let $h_0(x)$ be a 1-simplex satisfying $\partial_0 h_0(x) = x$ and $\partial_1 h_0(x) \in M_0$, and let $h_0(x) = s_0 x$ if $x \in M_0$.

(ii) Assume $h_i$ has been defined on $K_{q'}$, $0 \leq q' < q$, and let $x \in K_q$. If $x$ is degenerate, say $x = s_j y$, define
$h_i(x) = s_j h_{i-1}(y)$ if $j < i-1$ and $h_i(x) = s_{i+1} h_i(y)$ if $j > i-1$.
checking that if $x = s_k z$ is also true, the two resulting definitions agree. If $x \in M_q$, let $h_i(x) = s_q x$. Otherwise, let $h_0(x)$ be a $(q+1)$-simplex satisfying $\partial_0 h_0(x) = x$ and $\partial_{i} h_0(x) = h_0(\partial_{i-1} x)$ if $i > 1$.
There exists such a simplex by the extension condition.

(iii) Assume $h_i$ has been defined on $K_{q'}$ $0 \leq i < j < q$, and let $x \in K_q$ be non-degenerate, $x \not\in M_q$. By the extension condition, we can choose $h_j(x)$ satisfying $\partial_j h_j(x) = h_j(\partial_j x)$ for $i < j$, $\partial_j h_j(x) = \partial_j h_{j-1}(x)$, and $\partial_j h_j(x) = h_j(\partial_{j-1} x)$ for $i > j + 1$.
(iv) It remains to define $h_q(x)$, where $x \in K_q$ is non-degenerate and $x \not\in M_q$. Choose $y \in K_{q+1}$ such that $\partial_j y = h_{q-1}(\partial_j x)$, $i < q$, and $\partial_j y = \partial_j q_{q-1}(\partial_j x)$.

Now if $i < q$, $\partial_i \partial_{q+1} y = \partial_i q_{q-1}(\partial_i y) \in M_{q-1}$, and $\partial_i q_{q+1} y = \partial_i q_{q-1}(\partial_i y) \in M_{q-1}$.

Therefore there exists a unique $z \in M_q$ such that $z \sim \partial_{q+1} y$. By the extension condition, there exists $w \in K_{q+2}$ such that $\partial_j w = s_{q+1} \partial_j y$, $0 \leq i \leq q$,
and $\partial_{q+1} w = s_{q+1} z$.
Define $h_q(x) = \partial_{q+2} w$. It follows that $\partial_j h_q(x) = \partial_j y$, $0 \leq i \leq q$, and $\partial_{q+1} h_q(x) = z \in M_q$ as desired.
Lemma 9.6: Let \( f \approx g \colon L \to M \), where \( M \) is a minimal complex.
If \( f \) is an isomorphism, then so is \( g \).

Proof: Let \( h \colon L \to M \) be the given homotopy.

(i) Suppose \( g(x) = g(y) \), \( x, y \in L_q \). We must prove that \( x = y \). Now \( \partial_{q+1} h_q(x) = g(x) = g(y) = \partial_{q+1} h_q(y) \). If \( q = 0 \), then by the minimality of \( M \) \( f(x) = \partial_0 h_0(x) = \partial_0 h_0(y) = f(y) \), hence \( x = y \). Assume the result for \( q' < q \), \( q > 0 \). Then \( \partial_1 h_q(x) = \partial_1 h_q(y) \).

By the minimality of \( M \), \( \partial_q h_q(x) = \partial_q h_q(y) \). Now \( \partial_q h_{q-1}(x) = \partial_q h_{q-1}(y) \), \( i \neq q - 1 \), hence
\[
\partial_{q-1} h_{q-1}(x) = \partial_{q-1} h_{q-1}(y).
\]
Iterating, we find \( f(x) = \partial_0 h_0(x) = \partial_0 h_0(y) = f(y) \), and therefore \( x = y \).

(ii) Let \( y \in M_q \). We must find \( x \in L_q \) such that \( g(x) = y \).
If \( q = 0 \), there exists \( z \in M_1 \) such that \( \partial_1 z = y \). Let \( x \) satisfy \( f(x) = \partial_0 z \), \( \partial_0 h_0(x) = f(x) = \partial_0 z \), hence
\[
g(x) = \partial_1 h_0(x) = \partial_1 z = y.
\]
Assume the result for \( q' < q \), \( q > 0 \). Let \( x_j \in L_{q-1} \) be the unique element satisfying \( g(x_j) = \partial_j y \). Choose \( z_q \in M_{q+1} \) such that
\[
\partial_{q+1} z_q = y \quad \text{and} \quad \partial_q z_q = h_{q-1}(x_j), \quad i < q.
\]
By induction on \( q - j \), we may choose \( z_j \in M_{q+1} \) such that \( \partial_j z_j = h_{j-1}(x_j) \) if \( i < j \), \( \partial_{j+1} z_j = \partial_{j+1} z_{j+1} \), and \( \partial_q z_j = h_j(x_{j-1}) \) if \( i > j + 1 \). Now let \( x \in L_q \) satisfy \( f(x) = \partial_0 z_0 \).
If \( i > 0 \),
\[
f(\partial_1 x) = \partial_1 \partial_0 z_0 = \partial_0 \partial_{i+1} z_0 = \partial_0 h_0(x_i) = f(x_i),
\]
and \( f(\partial_0 x) = \partial_0 \partial_1 z_0 = \partial_0 \partial_1 z_1 = \partial_0 \partial_0 z_1 = \partial_0 h_0(x_0) = f(x_0) \).

Therefore \( \partial_i x = x_i \) for all \( i \). Now \( \partial_i h_0(x) = \partial_i z_0 \), \( i \neq 1 \), hence \( \partial_1 h_0(x) = \partial_1 z_0 \).
Similarly, we find \( \partial_i h_j(x) = \partial_i z_j \) for all \( i \) and \( j \), and, in particular, \( g(x) = \partial_{q+1} h_q(x) = \partial_{q+1} z_q = y \), as desired.

Proposition 9.7: Let \( f \colon M \to M' \) be a homotopy equivalence, where \( M \) and \( M' \) are minimal complexes. Then \( f \) is an isomorphism.

Proof: Let \( g \colon M' \to M \) satisfy \( f g \approx 1 \) and \( g f \approx 1 \). By the lemma, \( fg \) and \( gf \) are isomorphisms, hence so are \( g \) and \( f \) (although \( g \) need not be \( f^{-1} \)).

Theorem 9.8: Any two minimal complexes which are deformation retracts of a Kan complex \( K \) are isomorphic.

Proof: Let \( M \) and \( M' \) be two such complexes with retractions \( r \colon K \to M \) and \( r' \colon K \to M' \) and let \( i \colon M \subset K \) and \( i' \colon M' \subset K \).
Since \( ir \approx 1 \) and \( i' r' \approx 1 \) on \( K \), \( (i r')(ii') \approx r' = 1 \) on \( M' \) and \( (i r')(r'i') \approx ri = 1 \) on \( M \), hence the result follows from the proposition.

Convention 9.9: From now on, when we speak of a minimal subcomplex of a Kan complex \( K \), we mean one which is a strong deformation retract of \( K \).

We now discuss briefly a more general concept than that of minimal complex which applies to the relative case.

Definitions 9.10: A sub Kan complex \( M \) of a Kan complex \( K \) is said to be admissible if for every \( x \in K_q \), such that \( \partial_i x \in M_{q-1} \) for all \( i \), there exists \( y \in M_q \) such that \( x \sim y \). If \( (K, L, \phi) \) is a Kan triple, an admissible subcomplex \( M \) of \( K \) is said to be relatively admissible if \( \phi \subset M \) and \( M \cap L \) is an admissible subcomplex of \( L \).
THEOREM 9.11: Let \((K, L, \phi)\) be a Kan triple and let \(M\) be a relatively admissible subcomplex of \(K\). Then \((M, M \cap L, \phi)\) is a strong deformation retract of \((K, L, \phi)\).

The proof is essentially the same as that of Theorem 9.5.

REMARKS 9.12: A Kan triple \((K, L, \phi)\) is said to be \(n\)-connected if 
\[ \pi_i(K, L, \phi) = 0, \quad 1 \leq i \leq n. \]
The \(n\)-th relative Eilenberg subcomplex \(E_n(K, L, \phi)\) of \(K\) is defined by \(x \in E_n(K, L, \phi)\) if and only if 
\[ \bar{x}|\Delta(q)^0 = \bar{\partial}|\Delta(q)^0 \quad \text{and} \quad \text{Image}(\bar{x}|\Delta(q)^{n-1}) \subset L. \]
If \((K, L, \phi)\) is \(n\)-connected, then \(E_{n+1}(K, L, \phi)\) is relatively admissible.

§10. Minimal fibrations

In this section, we outline the construction of minimal subfibrations of Kan fibrations.

DEFINITIONS 10.1: A Kan fibration \(p: E \to B\) is said to be minimal if \(p(x) = p(y)\) and \(\partial_i x = \partial_i y, \quad i \neq k,\) implies \(\partial_k x = \partial_k y.\) If \(p\) is minimal and \(B\) is a minimal complex, then \((E, p, B)\) is said to be a minimal fibre space.

LEMMA 10.2: Let \(p: E \to B\) be a Kan fibration. Then if \(p\) is minimal, each fibre of \(p\) is a minimal complex.

LEMMA 10.3: Let \((E, p, B)\) be a fibre space. Then if \(E\) is a minimal complex and \(p\) is onto, \((E, p, B)\) is a minimal fibre space.

Proof: Clearly \(p\) is a minimal fibration. We must prove that \(B\) is a minimal complex. Suppose \(x, y \in B_q\) and \(x \sim y.\) Let \(x = p(w)\). Since \(p\) is a Kan fibration, there exists \(u \in E_{q+1}\) such that \(\partial_i u = s_{q-1} \partial_i w, \quad i < q, \quad \partial_q u = w,\) and \(p(u) = z.\) Now \(u: \partial_q u \sim \partial_{q+1} u,\) hence since \(E\) is minimal, \(\partial_q u = \partial_{q+1} u.\)
\[ p(\partial_{q+1} u) = \partial_{q+1} z = y \quad \text{and} \quad p(\partial_q u) = p(w) = x,\]
and therefore \(x = y.\)

DEFINITION 10.4: Let \(p: E \to B\) be a map. If \(x, y \in E_q,\) we say that \(x\) is \(p\)-homotopic to \(y,\) written \(x \sim_p y,\) if \(x \sim y\) and there exists \(z \in E_{q+1}\) such that \(z: x \sim y\) and \(p(z) = s_q p(x).\)

LEMMA 10.5: If \(p: E \to B\) is a Kan fibration, then \(\sim_p\) is an equivalence relation on the \(q\)-simplices of \(E.\)

LEMMA 10.6: A Kan fibration \(p: E \to B\) is minimal if and only if \(x \sim_p y\) implies \(x = y.\)

Now if \(p: E \to B\) is a Kan fibration, we can define a subcomplex \(E'\) of \(E\) by a procedure precisely parallel to the construction of a minimal subcomplex of a Kan complex, the only difference being that the relation of \(p\)-homotopy rather than that of homotopy is used.

LEMMA 10.7: \(p: E' \to B\) is a Kan fibration.

It follows immediately from Lemma 10.6 that \(p: E' \to B\) is a minimal fibration.

DEFINITION 10.8: A deformation retract \((E', p, B')\) of a fibre space \((E, p, B)\) is said to be a strong deformation retract if some homotopy \((\bar{F}, F)\) defining \((E', p, B')\) as a deformation retract satisfies
\[ \bar{F}(x, y) = x, \quad x \in E'_q, \quad y \in I_q, \quad \text{all } q,\]
and
\[ F(x, y) = x, \quad x \in B'_{q+1}, \quad y \in I_q, \quad \text{all } q.\]

THEOREM 10.9: \((E', p, B)\) is a strong deformation retract of \((E, p, B).\)

More generally, we can prove

THEOREM 10.10: Let \(p: E \to B\) be a Kan fibration and let \(B'\) be a strong deformation retract of \(B.\) Then there exists \(E' \subset p^{-1}(B')\) such that \(p': E' \to B'\) is a minimal fibration, and \((E', p', B')\) is a...
strong deformation retract of \((E, p, B)\).

**Corollary 10.11:** Let \((E, p, B)\) be a fibre space of Kan complexes. Then there exists a minimal fibre space \((E', p', B')\) which is a strong deformation retract of \((E, p, B)\).

**Lemma 10.12:** Suppose given a strong homotopy
\[(\tilde{f}, 1) \simeq (\tilde{g}, 1): (E', p', B') \to (E, p, B),\]
where \(p\) is a minimal fibration. Then if \(\tilde{f}\) is an isomorphism, so is \(\tilde{g}\).

**Proposition 10.13:** Let \((\tilde{f}, 1): (E', p', B') \to (E, p, B)\) be a strong homotopy equivalence, where \(p\) and \(p'\) are minimal fibrations. Then \(\tilde{f}\) is an isomorphism.

**Theorem 10.14:** Any two minimal fibrations with base complex \(B\) which are strong deformation retracts of a given fibre space \((E, p, B)\) are strongly isomorphic (in the sense that the isomorphism on \(B\) is the identity).

**Lemma 10.15:** Let \((\tilde{f}, 1) \simeq (\tilde{g}, 1): (E', p', B') \to (E, p, B),\) where \((E, p, B)\) is a minimal fibre space. Then if \((\tilde{f}, 1)\) is an isomorphism, so is \((\tilde{g}, 1)\).

**Proposition 10.16:** Let \((\tilde{f}, 1): (E', p', B') \to (E, p, B)\) be a homotopy equivalence, where \((E', p', B')\) and \((E, p, B)\) are minimal fibre spaces. Then \((\tilde{f}, 1)\) is an isomorphism.

**Theorem 10.17:** Any two minimal fibre spaces which are deformation retracts of a given fibre space of Kan complexes are isomorphic.

**Conventions 10.18:** By a minimal sub fibration \(p: E' \to B\) of a Kan fibration \(p: E \to B\) we will understand one such that \((E', p, B)\) is a strong deformation retract of \((E, p, B)\). Similarly, a minimal sub fibre space \((E', p', B')\) of a fibre space \((E, p, B)\) of Kan complexes will mean one which is a strong deformation retract.

§11. Fibre products and fibre bundles

In this section we define fibre products and begin the study of fibre bundles. In particular, we will prove that every minimal fibration is a fibre bundle.

**Definition 11.1:** Let \(p: E \to B\) and \(f: A \to B\) be maps. Define \(E' = \{(e, a) | p(e) = f(a)\} \subset E \times A\) and let \(p': E' \to A\) and \(f': E' \to E\) be given by \(p'(e, a) = a\) and \(f'(e, a) = e\). The commutative diagram
\[
\begin{array}{ccc}
E' & \xrightarrow{f'} & E \\
\downarrow{p'} & & \downarrow{p} \\
A & \xrightarrow{f} & B
\end{array}
\]
is called the fibre product of \(p\) and \(f\). \(p'\) is called the map induced from \(p\) by \(f\).

The following lemma results immediately from the definition.

**Lemma 11.2:** If \(p\) is a Kan fibration, so is \(p'\). If \(p\) is a minimal fibration, so is \(p'\).

If \(p\) is a Kan fibration, then \((E', p', A)\) is called the fibre space induced from \((E, p, B)\) by \(f\). Fibre products satisfy the following universal property.

**Proposition 11.3:** Let
\[
\begin{array}{ccc}
E' & \xrightarrow{p'} & E \\
\downarrow{p'} & & \downarrow{p} \\
B' & \xrightarrow{f} & B
\end{array}
\]
be a commutative diagram. Then there exists a unique map...
PROPOSITION 11.4: Let \((g, f): (E', p', B') \to (E, p, B)\) be a map of fibre spaces. Suppose that \(p'\) is onto and that for \(b' \in B'\),
\[\bar{g}(p'^{-1}(b'))\] is a one-to-one correspondence onto \(p^{-1}(K(b'))\). Then the map \(h: E' \to E^f\) such that \(\bar{g} = \bar{f} \circ h\) and \(p' = p^f \circ h\) is an isomorphism.

Proof: Define \(j: E^f \to E'\) as follows. Suppose \((e, b') \in E'\) Choose any \(x \in E^f_{q'}\) such that \(p'(x) = b'.\) Then
\[p\bar{g}(x) = f(b') = p(e).
\]
By assumption, there exists a unique \(e' \in E^f_{q'}\) such that \(\bar{g}(e') = e\) and \(p'(e') = p'(x) = b'.\) Define \(j(e, b') = e'.\) Then \(j \circ h = 1\) and \(h \circ j = 1\).

Next we show that homotopic maps induce fibre spaces of the same homotopy type.

PROPOSITION 11.5: Let \(p: E \to B\) be a Kan fibration and let \(l \simeq \tilde{g}: A \to B.\) Then there exists a strong homotopy equivalence between \((E^f, p', A)\) and \((E^6, p^6, A).\)

Proof: Let \(F: A \times I \to B\) be the given homotopy and let \((E^f, p^f, A \times I)\) denote the fibre space induced by \(F.\) Identify \(E^f\) with \(p^f = (A \times 0) \in E^*\) and let \(x: E^f \subset E^*.\) Identify \(E^6\) with \(p^6 = (A \times 1) \in E^*\) and let \(x': E^6 \subset E^*.\) For notational simplicity, let \(g: K \to L\) denote the Kan fibration \((p^f)^E: (E^f)^E \to (A \times I)^I\) and form \(q': K' \to L'\) using \(E^6\) instead of \(E^f.\) Now \(p^f \times 1 \in L_1\) and \(\partial_0(p^f \times 1) = \bar{q}(x),\) hence there exists \(y \in K_1\) such that \(q(y) = p^f \times 1\) and \(\partial_1y = x.\) Then \(\partial_0y\) is a map \(E^f \to E^6.\) Similarly, there exists \(y' \in K'_1\) such that \(\bar{g}(y') = p^6 \times 1\) and \(\partial_0y' = x,\) \(\partial_1y'\) is a map \(E^6 \to E^f\). Again, since \(q\) is a Kan fibration, there exists \(z \in K_2\) such that \(q(z) = p^f \times 1,\) \(\partial_0z = y\) and \(\partial_1z = y' \circ (p^f \times 1).\) Let \(w = \partial_2z.\) Then

\[
\partial_0w = x \quad \text{and} \quad \partial_1w = \partial_1y \circ \partial_0y.
\]

\[q(w) = s_0 \partial_1(p^f \times 1) = s_0 q(x)\] and therefore the image of \(w\) is contained in \(E^f\) and \(p^f \circ w e, k = p^f e, \quad e \in E^f, \quad k \in I.\) Thus \(w\) gives a strong homotopy \(\partial_1y \circ \partial_0y \simeq 1\) in \(E^f.\) Similarly, we may obtain a strong homotopy \(\partial_0y \circ \partial_1y \simeq 1\) in \(E^6\), and this implies the result.

COROLLARY 11.6: Let \(p: E \to B\) be a minimal fibration and let \(l \simeq \tilde{g}: A \to B.\) Then there exists a strong isomorphism between \((E^f, p', A)\) and \((E^6, p^6, A).\)

Proof: This follows from Lemma 11.2, Proposition 10.13, and the result above.

COROLLARY 11.7: Let \((F, \psi) \to (E, \psi) \to (B, \phi)\) be a fibre sequence and suppose that \(B\) is contractible. Then there is a strong homotopy equivalence \((g, l): (E, p, B) \to (F \times B, p^*, B)\) where \(p^*(i, b) = b.\) If \(p\) is minimal, \((g, l)\) is a strong isomorphism.

Proof: If \(j: B \to \phi\), then by assumption \(1 \simeq j: B \to B.\) Since \(F \times B = E^f\) and \(E^f = E,\) the result follows.

At this point, we are ready to define fibre bundles.

DEFINITION 11.8: A map \(p: E \to B\) is called a fibre bundle if \(p\) is onto and if for every map \(\tilde{b}: \Delta[n] \to B,\) the induced map \(p^n: E^n \to \Delta[n]\) is strongly isomorphic to \(p^*: F \times \Delta[n] \to \Delta[n],\) where \(p^*(i, k) = k\) and where \(F\) is a given complex called the fibre of the bundle. If \(F\) is a Kan complex, then \(p: E \to B\) is called a Kan fibre bundle.
Lemma 11.9: A Kan fibre bundle is a Kan fibration.

Proof: Let \( x_0, \ldots, x_{k-1}, x_{k+1}, \ldots, x_q \) be \( q+1 \) compatible \( q \)-simplices of \( E \) and suppose \( \partial_i x = x_i, \ i \neq k, \ b \in B_{q+1} \). Let \( \alpha(b) : F \times \Delta[q+1] \to E^b \) be a strong isomorphism, say
\[
\alpha(b)(y_i, \partial_i \Delta[q+1]) = (x_i, \partial_i \Delta[q+1]).
\]
There exists \( y \in F_{q+1} \) such that \( \partial_i y = y_i, \ i \neq k \), and if
\[
\alpha(b)(y, \Delta[q+1]) = (x, \Delta[q+1]),
\]
then \( p(x) = b \) and \( \partial_i x = x_i, \ i \neq k \).

Lemma 11.10: \( \Delta[n] \) is contractible for all \( n \).

Proof: Define \( h_0(\Delta[n]) = s_0 \Delta[n], \ h_1(\Delta[n]) = s_0 \Delta[n], \) and \( h_i(\Delta[n]) = s_{i-1} \ldots s_0 \partial_1 \ldots \partial_i \Delta[n], \ 1 < i \leq n \). Then if \( j : \Delta[n] \to \Delta[n] \) is contractible, it is easily verified that \( h : 1 \simeq j \).

Theorem 11.11: Every minimal fibration with a connected base complex is a Kan fibration bundle.

Proof: Let \( p : E \to B \) be the given minimal fibration and let \( \bar{b} : \Delta[n] \to B \). By Lemmas 11.2 and 11.10, \( p_{\bar{b}} \) is minimal and \( \Delta[n] \) is contractible, hence by Corollary 11.7 \((E^{\bar{b}}, p^{\bar{b}}, \Delta[n]) \) is strongly isomorphic to a product \((F_{\bar{b}} \times \Delta[n], p^{\bar{b}}, \Delta[n])\). \( F \) is homotopic to a map \( \bar{\phi} : \Delta[n] \to B \), where \( \phi \) is a vertex of \( B \), and thus by Corollary 11.6 \((F_{\phi} \times \Delta[n], p^{\phi}, \Delta[n]) \) is strongly isomorphic to \((F_{\phi} \times \Delta[n], p^{\phi}, \Delta[n]) \). Now \( F_{\phi} \) is the fibre over \( \phi \) and since, by Corollary 7.11, any two fibres are isomorphic, the result follows.

Corollary 11.12: Every Kan fibration with a connected base complex contains a Kan fibre bundle as a strong deformation retract.

§12. Weak homotopy type

In this section we will use the earlier material of this chapter to find sufficient conditions for Kan complexes and Kan fibrations to be of the same homotopy type.

We note first the following corollary of Lemma 10.3.

Lemma 12.1: If \( K \) is a minimal complex, then each \((K(n), p, K(m))\) is a minimal fibre space.

Since a connected minimal complex \( K \) has only one vertex \( \phi \), we will denote \( p_{\phi}(K, \phi) \) by \( p_{\phi}(K) \).

Lemma 12.2: Let \( K \) be a connected minimal complex. Consider the fibre space \((K(p), K(p^{q-1}))\), \( q \geq 1 \). If \( b \in K(p^{q-1}) \), let
\[
H_b = \{ x \in K(p) | p(x) = b \},
\]
that is, if \( x \in H_b \), then \( x \in H_b \) if and only if \( \partial_i x = \partial_i x \) for all \( i \). Then the homotopy classes of elements of \( H_b \) are in one to one correspondence with the elements of \( p_{\phi}(K) \).

Proof: By Lemma 12.1 and Theorem 11.1, \( p : K \to K^{p-q-1} \) is a Kan fibre bundle. Let \( \bar{\phi} \) denote the vertex of \( K^{p-q-1} \). Define \( \bar{b} \) and \( \bar{x} : \Delta[n] \to K^{p-q-1} \) in the obvious way. Then
\[
(E^{\bar{b}}, p^{\bar{b}}, \Delta[n]) \] is strongly isomorphic to \((E_{\bar{\phi}}(K) \times \Delta[n], p^{\phi}, \Delta[n])\), where \( E_{\bar{\phi}}(K) \) is the \( q \)-th Eilenberg subcomplex of \( K \). Therefore the sets of homotopy classes of elements of \( \Delta[n] \) are in one-to-one correspondence with the elements of \( H_b \). Noting that \( H_{\phi} = E_{\bar{\phi}}(K) \), the latter set is that of homotopy classes of elements of \( H_{\phi} \), the result is proven.

Definition 12.3: A map \( f : K \to L \) is called a weak (or singular) homotopy equivalence if \( f : p_{\phi}(K, \phi) \to p_{\phi}(L, f(\phi)) \) is an isomorphism for all \( q \).

Theorem 12.4: Let \( K \) and \( L \) be connected minimal complexes. Then a weak homotopy equivalence \( f : K \to L \) is an isomorphism.
Proof: Let \((K^{(n+1)}, p, K^{(n)})\) and \((L^{(n+1)}, p', L^{(n)})\) be the \(n\)-th terms in the natural Postnikov systems for \(K\) and \(L\). By Lemma 12.1, both of these are minimal fibre spaces. Since

\[ K_q = K_q^{(n)} \quad \text{if} \quad q \leq n, \]

it suffices to prove that \(f^{(n)}: K^{(n)} \to L^{(n)}\) is an isomorphism for all \(n\). 
\[ f^{(0)}: K^{(0)} \rightarrow L^{(0)} \]

is clear, so assume that

\[ f^{(n-1)}: K^{(n-1)} \rightarrow L^{(n-1)}, \quad n \geq 0. \]

Consider the commutative diagram

\[
\begin{array}{ccc}
K^{(n)} & \xrightarrow{f^{(n)}} & L^{(n)} \\
\downarrow{p} & & \downarrow{p'} \\
K^{(n-1)} & \xrightarrow{f^{(n-1)}} & L^{(n-1)}
\end{array}
\]

(i) Suppose \(f^{(n)}(x) = f^{(n)}(y), \quad x, y \in K_q^{(n)}\). We must prove that \(x = y\). \(f^{(n-1)}(p(x)) = f^{(n-1)}(p(y))\), hence \(p(x) = p(y)\). This implies \(x = y\) if \(q \leq n-1\). Suppose \(q = n\). Then by Lemma 12.2, the homotopy classes \([x]\) and \([y]\) can be taken to be elements of \(\pi_q(K) = \pi_q(K^{(n)})\), hence by naturality \(f_*[x] = f_*[y]\).

Since \(f_*\) is an isomorphism, this implies \([x] = [y]\), that is, \(x \sim y\). Then by minimality \(x = y\). Assume the result for \(q < q\), \(q > n\).

Then \(\partial_i x = \partial_i y\) for all \(i\) and since \(\pi_q(K^{(n)}) = 0\), \(x = y\) follows from Lemma 12.2.

(ii) Let \(y \in L_q^{(n)}\). We must find \(x \in K_q^{(n)}\) such that 

\[ f^{(n)}(x) = y. \]

If \(q \leq n-1\), the result is obvious. Suppose \(q = n\). \([y]\) can be taken to be an element of \(\pi_n(L) = \pi_n(L^{(n)})\). Since \(f_*\) is an isomorphism, there exists \(x \in K_n\) such that \(f_*[x] = [y]\).

Then \(f^{(n)}(x) \sim y\), hence \(f^{(n)}(x) = y\). Now assume the result for \(q < q\), \(q > n\). Let \(f^{(n)}(x_i) = \partial_i y\). By the extension condition, there exists \(x \in K_q^{(n)}\) such that \(\partial_i x = x_i, \quad i < q\). Then

\[ \partial_i f^{(n)}(x) = \partial_i y, \quad i < q. \]

hence by minimality \(\partial_q f^{(n)}(x) = \partial_q y\). Now since \(\pi_q(L^{(n)}) = 0\), it follows from Lemma 12.2 that \(f^{(n)}(x) = y\).

The following theorem is an immediate corollary.

**Theorem 12.5:** Let \(K\) and \(L\) be connected Kan complexes. Then the following conditions are equivalent.

(i) \(K\) and \(L\) have the same homotopy type.

(ii) There exists a weak homotopy equivalence \(f: K \to L\).

(iii) \(K\) and \(L\) have isomorphic minimal subcomplexes.

Now we outline the parallel development for Kan fibrations.

**Lemma 12.6:** Let \(p: E \to B\) be a minimal fibration, where \(E, B\) and the fibre \(F\) are connected Kan complexes. Then each of the Kan fibrations \(p': E^{(n)} \to B\) and \(p': E^{(n)} \to E^{(m)}\) is minimal.

**Proof:** Let \(u, v \in E_q\) represent \(x, y \in E_q^{(n)}\). Suppose

\[ \partial_i x = \partial_i y, \quad i \neq k, \quad \text{and} \quad p'(x) = p'(y). \]

The latter implies \(p(u) = p(v)\). If \(q \leq n+1\), \(\partial_k x = \partial_k y\) implies \(\partial_k u = \partial_k v\) and, by the minimality of \(p\), \(\partial_k u = \partial_k v\). If \(q > n+1\), \(\partial_k x = \partial_k y\) implies \(\partial_k u = \partial_k v\) on \(\Delta([q-1]^n)\), hence \(\partial_k x = \partial_k y\).

**Definition 12.7:** A map \((i, f): (E', p', B') \to (E, p, B)\) of fibre spaces of Kan complexes is called a weak homotopy equivalence if it induces an isomorphism of the homotopy exact sequence of \((E', p', B')\) onto that of \((E, p, B)\).

**Theorem 12.8:** Let \((E', p', B')\) and \((E, p, B)\) be minimal fibre spaces of connected Kan complexes with connected fibres. Then a weak homotopy equivalence \((i, f): (E', p', B') \to (E, p, B)\) is an isomorphism.
THEOREM 12.9: Let \((E', p', B')\) and \((E, p, B)\) be fibre spaces of connected Kan complexes with connected fibres. Then the following are equivalent:

(i) \((E', p', B')\) and \((E, p, B)\) have the same homotopy type.

(ii) There exists a weak homotopy equivalence 
\[(\tilde{f}, f): (E, p, B) \to (E', p', B')\]

(iii) \((E', p', B')\) and \((E, p, B)\) have isomorphic minimal sub-fibre spaces.

§13. The Hurewicz theorems

In this section, we obtain some of the classical results comparing homotopy groups with homology groups. Throughout this section, homology means homology with integer coefficients.

PROPOSITION 13.1: Let \(K\) be a complex. Then \(H_0(K) = F(\pi_0(K))\) the free Abelian group generated by \(\pi_0(K)\).

Proof: The map \(K_0 \to K_0/\sim\) of sets induces an epimorphism \(C_0(K) = Z_0(K) = F(K_0) \to F(\pi_0(K))\). Clearly if \(x, y \in K_0\), then \(x \sim y\) if and only if there exists a 1-chain \(w\) such that \(\partial(w) = x - y\). This implies the result.

From now on, we consider the reduced homology groups \(\tilde{H}_n(K) = H_n(K) - \tilde{C}(K)\) of a pair \((K, \phi)\). Here \(\tilde{C}(K) = C(K)/C(\phi)\). Clearly \(\tilde{H}_n(K) = H_n(K), n > 0\), and \(\tilde{H}_0(K)\) has one less free generator than \(H_0(K)\).

DEFINITIONS 13.2: Let \((K, L, \phi)\) be a Kan triple. Suppose \(x\) represents \(a \in \pi_n(K, \phi)\), and consider \(x\) as a cycle of \(\tilde{C}_n(K)\). Define \(h: \pi_n(K, \phi) \to \tilde{H}_n(K)\) by \(h(a) = |x|\), where \(|x|\) denotes the homology class of \(x\). Similarly, suppose \(y\) represents \(\beta \in \pi_n(K, \phi)\).

Let \(C(K, L) = C(K)/C(L)\), so that \(H_n(C(K, L)) = H_n(K, L)\).

Lemma 13.3. The maps \(h\) are well-defined and are homomorphisms of groups.

Proof: We give the proof for the absolute case, that for the relative case being similar. Suppose \(x, y \in \tilde{K}_n\) and \(z: x \sim y\). Then \(\partial(x) = (-1)^n(x - y)\), hence \(h\) is well-defined. Suppose next that \(x, y\) represent \(\alpha, \beta \in \pi_n(K, \phi)\) and \(w \in \tilde{K}_n\) satisfies \(\partial_i w = \phi_i, \quad 0 \leq i < n - 1, \quad \partial_n w = x, \quad \partial_{n+1} w = y\), so that \(h(\beta) = [\partial_n w]\). \(\partial(w) = (-1)^n(x - \partial_n w + y)\) and therefore \(h(\alpha + \beta) = h(\alpha) + h(\beta)\).

PROPOSITION 13.4: The Hurewicz homomorphisms define natural transformations of functors. If \((K, L, \phi)\) is a Kan triple, then the following is a commutative diagram of exact sequences:

\[
\begin{array}{ccccccccc}
\cdots & \to & \pi_{n+1}(K, L, \phi) & \partial & \pi_n(K, L, \phi) & \partial & \pi_{n-1}(K, L, \phi) & \cdots \\
& \downarrow h & & \downarrow h & & \downarrow h & & \downarrow h \\
& \cdots & \to & \tilde{H}_{n+1}(K, L) & \partial & \tilde{H}_n(K, L) & \partial & \tilde{H}_{n-1}(K, L) & \cdots \\
\end{array}
\]

Proof: The result is clear from the definitions, recalling that \(\partial: \tilde{H}_{n+1}(K, L) \to \tilde{H}_n(L)\) is defined by \(\partial(y) = \{\partial(y), y \in Z_n(K, L)\}.

THEOREM 13.5 (Poincaré): Let \((K, \phi)\) be a connected Kan pair.

Then the map \(h: \pi_1(K, \phi)/[\pi_1(K, \phi), \pi_1(K, \phi)] \to H_1(K)\) induced by \(h\) is an isomorphism.
Proof: We may assume $K = E_1(K, \phi)$. Then
$$\tilde{C}_1(K) = \tilde{Z}_1(K) = F(K_1 - \phi).$$
Let $j: \tilde{Z}_1(K) \to \pi_1(K)/[\pi_1(K), \pi_1(K)]$ be the natural epimorphism induced from $K_1 \to K_1/\{\sim\}$. If $x \in \tilde{C}_2(K)$, then
$$\partial(x) = \partial_0 x - \partial_1 x + \partial_2 x$$
and by definition of the group structure in $\pi_1(K)$, $j \partial(x) = 0$. Thus $j$ induces $j: H_1(K) \to \pi_1(K)/[\pi_1(K), \pi_1(K)]$. Clearly $j \circ h' = 1$ and $h' \circ j = 1$, and this completes the proof.

**Theorem 13.6 (Hurewicz):** Let $(K, \phi)$ be an $(n-1)$-connected Kan pair, $n \geq 2$. Then $H_i(K) = 0$, $0 < i \leq n-1$, and $h: \pi_n(K) \cong H_n(K).

Proof: We may assume $K = E_n(K, \phi)$. Then $K$ has only one simplex in each dimension $< n$, hence $H_i(K) = 0$, $0 < i \leq n-1$, and
$$\tilde{C}_n(K) = \tilde{Z}_n(K) = F(K_n - \phi) = K_n - \sim.$$
Induces a natural epimorphism $j: \tilde{Z}_n(K) \to \pi_n(K)$. As in the proof above, it suffices to prove $j \partial(x) = 0$, $x \in K_{n+1}$. If $n = 2$, this follows immediately from step (iii) of the proof of Proposition 4.4 on page 11; if $n > 2$, a tedious but essentially similar computation gives the result.

**Corollary 13.7:** If $K$ is a 1-connected Kan complex and $H_i(K) = 0$ for all $i > 0$,

then $K$ is contractible.

Similarly, we can prove

**Theorem 13.8:** Let $(K, L, \phi)$ be a Kan triple, where $K$ and $L$ are 1-connected Kan complexes. Then $(K, L, \phi)$ is $(n-1)$-connected if and only if $H_i(K, L) = 0$, $0 \leq i \leq n-1$, and in that case
$$h: \pi_n(K, L, \phi) \to H_n(K, L)$$
is an isomorphism.

The hypothesis that $f$ is an inclusion can be eliminated in the following result, but some technical work, or use of geometric realization, is required since the natural simplicial mapping cylinder of a map of Kan complexes need not itself be a Kan complex.

**Theorem 13.9 (Whitehead):** Let $f: K \to L$ be an inclusion of 1-connected Kan complexes and let $n \geq 2$ be an integer. Then the following are equivalent:

(i) $f^*: \pi_i(K, \phi) \to \pi_i(L, f(\phi))$ is an isomorphism for $i < n$ and an epimorphism for $i = n$.

(ii) $f^*: H_i(K) \to H_i(L)$ is an isomorphism for $i < n$ and an epimorphism for $i = n$.

Proof: Since we have assumed that $f$ is an inclusion, this follows immediately from the theorem above.
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CHAPTER III

GEOMETRIC REALIZATION

§14. The realization

Throughout this chapter, \(\Delta_n\) will denote the topological n-simplex, \(\Delta_n = \{(t_0, \ldots, t_n) \mid 0 \leq t_i \leq 1, \Sigma t_i = 1\} \subset R^{n+1}\). We define maps \(\delta_i : \Delta_{n-1} \to \Delta_n\) and \(\sigma_i : \Delta_{n+1} \to \Delta_n\) by:

\[
\delta_i(t_0, \ldots, t_{n-1}) = (t_0, \ldots, t_{i-1}, 0, t_i, \ldots, t_{n-1}), \\
\sigma_i(t_0, \ldots, t_{n+1}) = (t_0, \ldots, t_i + t_{i+1}, \ldots, t_{n+1}).
\]

A point of \(\Delta_n\) is called interior if \(n = 0\) or if \(0 < t_i < 1\) for all \(i\). Note that every \(u_n \in \Delta_n\) can be uniquely expressed in the form \(u_n = \delta_{i_1} \cdots \delta_{i_q} u_{n-q}\) where \(u_{n-q} \in \Delta_{n-q}\) is an interior point and \(0 \leq i_1 < \cdots < i_q \leq n\).

Now let \(K\) be a complex. Give \(K\) the discrete topology and form the disjoint union \(\overline{K} = \bigcup_{n \geq 0} (K_n \times \Delta_n)\). Define an equivalence relation \(\approx\) in \(\overline{K}\) by:

\[
(\partial_i k, u_{n-1}) \approx (k_n, \delta_i u_{n-1}), \quad k_n \in K_n, \ u_{n-1} \in \Delta_{n-1},
\]

and

\[
(s_i k, u_{n+1}) \approx (k_n, \sigma_i u_{n+1}), \quad k_n \in K_n, \ u_{n+1} \in \Delta_{n+1}.
\]

The identification space \(T(K) = \overline{K}/(\approx)\) is called the geometric realization of \(K\). The class of \((k_n, u_n)\) in \(T(K)\) will be denoted by \([k_n, u_n]\). If \(f : K \to L\) is a simplicial map, then \(f\) induces the con-
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CHAPTER III

GEOMETRIC REALIZATION

§14. The realization

Throughout this chapter, \(\Delta_n\) will denote the topological \(n\)-simplex, \(\Delta_n = \{(t_0, \ldots, t_n) \mid 0 \leq t_i \leq 1, \sum t_i = 1\} \subset \mathbb{R}^{n+1}\). We define maps \(\delta_i : \Delta_{n-1} \rightarrow \Delta_n\) and \(\sigma_i : \Delta_{n+1} \rightarrow \Delta_n\) by:

\[
\delta_i(t_0, \ldots, t_{n-1}) = (t_0, \ldots, t_{i-1}, 0, t_i, \ldots, t_{n-1}),
\]

\[
\sigma_i(t_0, \ldots, t_{n+1}) = (t_0, \ldots, t_i + t_{i+1}, \ldots, t_{n+1}).
\]

A point of \(\Delta_n\) is called interior if \(n = 0\) or if \(0 < t_i < 1\) for all \(i\). Note that every \(u_n \in \Delta_n\) can be uniquely expressed in the form

\[
u_n = \delta_{i_0} \cdots \delta_{i_q} u_{n-q},
\]

where \(u_{n-q} \in \Delta_{n-q}\) is an interior point and \(0 \leq i_1 < \cdots < i_q \leq n\).

Now let \(K\) be a complex. Give \(K\) the discrete topology and form the disjoint union \(\overline{K} = U_{n \geq 0} (K_n \times \Delta_n)\). Define an equivalence relation \(\approx\) in \(\overline{K}\) by:

\[(\partial_i k_n, u_{n-1}) \approx (k_n, \delta_i u_{n-1}), \quad k_n \in K_n, \quad u_{n-1} \in \Delta_{n-1},\]

and

\[(\sigma_i k_n, u_{n+1}) \approx (k_n, \sigma_i u_{n+1}), \quad k_n \in K_n, \quad u_{n+1} \in \Delta_{n+1}.
\]

The identification space \(T(K) = \overline{K}/(\approx)\) is called the geometric realization of \(K\). The class of \((k_n, u_n)\) in \(T(K)\) will be denoted by \([k_n, u_n]\). If \(f : K \rightarrow L\) is a simplicial map, then \(f\) induces the con-
continuous map $T(f): T(K) \to T(L)$ defined by

$$T(f)(k_n, u_n) = |f(k_n), u_n|.$$ 

It is clear that $T$ thus defined is a covariant functor from the category of simplicial sets to that of topological spaces.

We will prove that $T(K)$ is actually a CW-complex. We recall the definition. A cell complex $X$ is a Hausdorff space which is the disjoint union of open cells $e^n$ subject to the requirement that for each cell $e^n$, if $\bar{e}^n$ denotes the closure of $e^n$ and $\Delta_n$, the boundary of $\Delta_n$, is then there exists a map $t: \Delta_n \to \bar{e}^n$ such that $t(\Delta_n - \Delta_n)$ is a homeomorphism onto $e^n$ and $t(\Delta_n)$ is contained in the union of the cells of dimension less than $n$. A subcomplex $Y$ of $X$ is a union of cells of $X$ such that $e^n \subset Y$ implies $\bar{e}^n \subset Y$. A cell complex is closure finite if each $\bar{e}^n$ is contained in a finite subcomplex and has the weak topology if a subset is closed provided its intersection with each $\bar{e}^n$ is closed. A closure finite cell complex with the weak topology is called a CW-complex.

**Theorem 14.1:** $T(K)$ is a CW-complex having one $n$-cell for each non-degenerate $n$-simplex of $K$.

A point $(k_n, u_n)$ of $\bar{K}$ is said to be non-degenerate if $k_n \in K$ is non-degenerate and $u_n \in \Delta_n$ is interior. The theorem will follow immediately from the following lemma.

**Lemma 14.2:** Every point $(k_n, u_n) \in \bar{K}$ is equivalent to a unique non-degenerate point.

Proof: By formula (3) on page 4, every $k_n \in K_n$ can be uniquely expressed in the form $k_n = s_{j_p} \cdots s_{j_1} k_{n-p'}$ where $k_{n-p'} \in K_{n-p}$ is non-degenerate and $0 \leq j_1 < \cdots < j_p < n$. The indices $j$ which occur are precisely those such that $k_n \in s_j K_{n-1}$.

Define $\lambda: \bar{K} \to \bar{K}$ by

$$\lambda(k_n, u_n) = (k_{n-p}, s_{j_1} \cdots s_{j_p} u_n), \quad k_n = s_{j_p} \cdots s_{j_1} k_{n-p},$$

$k_{n-p}$ non-degenerate, $0 \leq j_1 < \cdots < j_p < n$.

Similarly, define $\rho: \bar{K} \to \bar{K}$ by

$$\rho(k_n, u_n) = (\delta_{i_1} \cdots \delta_{i_q} k_n, u_{n-q}), \quad u_n = \delta_{i_q} \cdots \delta_{i_1} u_{n-q},$$

$u_{n-q}$ interior, $0 \leq i_1 < \cdots < i_q \leq n$.

The composition $\lambda \circ \rho$ carries each point into an equivalent non-degenerate point. Uniqueness follows since $x = x'$ implies $\lambda \circ \rho(x) = \lambda \circ \rho(x')$.

Next we prove that, under mild hypotheses,

$$T(K \times L) = T(K) \times T(L).$$

Let $\pi: K \times L \to K$ and $\pi': K \times L \to L$ be the projections and define $\eta: T(K \times L) \to T(K) \times T(L)$ by $\eta = T(\pi) \times T(\pi')$.

**Theorem 14.3:** $\eta: T(K \times L) \to T(K) \times T(L)$ is one-to-one and onto. If $T(K \times L)$ is a CW-complex, then $\eta$ is a homeomorphism.

Proof: If $z \in T(K \times L)$ has non-degenerate representative $(k_n, \ell_n, w_n)$, then $T(\pi)(z) = |k_n, w_n|$ has non-degenerate representation $\lambda(k_n, w_n)$ and $T(\pi')(z) = |\ell_n, w_n|$ has non-degenerate representation $\lambda(\ell_n, w_n)$, where $\lambda$ is as defined in the proof of Lemma 14.2. We define an inverse function $\eta^{-1}: T(K) \times T(L) \to T(K \times L)$ as follows. Let $(x, y) \in T(K) \times T(L)$, where $x$ and $y$ have non-degenerate representatives $(k_n, u_n)$ and $(\ell_n, v_n)$. If $u_n = (t_0, \ldots, t_o)$ and $v_n = (t'_0, \ldots, t'_o)$, define

$$u^m = \sum_{i=0}^m t_i \quad \text{and} \quad v^n = \sum_{i=0}^n t'_i.$$ 

Let $r_0 < \cdots < r_c = 1$ be the sequence obtained by arranging the distinct elements of $\{u^m\} \cup \{v^n\}$ in order of magnitude, and define
$t_i'' = t_i - t_{i-1}$, $0 \leq i \leq c$, $t_{-1} = 0$. Clearly $0 < t_i'' < 1$ and
\[ \sum_{i=0}^{c} t_i'' = t_c = 1, \]
hence $w_c = (t_0'', ..., t_c'')$ is an interior point of $\Delta_c$. Let $i_1 < \cdots < i_{c-a}$ be those integers $i$ such that $t_i \notin \{u^n\}$ and let $j_1 < \cdots < j_{c-b}$ be those integers $j$ such that $t_j \notin \{v^n\}$. Then $[i_{i_1}]$ and $[j_{j_1}]$ are disjoint, $u_a = \sigma_{i_1} \cdots \sigma_{i_{c-a}} w_c$, and $v_b = \sigma_{j_1} \cdots \sigma_{j_{c-b}} w_c$. Define
\[ \bar{\eta}(x, y) = [(s_{i_{i_0}} \cdots s_{i_1} k_a) \times (s_{i_{j_0}} \cdots s_{i_1} k_b), w_c]. \]

Clearly
\[ T(\eta)\bar{\eta}(x, y) = [\lambda(s_{i_{c-a}} \cdots s_{i_1} k_a, w_c)] = [k_a, u_a] = x \]
and $T(\eta)\bar{\eta}(x, y) = y$, so that $\eta \circ \bar{\eta} = 1$. Taking $z$ as above,
\[ \bar{\eta} \circ \eta(z) = \bar{\eta}(\lambda(k_a, w_c)), [\lambda(k_a, w_c)] = [(k_a, n_a)] = z. \]

Finally, we observe that $\bar{\eta}$ is continuous on each product cell of $T(K) \times T(L)$ and, if $T(K) \times T(L)$ is a CW-complex, this implies that $\bar{\eta}$ is continuous, hence that $\eta$ is a homeomorphism.

**Remark 14.4:** The proof above parallels that for simplicial complexes given in [14, p. 68]. The hypothesis that $T(K) \times T(L)$ is a CW-complex holds if $K$ and $L$ are both countable [47, p. 272] or if either $T(K)$ or $T(L)$ is locally finite (i.e., every point is an inner point of a finite subcomplex) [62, p. 227].

**Corollary 14.5:** A simplicial homotopy $F : K \times I \to L$ induces a topological homotopy $T(F) \circ \bar{\eta} : T(K) \times T(I) \to T(L)$.

**Corollary 14.6:** If $K$ is a countable simplicial monoid, group, or Abelian group, then $T(K)$ is a topological monoid, group, or Abelian group.

§15. Adjunct functors

In this section, we define adjoint functors and develop a few of their properties.

**Definition 15.1:** Let $T : \mathcal{A} \to \mathcal{B}$ and $S : \mathcal{B} \to \mathcal{A}$ be covariant functors. We say that $S$ and $T$ are adjoint, or that $T$ is an adjoint of $S$ and $S$ a coadjoint of $T$, if there exists a natural equivalence of functors $\phi : \text{Hom}_{\mathcal{A}}(A, S(B)) \to \text{Hom}_{\mathcal{B}}(T(A), B)$ (where each side is considered as a functor $\mathcal{A} \times \mathcal{B} \to \mathcal{C}$, $\mathcal{C}$ the category of sets).

We notice first the following

**Lemma 15.2:** Let $S : \mathcal{B} \to \mathcal{A}$ and $T : \mathcal{A} \to \mathcal{B}$ be covariant functors. Then

(i) The correspondence between natural transformations $\psi : \text{Hom}_{\mathcal{A}}(A, S(B)) \to \text{Hom}_{\mathcal{B}}(T(A), B)$ and $\psi : T \to S$ obtained by letting $\psi$ correspond to $\Phi$ if $\Phi(B) = \psi(1_{S(B)})$ and $\psi(f) = \phi(B) \circ T(f)$ for $f \in \text{Hom}_{\mathcal{A}}(A, S(B))$ is one-to-one.

(ii) The correspondence between natural transformations $\psi : \text{Hom}_{\mathcal{B}}(T(A), B) \to \text{Hom}_{\mathcal{A}}(A, S(B))$ and $\psi : 1_{S(A)} \to 1_{T(B)}$ obtained by letting $\psi$ correspond to $\Psi$ if $\Psi(A) = \psi(1_{T(A)})$ and $\psi(g) = S(g) \circ \Psi(A)$ for $g \in \text{Hom}_{\mathcal{B}}(T(A), B)$ is one-to-one.

**Proposition 15.3:** Let $\psi : \text{Hom}_{\mathcal{A}}(A, S(B)) \to \text{Hom}_{\mathcal{B}}(T(A), B)$ correspond to $\Phi : T \to S$. Let $\psi : \text{Hom}_{\mathcal{B}}(T(A), B) \to \text{Hom}_{\mathcal{A}}(A, S(B))$ correspond to $\Psi : 1_{T(A)} \to ST$. Then

(i) $\psi \circ \psi = 1$ if and only if $S \circ T \to ST \circ S \circ T$ is the identity natural transformation of $S$ into $S$. 

(ii) \( \phi \circ \psi = 1 \) if and only if \( T \xrightarrow{T \phi = T \circ \phi} T \) is the identity natural transformation of \( T \) into \( T \).

Proof: We prove (i), the proof of (ii) being similar. Let \( f \in \text{Hom}_\mathcal{G}(A, S(B)) \). The following diagram is commutative:

\[
\begin{array}{ccc}
\psi \circ \phi(f) & \xrightarrow{=} & 1 \\
\downarrow & & \downarrow \\
\Psi(A) & \xrightarrow{S\phi(f)} & S(B) \\
A & \xrightarrow{ST(f)} & S(T(f)) \\
\downarrow & & \downarrow \\
S(B) & \xrightarrow{\Psi(B)} & ST(B) \\
\end{array}
\]

It follows immediately that \( S\phi(B) \circ \Psi(B) = 1_{S(B)} \) implies \( \psi \circ \phi(f) = 1 \) and, taking \( f = 1_{S(B)} \), that \( \psi \circ \phi(f) = 1 \) implies \( S\phi(B) \circ \Psi(B) = 1_{S(B)} \).

**Theorem 15.4:** Let \( S, S' : \mathcal{B} \to \mathcal{A} \) and \( T, T' : \mathcal{A} \to \mathcal{B} \) be covariant functors. Let \( \phi : \text{Hom}_\mathcal{G}(A, S(B)) \to \text{Hom}_\mathcal{B}(T(A), B) \) be a natural equivalence with inverse \( \psi \) and let \( \phi' : \text{Hom}_\mathcal{G}(A, S'(B)) \to \text{Hom}_\mathcal{B}(T'(A), B) \) be a natural equivalence with inverse \( \psi' \). Suppose that \( r : T' \to T \) (resp. \( \sigma : S \to S' \)) is a natural transformation. Then there exists a unique natural transformation \( \sigma' : S \to S' \) (resp. \( r : T' \to T \)) such that the following is a commutative diagram:

\[
\begin{array}{ccc}
\text{Hom}_\mathcal{G}(A, S(B)) & \xrightarrow{=} & \text{Hom}_\mathcal{B}(T(A), B) \\
\downarrow & & \downarrow \\
\text{Hom}_\mathcal{G}(A, S(B)) & \xrightarrow{=} & \text{Hom}_\mathcal{B}(T(A), B) \\
\end{array}
\]

If \( r \) (resp. \( \sigma \)) is a natural equivalence, then so is \( \sigma' \) (resp. \( r \)).

**§16. Comparison of simplicial sets and topological spaces**

Let \( \mathcal{S} \) denote the category of simplicial sets and \( \mathcal{J} \) that of topological spaces. We claim that the realization functor \( T : \mathcal{S} \to \mathcal{J} \) is adjoint to the total singular functor \( S : \mathcal{J} \to \mathcal{S} \). Thus define \( \phi : \text{Hom}_\mathcal{S}(K, S(X)) \to \text{Hom}_\mathcal{J}(T(K), X) \) and \( \psi : \text{Hom}_\mathcal{J}(T(K), X) \to \text{Hom}_\mathcal{S}(K, S(X)) \) by
(1) \( \phi^2|_{k_n^*u_n^*} = f(k_n^*u_n^*) \);
(2) \( \psi^3|_{k_n^*u_n^*} = g|_{k_n^*u_n^*} \).

It is easily verified that \( \phi \circ \psi = 1 \) and \( \psi \circ \phi = 1 \). The corresponding natural transformations \( \Phi: TS \to 1g \) and \( \Psi: 1\xi \to ST \) are given by

(3) \( \Phi(k_n^*u_n^*) = k_n^*u_n^* \);
(4) \( \Psi(k_n^*u_n^*) = k_n^*u_n^* \).

Note that \( \Psi(K) : K \to ST(K) \) is an inclusion of complexes and \( \Phi(X) : TS(X) \to X \) is a surjection of spaces. By Proposition 15.3, we find

(5) \( (S\Phi \circ \Psi S)(X) : S(X) \to S(X) \) is the identity map.
(6) \( (\Phi T \circ T\Psi)(K) : T(K) \to T(K) \) is the identity map.

We claim further that \( \phi \) and \( \psi \) preserve homotopies. If \( f \simeq g : K \to S(X) \) and if \( F : K \times I \to S(X) \) defines the homotopy, then by Corollary 14.5, \( T(F) : T(f) \simeq T(g) \). Since \( \phi(F) = \Phi S(X) \circ T(F) \), we find \( \phi(F) : \phi(f) \simeq \phi(g) \). Similarly, if \( f \simeq g : T(K) \to X \) and \( F : T(K) \times I \to X \), defines the homotopy, then \( S(F) : S(f) \simeq S(g) \). Since \( \psi(F) = S(F) \circ \Psi(K) \), we find \( \psi(F) : \psi(f) \simeq \psi(g) \). Summarizing, we have the

**Theorem 16.1:** The natural equivalences \( \phi \) and \( \psi \) define \( S \) and \( T \) as adjoint functors. \( \phi \) and \( \psi \) induce one-to-one correspondences between the homotopy classes of simplicial maps \( K \to S(X) \) and of continuous maps \( T(K) \to X \). In particular, \( \pi_n^*(X,X_0^*) = \pi_n^*(S(X),S_X^*) \).

Now we consider the maps of the homology and homotopy groups induced by the natural transformations \( \Phi \) and \( \Psi \).

**Proposition 16.2:** Let \( K \) be a complex, \( X \) a space. Then

(i) \( \Psi(K) : H_*(K) \to H_*(ST(K)) = H_*(T(K)) \) is an isomorphism;

(ii) \( \Phi(X) : H_*(TS(X)) \to H_*(X) \) is an isomorphism.

**Proof:** (i) Let \( D(K) \subset C(K) \) denote the chain subcomplex generated by all the degenerate simplices of \( K \). We will prove later that \( C_N(K) = C(K)/D(K) \) is chain homotopic to \( C(K) \). If \( K^{(n)} \) denotes the \( n \)-skeleton of \( K \), then the inclusions \( K^{(0)} \subset C(1) \subset \ldots 
induce a filtration of \( C_N(K) \). The resulting spectral sequence \( E^r \) converges to \( H_*(K) \) and satisfies \( E^r_{p,q} = H^{(p+q)}(K^{(p)} \cap K^{(p-1)}) \).

Clearly \( E^0_{p,q} = 0 \), \( q \neq 0 \), and \( E^1_{p,0} \) is the free Abelian group generated by the non-degenerate \( p \)-simplices of \( K \). Therefore

\[ E^2_{p,0} = E^\infty_{p,0} = H^p(K). \]

Again, \( T(K^{(n)}) = T(K)^{(n)} \), and the inclusions

\[ ST(K^{(0)}) \subset ST(K^{(1)}) \subset \ldots \]

give rise to a spectral sequence \( E^* \) which converges to \( H_*(T(K)) \) and satisfies \( E^r_{p,q} = H^{(p+q)}(T(K^{(p)} \cap K^{(p-1)})) \).

Now the homology of a CW-complex can be computed from the cellular structure, that is, from the subcomplex of the total singular complex generated by the attaching maps, and it follows that the map \( E^1 \to E^2 \) induced by \( \Psi(K) \) is an isomorphism. Therefore the spectral sequences are mapped isomorphically, and

\[ H^p(K) = E^2_{p,0} \to H^p(T(K)), \]

as was to be proven.

(ii) \( H_*(TS(X)) = H_*(STS(X)) \) and \( H_*(X) = H_*(SX) \). By

(i) \( \Psi S(X) : H_*(SX) \to H_*(TS(X)) \) is an isomorphism. Since

\[ (S\Phi \circ \Phi S) : S(X) \to S(X) \] is the identity, the result follows.
**Lemma 16.3.** Let \((K, \phi)\) be a Kan pair. Then
\[ \Psi(K)_*: \pi_1(K, \phi) \to \pi_1(ST(K), ST(\phi)) = \pi_1(T(K), T(\phi)) \]
is an isomorphism.

**Proof:** We may assume that \(K\) is connected and minimal. Then \(\pi_1(K, \phi)\) is a group with one generator for each non-degenerate 1-simplex and one relation for each non-degenerate 2-simplex. \(T(K)\) is a CW-complex with one 0-cell and therefore \(\pi_1(T(K), T(\phi))\) is a group with one generator for each 1-cell and one relation for each 2-cell. The result follows.

**Definitions 16.4.** Let \(K\) be a Kan complex having just one vertex \(\phi\), and let \(\pi = \pi_1(K, \phi)\). Define a complex \(\tilde{K}\) by \(\tilde{K} = K_n \times \pi\) with face and degeneracy operators defined on \(\tilde{K}\) by

(i) \[ \partial^n_i(x, a) = (\partial^n_i x, a), \quad i < n, \]
\[ \partial^n_0(x, a) = \phi, \quad \partial^n_0(x, a) = \partial^n_0 x \cdot [n-1], \quad \text{denotes} \quad \partial^n_0 \text{ iterated } n-1 \text{ times,} \]
(ii) \[ s^n_i(x, a) = (s^n_i x, a). \]

It is easily verified that \(\tilde{K}\) is a Kan complex and that the projection \(p: \tilde{K} \to K\) is a Kan fibration. The fibre \(F\) over \(\phi\) satisfies \(\pi_n(F, \tilde{\phi}) = 0\), \(n > 0\), and \(\pi_0(F, \tilde{\phi}) = \pi\), where \(\tilde{\phi} = (\phi, \epsilon)\) the identity of \(\pi\). If \(x\) represents \(a \in \pi_1(K, \phi)\), then choosing \((x, \beta)\) such that \(\partial^1_1(x, \beta) = \tilde{\phi}\), that is, such that \(x^{-1} \beta = \epsilon\), we find that \(\partial(\alpha) = [\partial^0_0(x, \beta)] = [((\phi, a)) \in \pi_0(F, \tilde{\phi})\). Therefore
\[ \partial: \pi_1(K, \phi) \to \pi_0(F, \tilde{\phi}) \]
is an isomorphism. By the homotopy exact sequence, \(\tilde{K}\) is 1-connected and satisfies \(\pi_n(\tilde{K}, \tilde{\phi}) \cong \pi_n(K, \phi), \quad n > 1\). \(\tilde{K}\) is called the universal covering complex of \(K\).

**Remarks 16.5.** Recall that a map \(p: X \to Y\) of topological spaces is called a Serre fibration if \(p\) has the covering homotopy property for polyhedra and that this is true if and only if \(p\) has this property for each \(\Delta^n\). It is easily seen that \(p\) is a Serre fibration if and only if \(S(p)\) is a Kan fibration. Further, if \(p: K \to L\) is a Kan fibration, then it follows from Corollary 7.12 that \(T(p)\) is a quasi fibration; J. C. Moore (unpublished) has proven that if \(p\) is minimal, then \(T(p)\) is a Serre fibration.

**Theorem 16.6.** Let \((K, \phi)\) be a Kan pair and let \(X\) be a topological space with base point \(x_0\). Then

(i) \[ \Psi(K)_*: \pi_n(K, \phi) \to \pi_n(ST(K), ST(\phi)) \]
is an isomorphism for all \(n\), hence \(\Psi(K)\) is a homotopy equivalence.

(ii) \[ \Phi(X)_*: \pi_n(TS(X), TS(x_0)) \to \pi_n(X, x_0) \]
is an isomorphism for all \(n\), hence \(\Phi(X)\) is a homotopy equivalence if \(X\) is a CW-complex.

**Proof:** (i) We may assume that \(K\) is connected and minimal. Let \(\tilde{K}\) be the universal covering complex of \(K\), \(p: \tilde{K} \to K\) the projection, and \(F\) the fibre over \(\phi\). Observe that \(p\) is minimal. By Lemma 16.3, Proposition 16.2, and Theorem 13.9
\[ \Psi(K)_*: \pi_n(\tilde{K}, \tilde{\phi}) \cong \pi_n(ST(\tilde{K}), ST(\tilde{\phi})) \]
and trivially \(\Psi(F)_*: \pi_n(F, \tilde{\phi}) \cong \pi_n(ST(F), ST(\tilde{\phi}))\). By naturality, \(\Psi\) induces a map of the homotopy exact sequence of the Kan fibration \(p\) to that of the Kan fibration \(ST(p)\), and the result follows.

(ii) This follows from (i) and the fact that
\[ (S\Phi \circ S\Psi)_*(X): S(X) \to S(X) \]
is the identity.

Finally, we extend the definition of homotopy groups to the category of simplicial sets.
DEFINITION 16.7: Let \((K, \phi)\) be a pair. Then we define
\[
\pi_n(K, \phi) = \pi_n(ST(K), ST(\phi)),
\]
and similarly for the relative groups.

BIBLIOGRAPHICAL NOTES ON CHAPTER III

The construction of the geometrical realization and the derivation of its properties presented here is due to Milnor [48].

The concept of adjoint functor and the results of section 15 are due to Kan [26]. In [28], Kan has developed a procedure for associating to a complex \(K\) a Kan complex \(E^\infty_K\) in such a manner that \(T(E^\infty_K)\) has the same homotopy and homology groups as \(T(K)\). This gives an alternative, and self-contained, procedure for extending the definition of homotopy groups to the category of simplicial sets. Another possible definition, also due to Kan, will be presented in Chapter VI.

The CW-hypothesis in Theorem 14.3 and the countability hypothesis in Corollary 14.6 can be eliminated by working in the category of compactly generated spaces.

CHAPTER IV

TWISTED CARTESIAN PRODUCTS AND FIBRE BUNDLES

The concept of twisted Cartesian product will dominate the material to be presented in the next three chapters. We will introduce this notion after obtaining certain special properties of simplicial groups. Then we shall use the notion to study the classification of fibre bundles.

§17. Simplicial groups.

Recall that a simplicial group, or group complex, \(G\) is a contravariant functor from \(\Delta^*\) to the category of groups. Thus each \(G_n\) is a group and the face and degeneracy operators are homomorphisms. We let \(e_n\) denote the identity of \(G_n\) and \(e\) the complex consisting of all of the \(e_n\).

THEOREM 17.1: Every group complex \(G\) is a Kan complex.

Proof: Suppose \(x_0, \ldots, x_{k-1}, x_{k+1}, \ldots, x_{q+1} \in G_q\) satisfy
\[
\partial_i x_j = \partial_{j-1} x_i, \quad i < j, \quad i, j \neq k.
\]
We must find \(x \in G_{q+1}\) such that \(\partial_i x = x_i, \quad i \neq k\). We first find \(u \in G_{q+1}\) such that \(\partial_i u = x_i\), if \(i < k\). If \(k = 0\), this condition is vacuous. Assume \(k > 0\). We will find \(u'\) such that \(\partial_i u' = x_i, \quad i \leq r\). Let \(u^0 = s_0 x_0\); proceeding inductively, suppose \(u'^{-1}\) has been defined, \(0 < r \leq k-1\). Let
\[
\gamma^{-1} = s_r((\partial_i u'^{-1})^{-1} x_i)\]
and \(u' = u'^{-1} y\). A simple calculation
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**Chapter IV**

**Twisted Cartesian Products and Fibre Bundles**

The concept of twisted Cartesian product will dominate the material to be presented in the next three chapters. We will introduce this notion after obtaining certain special properties of simplicial groups. Then we shall use the notion to study the classification of fibre bundles.

§17. Simplicial groups.

Recall that a simplicial group, or group complex, \(G\) is a contravariant functor from \(\Delta^\bullet\) to the category of groups. Thus each \(G_n\) is a group and the face and degeneracy operators are homomorphisms. We let \(e_n\) denote the identity of \(G_n\) and \(e\) the complex consisting of all of the \(e_n\).

**Theorem 17.1:** Every group complex \(G\) is a Kan complex.

**Proof:** Suppose \(x_0, \ldots, x_{k-1}, x_{k+1}, \ldots, x_{q+1} \in G_q\) satisfy
\[
\partial_i x_j = \partial_{j-1} x_i, \quad i < j, \quad i, j \neq k.
\]
We must find \(x \in G_{q+1}\) such that
\[
\partial_i x = x_i, \quad i \neq k.
\]
We first find \(u \in G_{q+1}\) such that \(\partial_i u = x_i\) if \(i < k\). If \(k = 0\), this condition is vacuous. Assume \(k > 0\). We will find \(u'\) such that \(\partial_i u' = x_i, \quad i \leq r\). Let \(u^0 = s_0 x_0\); proceeding inductively, suppose \(u^{r-1}\) has been defined, \(0 < r \leq k-1\). Let
\[
y^{-1} = s_r((\partial_i u^{r-1})^{-1} x_i) \quad \text{and} \quad u' = u^{r-1} y^{-1}.
\]
A simple calculation

\[
\partial_i u' = \partial_i u^{r-1} y^{-1} + s_r ((\partial_i u^{r-1})^{-1} x_i) \quad \text{if} \quad i < k.
\]

We also have
\[
\partial_i u' = \partial_i u^{r-1} y^{-1} + s_r (x_i) \quad \text{if} \quad i = k.
\]

The construction of a mapping structure on the homotopy groups of \(G\) will require the following simplification of the notion of a simplicial group.
proves that \( \partial_i v^{r-1} = e_q \) if \( i < r \). It follows that \( \partial_i v^r = x_i \) if \( i \leq r \), as desired, and we let \( u = u^{k-1} \). Next we find \( v^r \in G_{q+1} \) such that \( \partial_i v^r = x_i \) if \( i < k \) or if \( i > q-r+1 \). Let \( v^0 = u \) or \( v^0 = e_{q+1} \) if \( k = 0 \). Proceeding inductively, suppose \( v^{r-1} \) has been defined, \( 0 < r \leq q-k+1 \). Let \( z^{r-1} = s_{q-r+1}((\partial_{q-r+2} v^{r-1}-1)x_{q-r+2}) \) and \( v^r = v^{r-1} z^{r-1} \). Then \( \partial_i z^{r-1} = e_q \) if \( i < k \) or if \( i > q-r+2 \). It follows that \( \partial_i v^r = x_i \) if \( i < k \) or if \( i > q-r+1 \), as desired.

Finally, letting \( x = v^{q-k+1} \), we find \( \partial_i x = x_i \), \( i \neq k \).

If \( G \) is a group complex or a Kan monoid complex, we denote \( \pi_n(G, e) \) by \( \pi_n(G) \).

**Proposition 17.2:** Let \( G \) be a Kan monoid complex and suppose \( x, y \in \tilde{G}_q \), that is, \( \partial_i x = e_{q-1} = \partial_j y \) for all \( i \). Then \( [x][y] = [xy] \).

**Proof:** Let \( z = s_{q-1} x \cdot s_{q-1} y \). Then \( \partial_i z = e_{q-1} \), \( i < q-1 \), \( \partial_{q-1} z = x \), \( \partial_q z = xy \), and \( \partial_{q+1} z = y \). The result follows from the definition of the group structure.

**Proposition 17.3:** Let \( G \) be a Kan monoid complex. Then \( \pi_q(G) \) is Abelian, \( q \geq 1 \).

**Proof:** Let \( w = s_{q-1} x \cdot s_{q-1} y \), \( x, y \in \tilde{G}_q \). Then \( \partial_i w = e_{q-1} \), \( i < q-1 \), \( \partial_{q-1} w = y \), \( \partial_q w = xy \), and \( \partial_{q+1} w = x \). Therefore \( [y][x] = [xy] \). Since \( [xy] = [x][y] \) by the previous proposition, the result follows.

There is a useful alternative definition of the homotopy groups of a group complex, which we now develop.

**Proposition 17.3:** Let \( G \) be a group complex and define

\[
\tilde{G}_q = G_q \cap \text{Ker} \partial_0 \cap \cdots \cap \text{Ker} \partial_{q-1}.
\]

Then

(i) \( \partial_{q+1}(\tilde{G}_{q+1}) \subset \tilde{G}_q \), \( q \geq 0 \).

(ii) Image \( \partial_{q+1} : \tilde{G}_{q+1} \to \tilde{G}_q \subset \text{Ker} \partial_q \tilde{G}_q \to \tilde{G}_q \), \( q > 0 \).

(iii) \( \partial_{q+1}(\tilde{G}_{q+1}) \) is a normal subgroup of \( \tilde{G}_q \) and of \( G_q \).

**Proof:** Let \( x \in \tilde{G}_{q+1} \). Then \( \partial_i \partial_{q+1} x = \partial_i \partial_q e_q = e_q \), \( 0 \leq i \leq q \), and this proves (i) and (ii). Let \( x \in \tilde{G}_q \) and define \( w = s_{q-1} x \cdot s_{q-1} y \). Then \( \partial_i w = e_q \), \( 0 \leq i \leq \), hence \( w \in \tilde{G}_{q+1} \), and \( \partial_{q+1} w = x \cdot \partial_{q+1} x \cdot s_{q-1} y \). This proves (iii).

Now \( \tilde{G} \) is a (not necessarily Abelian) chain complex with respect to the last face operator. Define \( \pi_q(G) = H_q(\tilde{G}) \). Then we find

**Proposition 17.4:** \( \pi_q(G) = \pi_q(\tilde{G}) \) for all \( q \).

**Proof:** \( \tilde{G}_q = Z_q \tilde{G} \), hence if \( x \in \tilde{G}_q \), \( x \) represents an element of \( \pi_q(G) \). If \( x, y \in \tilde{G}_q \) and \( z \sim y \), then \( s_{q-1} x \cdot z \in \tilde{G}_{q+1} \) and \( \partial_{q+1} s_{q-1} x \cdot z = x \sim y \), where \( x \sim y \) represent the same element of \( \pi_q(G) \). Using Proposition 17.2, it follows that there is a natural epimorphism of groups \( i : \pi_q(G) \to \pi_q(\tilde{G}) \). Suppose \( i[x] = 0 \). Then there exists \( z \in \tilde{G}_{q+1} \) such that \( \partial_{q+1} z = x \), hence \( x : e_q \sim x \) and \([x] = 0 \) in \( \pi_q(G) \). This completes the proof.

**Proposition 17.5:** A group complex \( G \) is minimal if and only if \( \partial_{q+1} : \tilde{G}_{q+1} \to \tilde{G}_q \) is zero for all \( q \).

**Proof:** Suppose \( G \) is minimal and \( x \in \tilde{G}_{q+1} \). Then \( \partial_i x = e_q \), \( i \leq q \), and therefore \( \partial_{q+1} x = \partial_{q+1} e_q = e_q \). Conversely, suppose \( \partial_{q+1} : \tilde{G}_{q+1} \to \tilde{G}_q \) is zero for all \( q \) and let \( x, y \in \tilde{G}_{q+1} \) satisfy \( \partial_i x = \partial_i y \), \( i \neq k \). Observe that \( \partial_j \partial_i x = a_q \), \( i \neq k \). If \( k = q+1 \), let \( z = xy^{-1} \). If \( k \leq q \) and \( q-k \) is even, let \( z = (s_q \partial_k x y^{-1}) (s_{q-1} \partial_k x y^{-1}) \cdots (s_k \partial_k x y^{-1})(y^{-1}) \).
If $k \leq q$ and $q - k$ is odd, let
\[ z = (s_q \partial_k xy^{-1}) \cdots (s_1 \partial_k xy^{-1})(xy^{-1}) . \]
In all cases, $\partial_1 z = e_q$, $i < q + 1$, and $\partial_{q+1} z = \partial_k (xy^{-1})$.
By assumption, $\partial_{q+1} z = e_q$, so that $\partial_k x = \partial_k y$, as was to be proven.

The result above states that a group complex $G$ is minimal if and only if the corresponding chain complex $\overline{G}$ is minimal.

§18. Principal fibrations and twisted Cartesian products.

We will first define principal fibrations and then twisted Cartesian products. It will turn out that the former concept is a special case of the latter.

**Definitions 18.1:** A group complex $G$ is said to operate from the left on a complex $E$ if there exists a simplicial map
\[ \phi: G \times E \to E \] such that $\phi(e_{q-1} x) = x$ and
\[ \phi(g_1, \phi(g_2, x)) = \phi(g_1 g_2, x) . \]
We will denote $\phi(g, x)$ by $gx$. $G$ is said to operate effectively if $gx = x$ for all $x \in E_q$ implies $g = e_q$. $G$ is said to operate principally if $gx = x$ for any $x \in E_q$ implies $g = e_q$. Note that $G$ operates principally on itself from both the left and the right. If $G$ operates principally from the right on $E$, then we define a quotient complex $B$ of $E$ by identifying $x$ and $xg$ for all $x \in E_q$ and $g \in G_q$. The map $p: E \to B$ is called a principal fibration with base $B$ and structural group $G$.

**Lemma 18.2:** Any principal fibration is a Kan fibration.

**Proof:** Let $p: E \to B$ be a principal fibration with group $G$. Suppose $x_0, ..., x_{k-1}, x_{k+1}, ..., x_{q+1} \in E_q$ satisfy
\[ \partial_i x_j = \partial_{i-1} x_j, \quad i < j, \quad i, j \neq k, \]
and $b \in B_{q+1}$ satisfies $\partial_i b = p(x_i)$, $i \neq k$. Then if $p(y) = b$, $y \in E_{q+1}$, $\partial_i y = x_i b_i$ for some $b_i \in G_q$, $i \neq k$.
If $i < j$, $i, j \neq k$, we have
\[ \partial_i (x_i b_i) = \partial_i \partial_i y = \partial_i y = \partial_{i-1} (x_i b_i) . \]
Since $\partial_i x_j = \partial_{j-1} x_j$ and $G$ acts principally, $\partial_i b_i = \partial_i \partial_i b_i$ and therefore there exists $b_i \in G_{q+1}$ such that $\partial_i b_i = \partial_i b_i$, $i \neq k$.
Let $x = y b^{-1}$. Then $\partial_i x = x_i$, $i \neq k$, and $p(x) = b$, as desired.

**Definitions 18.3:** Let $F$ and $B$ be complexes and $G$ a group complex which operates on $F$ from the left. A twisted Cartesian product, or $T C P$, with fibre $F$, base $B$, and group $G$ is a complex, denoted by either $F \times_T B$ or $E(r)$, which satisfies
\[ E(r)_n = F_n \times B_n \]
and has face and degeneracy operators
\begin{align*}
(i) & \quad \partial_i (f, b) = (\partial_i f, \partial_i b), \quad i > 0; \\
(ii) & \quad \partial_0 (f, b) = (r(b) \cdot \partial_0 f, \partial_0 b), \quad r(b) \in G; \\
(iii) & \quad s_i (f, b) = (s_i f, s_i b), \quad i \geq 0; \\
\end{align*}
$\tau: B_q \to G_{q-1}$ is called the twisting function. The requirement that $E(r)$ be a complex is equivalent to the following identities on $\tau$:
\begin{align*}
& \quad \partial_0 \tau(b) = [r(\partial_0 b)]^{-1} r(\partial_1 b) \\
& \quad \partial_i \tau(b) = r(\partial_{i+1} b), \quad i > 0 \\
& \quad s_i \tau(b) = r(s_{i+1} b), \quad i \geq 0 \\
& \quad \tau(s_0 b) = b \in B_q . \\
\end{align*}
If $F = G$, then $E(r)$ is called a principal $T C P$, or $P T C P$.
The term $T C P$ will also stand for the projection $p: E(r) \to B$. 
PROPOSITION 18.4: Let \( p: E(r) \to B \) be a T C P with group \( G \) and suppose the fibre \( F \) is a Kan complex. Then:

(i) \( p \) is a Kan fibration;

(ii) \( p \) is minimal if and only if \( F \) is a minimal complex;

(iii) if \( F = G \), \( p \) is a principal fibration.

Proof: (i) Suppose \( x_0, \ldots, x_{k-1}, x_k, \ldots, x_{q+1} \in E(r)_q \) satisfy \( \partial_j x_i = \partial_{i-1} x_p \) if \( i < j, \ i, j \neq k \) and \( b \in B_{q+1} \) satisfies \( \partial_i b = p(x_i), \ i \neq k \). If \( x_i = (f_i, b_i) \), we have \( \partial_i b = b_i, \ i \neq k \). If \( k = 0 \), then the \( f_i \) are clearly compatible, and we may choose \( f \in F_{q+1} \) such that \( \partial_i f = f_i \, i \neq 0 \). If \( k > 0 \), then it is easily verified that \( r(b)^{-1} f_i \) and the \( f_i \), \( i > 0, \ i \neq k \) are compatible, and we may choose \( f \in F_{q+1} \) such that \( \partial_0 f = r(b)^{-1} f_0 \) and \( \partial_i f = f_i \, i > 0, \ i \neq k \). In both cases \( x = (f, b) \) satisfies \( \partial_j x = x_j, \ i \neq k \), and \( p(x) = b \), as desired.

(ii) If \( \phi \) is any vertex of \( B \), then \( f = (f, \phi) \) defines an isomorphism of \( F \) with the fibre over \( \phi \). Therefore if \( p \) is minimal, \( F \) is a minimal complex by Lemma 10.2. Conversely, suppose \( F \) is minimal and let \( x = (f, b) \) and \( x' = (f', b') \) satisfy \( \partial_j x = \partial_j x', \ i \neq k \), and \( p(x) = p(x') \). Then \( b = b' \) and \( \partial_j f = \partial_j f' \, i \neq k \), hence \( \partial_k f = \partial_k f' \). It follows that

\[
\partial_k x = \partial_k x',
\]

as desired.

(iii) Since \( F = G \), \( G \) operates on the right of \( E(r) \) via \((g_1, b)g_2 = (g_1 g_2, b) \). Clearly \( B \) may be identified with the quotient complex of \( E(r) \) obtained by identifying \( x \) and \( xg \), and the result follows.

Now we wish to obtain a converse to (iii) of the proposition. We need a preliminary result.

DEFINITION 18.5: Let \( p: E \to B \) be a simplicial map. A pseudo-cross section of \( p \) is a function \( \sigma: B \to E \) satisfying \( p\sigma = 1_B \), \( \partial_j \sigma = \sigma \partial_j \) if \( i > 0 \), and \( s_i \sigma = s_i \sigma \) if \( i \geq 0 \). If \( \partial_0 \sigma = \sigma \partial_0 \), then \( \sigma \) is called a cross section. Observe that any T C P has the canonical pseudo-cross section \( \sigma \) defined by \( \sigma(b) = (e_p, b) \), \( b \in B_q \), and that \( \sigma \) and the twisting function \( \tau \) are related by \( \partial_0 \sigma(b) = \sigma(\partial_0 b) \cdot \tau(b) \).

LEMMA 18.6: Let \( p: E \to B \) be a Kan fibration, where \( p \) is onto. Let \( B' \subset B \) and suppose \( \sigma': B' \to p^{-1}(B') \) is a pseudo-cross section \( B' \) may be empty. Then there exists at least one pseudo-cross section \( \sigma: B \to E \) such that \( \sigma|B' = \sigma' \).

Proof: If \( b \in B_\alpha \), let \( \sigma(b) \) be any element \( x \in E_\alpha \) such that \( p(x) = b \), choosing \( \sigma'(b) \) if \( b \in B'_\alpha \). Now suppose \( \sigma \) has been defined on each \( B_q, q < n \), and \( n > 0 \). Let \( b \in B_n \). If \( b \in B_n' \), define \( \sigma(b) = \sigma'(b) \). Assume \( b \notin B_n' \). If \( b \) is degenerate, say \( b = s_i y \), define \( \sigma(b) = s_i \sigma(y) \). If \( b = s_i x \) is also true, then it is easily verified that \( s_i \sigma(y) = s_i \sigma(x) \). Finally, suppose \( b \) is non-degenerate. There exists \( x \in E_n \) such that \( p(x) = b \) and \( \partial_i x = \sigma(\partial_i b) \) for \( i > 0 \). Let \( \sigma(b) = x \). Clearly \( p\sigma(b) = x \) and \( \partial_i \sigma(b) = \sigma(\partial_i b), \ i > 0 \), and this procedure does define a pseudo-cross section.

Together with the preceding lemma and Lemma 18.2, the following proposition implies that every principal fibration is a T C P.

PROPOSITION 18.7: A principal fibration \( p: E \to B \) with group \( G \) and pseudo-cross section \( \sigma \) may be identified with the T C P \( p: E(r) \to B \) with group \( G \) and twisting function determined by the formula \( \partial_0 \sigma(b) = \sigma(\partial_0 b) \cdot \tau(b) \).

Proof: We note first that \( p\sigma(\partial_0 b) = \partial_0 b = p(\partial_0 \sigma(b)) \).
implies $\partial_0 \sigma(b) = \sigma(\partial_0 b) \tau(b)$ for some $\tau(b) \in G$. Now define a bijection of graded sets $\psi: G \times B \to E$ by $\psi(g, b) = \sigma(b)g$ and give $G \times B$ the structure of complex induced by $\psi^{-1}$. Then it is easily verified that $\psi^{-1}(E) = G \times \gamma_1 B$, as desired. Note that $\psi \sigma = \sigma$, where $\sigma$ on the left is the canonical pseudo-cross section of $E(\tau)$.

**Remarks 18.8:** Clearly a principal fibration (or fibre bundle) in the category of topological spaces passes via the functor $S$ to a principal fibration in the category of simplicial sets. This gives one motivation for the study of $PTCP's$.

§19. The group of a fibre bundle.

In this section, we show how to associate a group to a fibre bundle. The theory here is roughly analogous to that of coordinate transformations in the topological case. As an easy consequence of this theory, we shall find that every fibre bundle may be regarded as a $TCP$.

We need some preliminary observations about the operations of groups on complexes. In Lemma 6.12, we showed that $KK$ is a monoid complex if $K$ is a complex. The product is defined by $(f \cdot g)(x, u) = f(g(x, u), u)$, where $f, g \in (KK)_n$, $x \in K_q$, and $u \in \Delta[n]_q$. If $E$ is another complex and $f \in E^*$, then the same formula defines an operation from the right of $KK$ on $E^*$. If $\tilde{g} \in (KK)_n$, then $g$ determines $\tilde{g}: K \times \Delta[n] \to K \times \Delta[n]$, where $\tilde{g}(x, u) = (g(x, u), u)$; $\tilde{g}$ is an isomorphism if and only if $g$ is invertible. We let $A(K) \subset KK$ denote the set of invertible elements. $A(K)$ is a group complex. Observe that $KK$ and $A(K)$ operate from the left on $K$ via $f \cdot x = f(x, \Delta_n)$, $x \in K_n$, $f \in (KK)_n$. If a group complex $G$ operates on $K$, we define a homomorphism $\nu: G \to A(K)$ by

$$\nu(g)(x, u) = (\epsilon g) \cdot x,$$

where $g \in G_n$, $x \in K_q$, $u \in \Delta[n]_q$ and $\epsilon$ is the simplicial operator such that $u = \epsilon \Delta_n$. Clearly

$$g \cdot x = \nu(g) \cdot x .$$

$\nu$ is a monomorphism if and only if $G$ operates effectively. Replacing $G$ by $G/\text{Ker} \nu$, we may assume that operations by groups are always effective.

Now let $p: E \to B$ be a fibre bundle with fibre $F$ (Definition 11.8). For each $b \in B_n$, choose a strong isomorphism $a(b): F \times \Delta[n] \to E^B$.

$(a(b))$ is called an atlas of $p$. If for each $b \in B_n$ we are given $a(b) \in A(F)_n$, then $\overline{a}(b) = a(b)\bar{g}(b)$ defines another atlas $\{\overline{a}(b)\}$.

Conversely, if $\{a(b)\}$ and $\{\overline{a}(b)\}$ are atlases of $p$, then letting $a(b) = \alpha(b)^{-1}\overline{a}(b)$, we have $\overline{a}(b) = a(b)\bar{g}(b)$.

Given an atlas $\{a(b)\}$, let $\beta(b) = \overline{\alpha} \circ a(b): F \times \Delta[n] \to E$,

where $\overline{\alpha}: E^F \to E$ covers $\overline{\alpha}: \Delta[n] \to B$, $b \in B_n$. Since

$$a(b)(f, u) = (\beta(b)(f, u), u) ,$$

$\{a(b)\}$ and $\{\beta(b)\}$ determine each other. We regard $\{\beta(b)\}$ to be contained in $E^F$, and then face and degeneracy operators and operations from the right by elements of $A(F)$ are defined on elements of $\{\beta(b)\}$, although $\{\beta(b)\}$ need not be closed under these operations. If $\{\overline{a}(b)\}$ and $\{a(b)\}$ are atlases related by $\overline{a}(b) = a(b)\bar{g}(b)$, then $\beta(b) = \beta(b)\bar{g}(b)$.

The atlas $\{a(b)\}$ is said to be normalized if

$$\beta(s_i b) = s_i \beta(b)$$

for all $i$ and $b$. If we choose an $a(b)$ for each non-degenerate $b$ and define $\beta(s_i b) = s_i \beta(b)$ for all $i$ and $b$, we obtain a normalized atlas. The definition is consistent since if $s_i b = s_j b$, $i < j$, then, using induction on the dimension of $b$, the
s_j \beta(b) = s_j \beta(s_j \delta b) = s_j s_j \beta(\delta b) = s_j \beta(s_j^{-1} \delta b) = s_j \beta(b).

From now on, we assume all atlases to be normalized.

The difference between $\partial_i \beta(b)$ and $\beta(\partial_i b)$ is more significant, and we investigate this now. Recall the definition (page 14) of $\delta_i: \Delta[n-1] \to \Delta[n]$. If $b \in B_n$, then since

$$a(b)(1 \times \delta_i): F \times \Delta[n-1] \to E$$

is an isomorphism onto $\text{Image}(1 \times \delta_i)$, $1 \times \delta_i: E^{(n-1)} \to E$, there exists a strong isomorphism $a_i(b): F \times \Delta[n-1] \to E^{(n-1)}$ such that the following diagram commutes:

$$
\begin{array}{ccc}
F \times \Delta[n] & \xrightarrow{a(b)} & E^{(n-1)} \\
\downarrow{1 \times \delta_i} & & \downarrow{1 \times \delta_i} \\
F \times \Delta[n-1] & \xrightarrow{a_i(b)} & E^{(n-1)}
\end{array}
$$

By definition, $\partial_i b \circ a_i(b) = a_i(b)$. Define $\tau_i(b) = A(F)_{n-1}$ by

$$\tau_i(b) = [a(\partial_i b)]^{-1} a_i(b): F \times \Delta[n-1] \to F \times \Delta[n-1].$$

Since $a_i(b) = a(\partial_i b) \tau_i(b)$, $\partial_i \beta(b) = \beta(\partial_i b) \tau_i(b)$. $\tau_i(b)$ is called the set of transformation elements associated with the atlas $a(b)$.

**Definitions 19.1:** Let $p: E \to B$ be a fibre bundle with fibre $F$ and let $G$ be a subgroup complex of $A(F)$. An atlas $\{a(b)\}$ of $p$ is called a $G$-atlas if all of its transformation elements are in $G$. Two $G$-atlases $\{a(b)\}$ and $\{g(b)\}$ are said to be $G$-equivalent if for all $b \in B$, $\tilde{a}(b) = a(b)\tilde{g}(b)$, where $\tilde{g}(b) \in G$. $p: E \to B$ together with a $G$-equivalence class of $G$-atlases is called a $G$-bundle. Observe that $p$ is necessarily an $A(F)$-bundle. Let $p: E \to B$ and $p': E' \to B'$ be $G$-bundles with the same fibre $F$. A map $\{(i, f): (E, p, B) \to (E', p', B')\}$ is said to be a map of $G$-bundles if for all $b \in B$ and any $G$-atlases $\{a(b)\}$ and $\{a' \beta(b)\}$ in the given $G$-equivalence classes of atlases,

$$i \beta(b) = \beta'(i(b)) \psi(b),$$

where $\psi(b) \in G$. There results a concept of $G$-equivalence of $G$-bundles. The concept of $A(F)$-equivalence is identical with that of isomorphism of fibre bundles with a given fibre.

An atlas $\{a(b)\}$ of a fibre bundle $p: E \to B$ is said to be regular if $\tau_i(b) = e_{n-1}$ for all $i > 0$ and $b \in B_n$, $n \geq 1$; this means that $\partial_i \beta(b) = \beta(\partial_i b)$, $i > 0$.

**Lemma 19.2:** Let $p: E \to B$ be a fibre bundle with fibre $F$ and let $G$ be a subgroup complex of $A(F)$ and $E$ be a $G$-submodule of $A(F)$. Then there is a regular $G$-atlas in every $G$-equivalence class of $G$-atlases of $p$.

**Proof:** Let $\{a(b)\}$ be a $G$-atlas of $p$. We will define a $G$-equivalent regular $G$-atlas $\{\tilde{a}(b)\}$. If $b \in B_0$, let $\tilde{a}(b) = a(b)$.

Suppose $\tilde{a}(b)$ has been defined for $b \in B_{n-1}$, $n \geq 1$. Let $b \in B_n$. If $b$ is degenerate, $\tilde{a}(b)$ is already defined and has the desired property. Suppose $b$ is non-degenerate and

$$\tilde{a}(\partial_i b) = a(\partial_i b)\tilde{g_i}, \quad i > 0.$$

If $0 < i < j$, then an application of the induction hypothesis gives

$$\partial_i \partial_j \beta(b) = \partial_i \beta(\partial_j b) \cdot \partial_j \tau_j(b) = \partial_i \beta(\partial_j b) \cdot \partial_j \tau_j(b) = \partial_{j-1} \beta(\partial_i b) \cdot \partial_{j-1} \tau_j(b) \cdot \partial_j \tau_j(b).$$

Clearly $G$ operates principally on $E^{(n)}$ generated by $\{\beta(b)\}$ and therefore $\partial_i (\tilde{g_i}^{-1} \tau_i(b)) = \partial_{j-1} (\tilde{g_j}^{-1} \tau_j(b)).$

Choose $g \in G$ such that $\partial_i \tilde{g} = \tilde{g}_i^{-1} \tau_i(b)$ for $i > 0$ and let

$$\tilde{a}(b) = a(b)\tilde{g}_i^{-1}.$$
(2) \( \partial_j \beta(b) = \partial_j \beta(b)(\partial_j \delta)^{-1} = \beta(\partial_j b) r_j(b)[r_i(b)]^{-1} \delta_i = \overline{\beta}(\partial_j b) \).

This completes the proof.

If \( G' \subset G \) is a sub-group complex and there exists a 
\( G' \)-atlas in the given \( G \)-equivalence class of \( G \)-atlases of a \( G \)-bundle, then we say that the group of the bundle can be reduced to \( G' \).

Note that the resulting \( G' \)-bundle need not be uniquely determined.

**Lemma 19.3:** Let \( p: E \to B \) be a \( G \)-bundle. Suppose \( G' \subset G \) is a subgroup complex which is a deformation retract of \( G \). Then the group of \( p \) can be reduced to \( G' \).

**Proof:** Let \( \{a(b)\} \) be a regular \( G' \)-atlas in the given \( G \)-equivalence class of \( G \)-atlases of \( p \). We will define a \( G \)-equivalent regular \( G' \)-atlas \( \{\overline{a}(b)\} \). Let \( \overline{a}(b) = a(b) \) if \( b \in B_0 \) and suppose \( \overline{a}(b) \) has been defined for \( b \in B_{n-1} \), \( n \geq 1 \). Let \( b \in B_n \). If \( b \) is degenerate, \( \overline{a}(b) \) is already defined and has the desired properties. Suppose \( b \) is non-degenerate and \( \overline{a}(b) = a(\partial_j b) \delta_i \), \( i \geq 0 \).

Arguing as in (1) of the previous lemma, we find that if \( 0 < i < j \), then

(1) \( \partial_j \partial_i \beta(b) = \partial_j \partial_i \beta(b)(\partial_j \delta_i)^{-1} \).

Similarly we find, for \( 0 < j \leq n \),

(2) \( \partial_0 \partial_j \beta(b) = \partial_0 \partial_j \beta(b)(\partial_0 \delta_i)^{-1} \).

It follows that \( \partial_j \delta_i = \partial_j \delta_i \delta_j, \, 0 < i < j \), and

(3) \( \tau_j(\partial_0 b)^{-1} \tau_0(\partial_j b) = (\partial_j \delta_0)^{-1} \partial_j \tau_0(\partial_0 b) \cdot \partial_0 \delta_j, \, 0 < j \leq n \).

Choose \( \delta \in G_n \) such that \( \partial_j \delta = \delta_j, \, i > 0 \), and let \( a'(b) = a(b) \delta \).

Then \( \partial_j \beta'(b) = \overline{\beta}(\partial_j b), \, i > 0, \) and

\( \partial_0 \beta'(b) = \overline{\beta}(\partial_0 b) \delta_0^{-1} \tau_0(\partial_0 b) \delta_0 \).

Let \( u = \delta_0^{-1} \tau_0(\partial_0 b) \delta_0 \) and observe that by (3) and by

\( \partial_0 \delta_i = \partial_0 \partial_i \delta_i \), we have \( \partial_0 \delta_i = G_n - 1, \, 0 < j \leq n \).

Now let \( h: G \to G \) be a homotopy such that \( h(G') \subset G' \) and

\( \partial_0 h_0(x) = x \) and \( \partial_{q+1} h_q(x) \in G_q \) if \( x \in G_q \).

If \( n \) is odd, let \( k = h_0(u)^{-1} h_1(u) h_2(u)^{-1} \cdots h_n(u)^{-1} \) and if \( n \) is even, let \( k = h_0(u)^{-1} h_1(u) h_2(u)^{-1} \cdots h_n(u) \). Define \( a''(b) = a'(b) k \).

Then \( \partial_j \beta''(b) = \overline{\beta}(\partial_j b) \partial_i k \) if \( i > 0 \) and

\( \partial_0 \beta''(b) = \overline{\beta}(\partial_0 b) \cdot u \cdot \partial_0 k \).

By the identities satisfied by \( h \), it follows that

\( \partial_j \beta''(b) = \overline{\beta}(\partial_j b) \delta_i', \quad \delta_i' \in G_n - 1, \, i \geq 0 \).

Thus \( \tau_j'(b) \in G_n - 1 \) for all \( i \) and, arguing as in the proof of the previous lemma, we may replace \( \beta''(b) \) by \( \overline{\beta}(b) \) such that \( \tau_j(b) = e_{n-1} \) for \( i > 0 \) and \( \overline{r}_0(b) \in G_n - 1 \).

From now on, we assume all atlases to be regular and we let \( r(b) \) denote the transformation elements \( r_0(b) \) of an atlas \( \{a(b)\} \) of a \( G \)-bundle \( p: E \to B \). We call \( r \) a twisting function of \( p \).

This notation is justified by the following result.

**Theorem 19.4:** Let \( p: E \to B \) be a \( G \)-bundle with fibre \( F \) and let \( \{a(b)\} \) be a \( G \)-atlas of \( p \). Then the transformation elements \( r_0(b) \) define a twisting function \( r \) and \( (E, p, B) \) is isomorphic to \((F \times_r B, p, B)\).

**Proof:** Define \( \xi: F_n \times P_n \to E_n \) by \( \xi(f, b) = \beta(b)(f, \Delta_n) \).

\( \xi \) is clearly an isomorphism of sets and:

\( \partial_0 \xi(b) = \xi(r_0 b, \partial_0 b), \)

\( \partial_j \xi(b) = \xi(\partial_j b, \partial_0 b), \quad i > 0, \)

\( s_i \xi(b) = \xi(s_i b, s_i b), \quad i > 0. \)

Thus if \( \xi^{-1} \) is used to define a structure of complex on the set
F \times B$, we obtain $\xi^{-1}(E) = F \times \pi_B$. This proves the result.

Observe that the G-bundle $p: E \to B$ with atlas $\{\alpha(b)\}$ determines the isomorphism $\xi$.

§20. Fibre bundles and twisted Cartesian products

In this section we first define maps of TCP's with fixed fibre and group. We then examine in detail the relationship between TCP's and fibre bundles and prove that every TCP is a fibre bundle.

**Definitions 20.1:** Let $p: E(\tau) \to B$ and $p': E'(\tau') \to B'$ be TCP's with group $G$ and fibre $F$. A simplicial map

$$\theta: E(\tau) \to E'(\tau')$$

is said to be a map of TCP's if $\theta(i, b) = (\psi(b)l, \pi(b))$, where $\psi: B \to G$ is a map of $\tau \times \tau$. Observe that $p \theta = \pi p$. The requirement that $\theta$ be a simplicial map is equivalent to the following identities on $\psi$:

$$r' \pi(b) \partial_0 \psi(b) = \psi(\partial_0 b) \tau(b)$$

(U)

$$\partial_i \psi(b) = \psi(\partial_i b) \text{ if } i > 0$$

$$s_i \psi(b) = \psi(s_i b) \text{ if } i \geq 0.$$  

$\theta$ is said to be a strong map if $B = B'$ and $\pi = 1_B$, and in this case we say that $\tau$ and $\tau'$ are equivalent twisting functions. Observe that every strong map is necessarily a strong isomorphism.

**Lemma 20.2:** Let $p: E \to B$ and $p': E' \to B$ be G-bundles with fibre $F$. Then $p$ and $p'$ are strongly G-equivalent if and only if $\tau$ and $\tau'$ are equivalent, where $\tau$ and $\tau'$ are any twisting functions of $p$ and $p'$.

**Proof:** Suppose $p$ and $p'$ are strongly G-equivalent. Then there exists a simplicial isomorphism $\Lambda: E \to E'$ such that $p' \Lambda = p$ and $\Lambda \beta(b) = \beta'(b) \psi(b)$, $\psi(b) \in G$, where $\{\alpha(b)\}$ and $\{\alpha'(b)\}$ are any G-atlas of $p$ and $p'$. If $\tau$ and $\tau'$ are the twisting functions defined by $\{\alpha(b)\}$ and $\{\alpha'(b)\}$, then it is easily verified that $\psi$ satisfies the identities (U) (with $\pi = 1_B$). Thus $\tau$ and $\tau'$ are equivalent. Conversely, suppose $\tau$ and $\tau'$ are equivalent and $\psi: B \to G$ satisfies the identities (U). Then if $x \in E_n$ is written as $x = \beta(b)(l, \Delta_n)$, $b = p(x)$, and we define

$$\Lambda(x) = \beta'(b) \psi(b)(l, \Delta_n') = \beta'(b)(\psi(b)(l, \Delta_n),$$

it follows that $\Lambda$ is a strong G-equivalence of G-bundles.

Before proving that every TCP is a fibre bundle, we need the following definitions.

**Definitions 20.3:** Let $G$ operate on the right of a complex $E$ and on the left of a complex $F$. Then $F \times_G E$ is defined to be the quotient of $F \times E$ obtained by identifying $(gf, x)$ and $(l, xg)$ for all $g, f, l$, and $x$. If $E = G \times_f B$, then $F \times_G E$ may be identified with $F \times B$ and is called the TCP with fibre $F$ associated to $G \times_f B$.

If $p: E \to B$ is a principal G-bundle, then for some $E / G$ isomorphic to $G \times_f B$, and therefore $G$ operates on the right of $E$.

(The operation is actually independent of the choice of atlas.) In this case, $(F \times_G E, p^\circ B)$, where $p^\circ(f, x) = p(x)$, is said to be the G-bundle with fibre $F$ associated to $p$. If $\{\alpha(b)\}$ is an atlas of $p$, then $\{\alpha^\circ(b)\}$ is an atlas of $p^\circ$, where

$$\beta^\circ(b)(f, u) = (l, \beta(b)(e_q, u)), u \in \Delta[n], b \in B_n, f \in F_q.$$  

Now observe that if $F \times_f B$ is a TCP and $\pi: A \to B$ is a simplicial map, then $E(\pi)\pi$ may be identified with $F \times_f A$, where $\pi' = \tau \circ \pi$, and $\pi: E(\tau)\pi \to E(\tau)$ is a map of TCP's.
THEOREM 20.4: Let $F \times_f B$ be a TCP and suppose $\lambda \simeq \pi: A \to B$. Then $E(\pi)^{\lambda}$ is strongly isomorphic to $E(\pi)^{\eta}$.

Proof: Suppose first that $F = G$, that is, $E(\iota)$ is a P TCP. Then by Proposition 11.5, there exists a strong homotopy equivalence $\theta: E(\iota)^{\lambda} \to E(\iota)^{\eta}$. Clearly we may write $\theta(\eta \lambda(a), a) = (\eta \lambda \eta(\iota a, a)$. Thus $\theta$ is a strong map of TCP's, hence a strong isomorphism, and the twisting functions $r^{\lambda}$ and $r^{\eta}$ are equivalent. The latter statement implies the result for arbitrary $F$, and the theorem is proven.

COROLLARY 20.5: Every TCP is a fibre bundle.

Proof: Let $F \times_f B$ be a TCP. Choose a base point $\phi \in B$ and let $b \in B$. Define $\phi: \Delta(n) \to B$, hence $E(\iota)^{\Delta(n)}$ is strongly isomorphic to $E(\iota)^{\phi}$. Since $r^\phi = \iota \circ \phi$, the latter is $F \times \Delta(n)$. This proves the result.

REMARKS 20.6: An atlas for $F \times_f B$ may of course be defined by $\beta(b) = (r, b)$. The twisting function of this atlas is $\iota$. In other words, a TCP with group $G$ is essentially just a $G$-bundle with a chosen atlas.

If $p: E \to B$ is a $G$-bundle with given atlas $[\alpha(b)]$ and $\pi: A \to B$, then $p^\pi: E^\pi \to A$ is a TCP with atlas $[\alpha^\pi(a)]$, where $\alpha^\pi(a) = \beta(a \pi(a))$. If $p$ is principal, then so is $p^\pi$ and $\pi$ is equivariant, that is, $\pi(xg) = \pi(x)g$ for $x \in E^\pi$, $g \in G$.

COROLLARY 20.6: If $p: E \to B$ is a $G$-bundle and $\lambda \simeq \pi: A \to B$, then $p^\lambda: E^\lambda \to A$ and $p^\pi: E^\pi \to A$ are strongly $G$-equivalent $G$-bundles.

Finally, we note that since every TCP is associated to a P TCP and every TCP is a fibre bundle, we have

PROPOSITION 20.7: Every $G$-bundle is associated to a principal $G$-bundle which is uniquely determined up to strong $G$-equivalence of $G$-bundles.

The converse is obvious: If $p: E \to B$ is a principal $G$-bundle and $G$ operates on $F$ from the left, then there is a unique $G$-bundle with fibre $F$ associated to $p$.

21. Universal bundles and classifying complexes

We will construct a P TCP, or $G$-bundle, 

$W(G) = G \times_{\iota(G)} \bar{W}(G)$

for each simplicial group $G$. $\bar{W}(G)$ will play the role of a classifying complex for $G$.

DEFINITION 21.1: A P TCP $G \times_f B$ is said to be of type $(W)$ if $B$ is a one-element $G$ and if $\partial_0: E_q \times B \to E(\iota)_{q-1}$ is an isomorphism of sets for all $q \geq 1$. We let $S: E(\iota)_{q-1} \to E_q \times B$ denote the isomorphism of sets inverse to $\partial_0$, so that $\partial_0 S$ is the identity on $E(\iota)_{q-1}$.

We will prove that, up to natural isomorphism, there exists one and only one P TCP of type $(W)$ with group $G$. Before proving existence, we obtain some of the properties of P TCP's of type $(W)$.

LEMMA 21.2: If $G \times_f B$ is a P TCP of type $(W)$, then:

(i) $\partial_1 S(x) = (e_0, b_0)$ if $x \in E(\iota)_0$

(ii) $\partial_{q+1} S(x) = S(\partial_q x)$ if $x \in E(\iota)_q$, $q > 0$

(iii) $S = S_0$ on $e_q \times B_q$

(iv) $S_{q+1} S(x) = S(\partial_q x)$ if $x \in E(\iota)_q$, $q \geq 0$

Proof: If $x \in E(\iota)_q$, $q > 0$, then $x = (r(b), \partial_0 b)$ for some $b \in B_{q+1}$. If $i > 0$,.
\[ S(\partial_i x) = S(\partial_i \tau(b), \partial_i \partial_0 b) = S(\tau(\partial_{i+1} b), \partial_0 \partial_{i+1} b) = (e_{q^*}, \partial_{i+1} b), \]
and
\[ S(\partial_0 x) = S(\tau(\partial_0 b), \partial_0 \partial_0 b) = S(\tau(b), \partial_0 \partial_1 b) = (e_{q^*}, \partial_1 b). \]

On the other hand, \( \partial_i S(x) = \partial_i (e_{q^*}, \partial_i b) = (e_{q^*}, \partial_i b) \) if \( i > 0 \). This proves (i) and (ii), and the proof of (iv) is similar. (iii) follows immediately from the definition.

**Lemma 21.3**: If \( G \times_r B \) is a PTCP of type \( (W) \) and \( B \), then \( E(r) \), is a Kan complex.

**Proof**: Let \( b_0, \ldots, b_{k-1}, b_{k+1}, \ldots, b_{q+1} \) satisfy
\[ \partial_i b_j = \partial_{j-1} b_i, \quad i < j, \quad i, j \neq k. \]
We must find \( b \) such that \( \partial_i b = b_i, \quad i \neq k \). We break the proof into two cases.

(i) \( k > 0 \): Here we let \( x_i = (\tau(b_{i+1}), \partial_0 b_{i+1}). \) Then \( \partial_j x_i = \partial_{j-1} x_i, \quad i < j, \quad i, j \neq k \), and \( \rho(x_i) = \partial_0 b_{i+1} = \partial_j b_i \).
Since \( \rho \) is a Kan fibration, there exists \( x \in E(r)_q \) such that \( \partial_j x = x_i, \quad i \neq k \), and \( \rho(x) = b_0 \). Let \( (e_{q+1}, b) = S(x) \). Then \( \partial_0 b = \rho \partial_0 S(x) = \rho(x) = b_0 \) and, if \( i > 0 \), \( i \neq k \), we have
\[ \partial_i b = \rho \partial_i S(x) = \rho(e_{q^*}, b_j) = b_i. \]

(ii) \( k = 0 \): Here we note that \( \partial_1 r(b_{i+1}) = \partial_{i-1} r(b_{i+1}) \) if \( 0 < i < j \), so that there exists \( g \in G_q \) such that
\[ \partial_i g = \tau(b_{i+1}), \quad i > 0. \]
Let \( (e_{q+1}, b) = S(g, c) \), where \( c = \rho \tau(\partial_1 (\partial_0 g)^{-1}, \partial_0 b_1). \) Now \( \tau(c) = \tau(b_1 (\partial_0 g)^{-1}) \) and \( \partial_0 c = \partial_0 b_1 \). Further:
\[ \partial_1 c = \rho \tau(\partial_0 b_1, \partial_0 \tau(b_1 (\partial_0 g)^{-1}, \partial_0 b_1)) \]
\[ = \rho \tau(\partial_0 b_1, \partial_0 \tau(b_2))^{-1}, \partial_0 b_2 \]
\[ = \rho \tau(\partial_0 b_2, \partial_0 b_2) = \partial_0 b_2, \]

and
\[ \partial_i c = \rho \tau(\partial_{i-1} (\partial_1 g)^{-1}, \partial_{i-1} b_1) \]
\[ = \rho \tau(\partial_0 b_1, \partial_0 \tau(\partial_{i+1} b_1))^{-1}, \partial_0 \partial_{i+1} b_1 \]
\[ = \rho \tau(\partial_0 b_1, \partial_0 \partial_{i+1} b_1) = \partial_0 b_{i+1}, \quad i > 1. \]

Therefore \( \partial_1 b = \rho \tau(c, \partial_0 g, \partial_0 c) = \rho \tau(b_1, \partial_0 b_1) = b_1 \), and \( \partial_i b = \rho \tau(\partial_{i-1} g, \partial_{i-1} c) = \rho \tau(b_i, \partial_0 b_i) = b_i \) if \( i > 1 \).

**Lemma 21.4**: If \( G \times_r B \) is a PTCP of type \( (W) \) and \( G \) is a minimal complex, then \( E(r) \) is a minimal fibre space.

**Proof**: By Proposition 18.4, \( p \) is a minimal fibration. We must prove that \( B \) is a minimal complex. Thus suppose \( b, c \in B_q \) and \( \partial_i b = \partial_i c, \quad i \neq k \). We must prove \( \partial_k b = \partial_k c \). Let
\[ x = (\tau(b), \partial_0 b) \quad \text{and} \quad y = (\tau(c), \partial_0 c) \]
If \( i + 1 \neq k \),
\[ S(\partial_i x) = (e_{q-1}, \partial_i b) = (e_{q-1}, \partial_i c) = S(y), \]
then \( \partial_i x = \partial_i y \). Therefore \( \partial_i \tau(b) = \partial_i \tau(c) \) if \( 0 < i \neq k \) and \( \rho(\partial_i b) \rho(\partial_i c) = \tau(\partial_0 c) \tau(\partial_0 b) \) if \( k \neq 1 \). Thus if \( k > 0 \), then \( \partial_i \tau(b) = \partial_i \tau(c) \) for \( i \neq k \), and, since \( G \) is minimal,
\[ \partial_{k-1} \tau(b) = \partial_{k-1} \tau(c). \]
It follows that \( \partial_k b = \rho \tau(\partial_k b, \partial_0 \partial_k b) = \partial_k c \). If \( k = 0 \),
\[ \partial_1 \tau(b) = \partial_1 \tau(c) \quad \text{for} \quad i > 0, \]
then \( \partial_0 r(b) = \partial_0 r(c) \) and therefore \( \rho(\partial_0 b) = \rho(\partial_0 c) \). Then
\[ \partial_0 b = \rho \tau(\partial_0 b, \partial_0 \partial_0 b) = \partial_0 c. \]

**Proposition 21.5**: If \( G \times_r B \) is a PTCP of type \( (W) \), then \( E(r) \) is contractible.

**Proof**: Taking \( \phi = (e_0, b_0) \) as base point, (i) and (ii) of Lemma 21.2 imply that \( \partial C(S) + C(S) \partial \) is the identity map of
It remains to prove that \( \theta \) so defined is a simplicial map. \( \partial_0 \theta = \theta \partial_0 \) is true by construction and if \( b \in B_1 \), then
\[
\partial_1 \theta(e_1, b) = (e_0^b, b_0^s) = \theta \partial_1(e_1, b).
\]
Now suppose \( \partial_i \theta = \theta \partial_i \), \( 0 \leq i \leq j \). Then we find
\[
\partial_{i+1} \theta = \partial_{i+1} S \theta \partial_0 = S \partial_j \theta \partial_0 = S \theta \partial_0 \partial_{i+1} = \theta \partial_{i+1}
\]
on \( e_q \times B_q \), \( q > 1 \). Next, \( S = s_0 \) on \( e_q \times e_q \), \( q > 0 \), hence \( s_0 \theta = \theta \partial_0 s_0 = \theta s_0 \) on \( e_q \times B_q \). Finally, assume \( s_i \theta = \theta s_i \), \( 0 \leq i \leq j \). Then
\[
s_{i+1} \theta = s_{i+1} S \theta \partial_0 = S \theta \partial_0 s_{i+1} = \theta s_{i+1}
\]
on \( e_q \times B_q \), \( q > 1 \).

**Corollary 21.8:** Any two PTCP's of type \( W \) with group \( G \) are naturally isomorphic.

**Proof:** If \( E(r) \) and \( E(r') \) are PTCP's with group \( G \), there exist natural maps \( \theta : E(r) \to E(r') \) and \( \theta' : E(r') \to E(r) \). By uniqueness, \( \theta \theta' \) and \( \theta' \theta \) are the respective identities.

For any simplicial group \( G \), we now construct a PTCP \( G \times_G \mathcal{W}(G) \) which is of type \( W \). Let \( \mathcal{W}(G) \) have one element \( [ \cdot ] \) and define \( \mathcal{W}_n(G) = G_{n-1} \times G_{n-2} \times \cdots \times G_0 \), \( n > 0 \). Write elements of \( \mathcal{W}_n(G) \) in the form \([e_{n-1}, \ldots, e_0]\), \( e_i \in G_i \). Define face and degeneracy operators on \( \mathcal{W}(G) \) by \( s_0[\cdot] = [e_0] \), by
\[
\partial_i [e_0, \ldots, e_n] = [e_0, \ldots, e_i, e_{i+1}, \ldots, e_n],
\]
and, requiring \( \partial_0 \theta = \theta \partial_0 \), we find that \( \theta \) is necessarily given by the inductive formula
(i) \( \partial_0 [e_0, \ldots, e_n] = [e_{n-1}, \ldots, e_0] \);
(ii) \( \partial_{i+1} [e_0, \ldots, e_n] = [e_0, \ldots, e_i, e_{i+1}, \ldots, e_n] \);
(iii) \( s_0 [e_{n-1}, \ldots, e_0] = [e_n, e_{n-1}, \ldots, e_0] \);
(iv) \[ s_{i+1}[g_{n-1}^{-1}, \ldots, g_0] = [s_i g_{n-1}, \ldots, s_0 g_{n-1}^{-1} e_{n-i}^{-1} g_{n-i-1}^{-1} \ldots, g_0]. \]

Define \( r(G) \) on \( \bar{W}_n(G) \), \( n > 0 \), by
\[ r(G)[g_{n-1}^{-1}, \ldots, g_0] = g_{n-1}^{-1}. \]

We could verify directly that \( \bar{W}(G) \) is a complex and that \( r(G) \) is a twisting function, but the following inductive description of \( \bar{W}(G) \) and \( W(G) \) will make these facts obvious. Define an isomorphism of sets \( \lambda: \bar{W}_{n+1}(G) \rightarrow W_n(G) \) by
\[ \lambda[g_{n+1}, \ldots, g_0] = [g_{n+1}, [g_{n-1}, \ldots, g_0]], \ n \geq 0. \]

Let \( \sigma(G): \bar{W}_n(G) \rightarrow \bar{W}_n(G) \) be the canonical pseudo-cross section, \( \sigma(G)(w) = (e_n w) \). Now knowing the face and degeneracy operators on \( \bar{W}_n(G) \), those on \( W_n(G) \) are of course determined by the requirement that \( W(G) = G \times_{r(G)} \bar{W}(G) \). Knowing the face and degeneracy operators on \( W_n(G) \), those on \( \bar{W}_{n+1}(G) \) are determined by:
\[ \partial_0 = p \lambda; \partial_{i+1} = \lambda^{-1} \partial_i \lambda; s_0 = \lambda^{-1} \sigma(G); s_{i+1} = \lambda^{-1} s_i \lambda. \]

Finally, define \( S = \sigma^{-1}: W_n(G) \rightarrow e_{n+1} \times \bar{W}_{n+1}(G) \), that is
\[ S[g_{n+1}, [g_{n-1}, \ldots, g_0]] = (e_{n+1}, [g_{n-1}, \ldots, g_0]). \]

Clearly \( \partial_0 S \) is the identity of \( W_n(G) \) and \( S \partial_0 \) is the identity on \( e_{n+1} \times \bar{W}_{n+1}(G) \).

Given a simplicial homomorphism \( \gamma: G \rightarrow G' \), define
\[ \bar{W}(\gamma)[g_{n+1}, \ldots, g_0] = [\gamma(g_{n+1}), \ldots, \gamma(g_0)]. \]

With this definition, \( \bar{W} \) becomes a functor from the category of simplicial groups to that of simplicial sets. \( W(G) \) will be called the classifying complex of \( G \), \( W(G) \) the universal \( G \)-bundle. We now proceed to justify this terminology.

**Lemma 21.9:** Every \( \text{P TCP} \ G \times_r B \) is induced from a simplicial map \( \pi: B \rightarrow \bar{W}(G) \).

**Proof:** Let \( \theta: E(r) \rightarrow \bar{W}(G) \) be the equivariant map obtained in Theorem 21.7 and let \( \eta: B \rightarrow \bar{W}(G) \) be defined by
\[ \theta(e_q, b) = (e_q, \eta(b)). \]

Then \( \partial_0 \theta = \theta \partial_0 \) implies \( r = r(G) \circ \pi = r(G) \eta \), so that \( G \times_r B \) is induced from \( \pi \) and \( \theta = \eta \). We remark that \( \pi \) is given explicitly by the formula:

\[ (1) \quad \pi(b) = [r(b), r(\partial_0 b), \ldots, r(\partial_0^{n-1} b)], \]

where
\[ \partial_0^i = \partial_0 \cdots \partial_0, \ i \text{ factors of } \partial_0. \]

The following remarks will lead to a simple proof of the classification theorem.

**Remarks 21.10:** By Propositions 18.4 and 18.7, a \( \text{P TCP} \) is just a principal fibration with a given pseudo-cross section. From this point of view, a map \( \pi: B \rightarrow \bar{W}(G) \) induces a principal fibration with given pseudo-cross \( \sigma^\pi \); namely the canonical pseudo-cross section of \( G \times_{r(G)^\pi} B \). \( \sigma^\pi \) is compatible with \( \sigma(G) \) in the sense that \( \pi^\pi = \sigma(G) \circ \pi \). We define a morphism of principal fibrations with group \( G \) to be an equivariant simplicial map. Then a strong isomorphism of \( \text{P TCP} \)'s with group \( G \) may be regarded as an automorphism of a single principal fibration.

**Lemma 21.11:** Let \( p: E \rightarrow B \) be a principal fibration with group \( G \), let \( B' \subset B \), and define \( E' = p^{-1}(B') \). Then any morphism \( \theta: E' \rightarrow \bar{W}(G) \) may be extended to a morphism \( \theta: E \rightarrow \bar{W}(G) \).

**Proof:** \( \theta' \) defines a pseudo-cross section \( \sigma': B' \rightarrow E' \).

By Lemma 18.6, \( \sigma' \) may be extended to \( \sigma: B \rightarrow E \). By Proposition 18.7, \( \sigma \) defines a twisting function \( r: B \rightarrow G \) and the resulting equivariant map \( \theta: E = E(r) \rightarrow \bar{W}(G) \) extends \( \theta' \).
THEOREM 21.12: $\eta \simeq \lambda : B \to \overline{W}(G)$ if and only if the \(PTCP\)'s \(W(G)^{\eta}\) and \(W(G)^{\lambda}\) are strongly isomorphic.

Proof: If $\eta \simeq \lambda$, then $W(G)^{\eta}$ is strongly isomorphic to $W(G)^{\lambda}$ by Theorem 20.4. Conversely, suppose $W(G)^{\eta}$ and $W(G)^{\lambda}$ are strongly isomorphic. Regard $W(G)^{\eta}$ and $W(G)^{\lambda}$ as copies of the same principal fibration $E$. Let $G$ operate on $E \times I$ by $(x, u)g = (xg, u)$, so that $p \times 1 : E \times I \to B \times I$ is a principal fibration. Identify $W(G)^{\eta}$ with $E \times \{0\}$ and $W(G)^{\lambda}$ with $E \times \{1\}$. Then $E' = W(G)^{\eta} \cup W(G)^{\lambda}$ is a sub principal fibration of $E \times I$, and $\tilde{\eta} : W(G)^{\eta} \to W(G)$ and $\tilde{\lambda} : W(G)^{\lambda} \to W(G)$ together define a morphism $\tilde{\theta} : E' \to W(G)$. By the previous lemma, $\tilde{\theta}'$ can be extended to $\theta : E \times I \to W(G)$. If $\theta$ induces $\psi$ on $B \times I$, then $\psi$ is a homotopy from $\eta$ to $\lambda$.

Combining Lemma 20.2, Proposition 20.7, and Lemma 21.9 with the theorem above, we obtain the classification theorem:

THEOREM 21.13: Let $F$ be a complex on which $G$ operates effectively from the left. Then the assignment to any map

$$\eta : B \to \overline{W}(G)$$

of the TCP (or $G$-bundle) with fibre $F$ associated with the $PTCP$ (or principal $G$-bundle) induced from $\eta$ defines a one-to-one correspondence between the homotopy classes of maps $B \to \overline{W}(G)$ and the strong isomorphism classes of TCP's (or $G$-equivalence classes of $G$-bundles) with fibre $F$ and base $B$.

REMARKS 21.14: Given a $G$-bundle $p : E \to B$, the corresponding homotopy class of maps $\eta : B \to \overline{W}(G)$ defines a homomorphism $\eta^* : H^*(\overline{W}(G), A) \to H^*(B, A)$. If $A$ is a ring, $\eta^*$ is a morphism of rings, and the image of $\eta^*$ is called the characteristic subring of $p$. For example, if $G = S(O(n))$ and $A = Z_2$, we obtain the Stiefel-Whitney classes, and if $G = S(U(n))$ and $A = Z$ we obtain the Chern classes.
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CHAPTER V
EILENBERG-MACLANE COMPLEXES AND POSTNIKOV SYSTEMS

In this chapter, we first prove that the category of simplicial Abelian groups is isomorphic to that of chain complexes. We then introduce the minimal Abelian group complexes \( K(p, n) \). A study of their properties leads to a proof that every Abelian group complex is of the homotopy type of a product of \( K(p, n) \)'s. We also obtain the well-known characterization of cohomology operations in terms of the cohomology of Eilenberg-MacLane complexes. Finally, we will obtain the \( k \)-invariants of Postnikov systems by means of a study of fibre bundles with fibre a \( K(p, n) \).

§22. Simplicial Abelian groups

In this section, we investigate the category of simplicial Abelian groups. We will prove that this category is equivalent to that of (Abelian) chain complexes. An incidental result is the normalization theorem for simplicial Abelian groups. Finally, we will compare the homotopy and homology groups of a simplicial Abelian group.

We first develop an alternative definition of the homotopy groups of an Abelian group complex \( G \). Let \( A(G) \) denote \( G \) regarded as a chain complex with differential \( \partial \) defined on \( G_n \) by \( \partial = \sum_{i=0}^{n} (-1)^i \partial_i \). Let \( N(G) \) denote the chain complex \( \overline{G} \) defined
in section 17, so that \( N_n(G) = G_n \cap \text{Ker} \partial \cap \ldots \cap \text{Ker} \partial_{n-1} \). For convenience, we redefine the differential \( \partial \) on \( N(G) \) by \( \partial(x) = (-1)^n \partial_n x, \quad x \in N_n(G) \). Then \( N(G) \) is a chain subcomplex of \( A(G) \) and there results a natural homomorphism
\[
i: \pi_n(G) = H_n(N(G)) \to H_n(A(G)).
\]

**Theorem 22.1:** Let \( G \) be an Abelian group complex. Then \( i: \pi_n(G) \to H_n(A(G)) \) is an isomorphism for all \( n \).

**Proof:** Filter \( A(G) \) by \( x \in F^k A_n(G) \) if \( x \in G_n \) and \( \partial \partial x = 0 \) for \( 0 \leq k < \min(n, p) \). Then \( F^k A(G) = A(G) \) if \( p \leq 0 \) and \( F^k A_n(G) = N_n(G) \) if \( p > n \), so that \( \cap F^p A_n(G) = N(G) \). Each \( F^{n+1} A(G) \) is a chain subcomplex of \( F^p A(G) \). We will prove that each of the inclusions \( i^p: F^{n+1} A(G) \subset F^p A(G) \) induces an isomorphism on homology. It will then follow that \( i \) is an isomorphism. We first define an epimorphism of chain complexes
\[
i^p: F^p A(G) \to F^{n+1} A(G)
\]
by
\[
i^p(x) = \begin{cases} x & \text{if } x \in F^p A_n(G) \text{ where } n < p + 1 \\ x - \partial_{n+p}^p x & \text{if } x \in F^p A_n(G) \text{ where } n \geq p + 1. \end{cases}
\]
Clearly \( i^p(x) \in F^{n+1} A(G) \) and \( i^p \circ i^p \) is the identity map of \( F^{n+1} A(G) \). A simple calculation proves that \( \partial \partial i^p(x) = i^p \partial(x) \) for all \( x \) and we will complete the proof by obtaining a chain homotopy \( t^p \) between \( i^p \circ i^p \) and the identity map of \( F^p A(G) \). Thus define
\[
t^p(x) = \begin{cases} 0 & \text{if } x \in F^p A_n(G) \text{ where } n < p \\ (-1)^{n+p} x & \text{if } x \in F^p A_n(G) \text{ where } n \geq p. \end{cases}
\]
Then \( i^p(x) \in F^{n+1} A_n(G) \) and it is easily verified that
\[
\partial i^p(x) + i^p \partial(x) = x - (i^p \circ i^p)(x),
\]
as desired.

**Corollary 22.2:** Let \( G \) be an Abelian group complex. Then \( A(G) = N(G) \oplus D(G) \), where \( D(G) \) is the chain subcomplex of \( A(G) \) generated by the degenerate elements of \( G \).

**Proof:** Let \( i = i^0 \ldots \circ i^{n-1}: N_n(G) \to A_n(G) \) and let \( f = \ldots \circ f^0: A_n(G) \to N_n(G) \). \( f \circ i \) is the identity map on \( N_n(G) \) and therefore \( A(G) = N(G) \oplus \text{Ker} f \). It suffices to prove that \( \text{Ker} f = D(G) \), and \( \text{Ker} f \subset D_n(G) \) is clear from the definition of \( f \). Let \( x = \sum_{i=0}^{n-1} s_i y_i \in D(G) \). We must prove \( f(x) = 0 \), and we have
\[
f(x) = i^{n-1} \ldots \circ i^0 (x - \sum_{i=0}^{n-1} s_i \partial_0 y_i)
\]
\[
= i^{n-1} \ldots \circ i^0 (x) \quad \text{where } x^i = \sum_{j} s_j y_j^i, \quad y_j^i - y_j = -s_j \partial_0 y_i
\]
\[
= \ldots = i^{p-1, \ldots, i^0, (x)} \quad \text{where } x^i = \sum_{j} s_j y_j^i, \quad \partial_j y_j^i = \partial_j y_j^{i-1} - s_j \partial_j \partial_{j-1} y_j^{i-1}
\]
\[
= i^{p-1, \ldots, i^0, (x)} = 0, \text{ as claimed.}
\]

**Corollary 22.3:** (Normalization Theorem). Let \( G \) be an Abelian group complex and let \( \pi: A(G) \to A_n(G) = A(G)/D(G) \) be the projection. Then \( \pi \) is a chain equivalence.

**Proof:** Identifying \( A_n(G) \) with \( N(G) \), we find \( \pi = i \). But \( i \circ f: A(G) \to A(G) \) is a chain equivalence by the proof of the theorem.

\( N \) is a functor from the category \( \mathcal{A} \) of simplicial Abelian groups to the category \( \mathcal{C} \) of chain complexes. We now show that there exists a functor \( \Gamma: \mathcal{C} \to \mathcal{A} \) such that \( \Gamma \circ N \) and \( N \circ \Gamma \) are the identity functors of \( \mathcal{A} \) and \( \mathcal{C} \). Thus let \( X \) be a chain complex. Define \( \Gamma(X) \) as follows:

(i) \( \Gamma_n(X) = X_n \oplus \sum_{k=n-r}^{n-1} a_{j_k} \ldots a_{j_1} x_r \), where \( a_{j_k} \ldots a_{j_1} x_r \) is the Abelian group whose elements are symbols \( a_{j_k} \ldots a_{j_1} x_r \), \( x_r \in X_r \), with the addition defined by
\[
a_{j_k} \ldots a_{j_1} x + a_{j_k} \ldots a_{j_1} y = a_{j_k} \ldots a_{j_1} (x + y),
\]
and where the sum is taken over all sequences \( j_i \) such that \( n > j_k > \ldots > j_1 > 0 \).

(ii) \( \partial: \Gamma_n(X) \to \Gamma_{n-1}(X) \) is defined by
(a) \( \partial_n x = \partial(x) \) and \( \partial_i x = 0 \) if \( i < n \), \( x \in X_n \).

(b) If \( k = n - r \) and \( x \in X_r \), then

\[
\partial_i \sigma_k \cdots \sigma_1 x = \begin{cases} \sigma_h_{k-1} \cdots \sigma_h_1 x & \text{if } \sigma_h_{k-1} \cdots \sigma_h_1 \neq \partial r \\ \sigma_h_{k-1} \cdots \sigma_h_1 \partial r & \text{if } \sigma_h_{k-1} \cdots \sigma_h_1 = \partial r \\ 0 & \text{if } \partial_j \sigma_k \cdots \sigma_1 < r \end{cases}
\]

when \( \partial_i \sigma_k \cdots \sigma_1 x \) is expressed in the canonical form derived from formula (3) on page 4.

(iii) \( s_i \Gamma_n(X) \rightarrow \Gamma_{n+1}(X) \) is defined by

(a) \( s_i x = \sigma_i x, \quad x \in X_n \)

(b) If \( k = n - r \) and \( x \in X_r \), then

\[
s_i \sigma_k \cdots \sigma_1 x = \sigma_h_{k+1} \cdots \sigma_h_1 x \quad \text{if} \quad s_i \sigma_k \cdots \sigma_1 x = s_h_{k+1} \cdots s_h_1,
\]

where \( s_i \sigma_k \cdots \sigma_1 x \) is expressed in canonical form.

It is easily verified that \( \Gamma(X) \) is a simplicial Abelian group. Now we can state

**Theorem 22.4:** The functors \( N: \mathcal{G} \rightarrow \mathcal{C} \) and \( \Gamma: \mathcal{C} \rightarrow \mathcal{G} \) satisfy \( \Gamma \circ N = 1_{\mathcal{G}} \) and \( N \circ \Gamma = 1_{\mathcal{C}} \). Further, if \( h: G \rightarrow G' \) is a simplicial homotopy, \( h: f \cong g \), then there exists a chain homotopy \( s: N(G) \rightarrow N(G') \), \( s: N(f) \cong N(g) \).

Conversely, if \( s: X \rightarrow X' \) is a chain homotopy, \( s: f \cong g \), then there exists a simplicial homotopy \( h: \Gamma(X) \rightarrow \Gamma(X') \), \( h: \Gamma(f) \cong \Gamma(g) \).

**Proof:** That \( \Gamma \circ N = 1_{\mathcal{G}} \) and \( N \circ \Gamma = 1_{\mathcal{C}} \) is an easy consequence of Corollary 22.2 and the construction of \( \Gamma \). Given the homotopy \( h: G \rightarrow G' \), \( h: f \cong g \), define \( s = \sum_{i=0}^{i=n} (-1)^i h_i \) on \( A_i(G) \). Then \( s: A(f) \cong A(g) \), \( s(D(G)) \subset D(G') \), and, identifying \( N(G) \) and \( N(G') \) with \( A_0(G) \) and \( A_0(G') \), we obtain a chain homotopy \( s: N(f) \cong N(g) \) by passing to quotients. Conversely, let \( s: X \rightarrow X' \) be a chain homotopy, \( s: f \cong g \). Then \( \partial s + s \partial = f - g \). Define

\[
h: \Gamma(X) \rightarrow \Gamma(X') \] as follows:

(i) If \( x \in X_n \), then

\[
h_x(x) = \sigma_n f(x) - \sigma_n g(x) - s(x) \]

\[
h_{n-1}(x) = \sigma_{n-1} f(x) - \sigma_{n-1} g(x) \]

\[
h_x(x) = \sigma_i f(x) \quad \text{if} \quad i < n - 1.
\]

(ii) \( h_{i-1} \) is defined inductively on the symbols \( \sigma_k \cdots \sigma_1 x \) by

\[
h_{i-1}(\sigma_k \cdots \sigma_1 x) = \sigma_k h_{i-1}(\sigma_{k-1} \cdots \sigma_1 x) \quad \text{if} \quad j_k \leq i-1
\]

\[
h_{i-1}(\sigma_k \cdots \sigma_1 x) = \sigma_{j+1} h_{i-1}(\sigma_{j-1} \cdots \sigma_1 x) \quad \text{if} \quad j_k > i-1.
\]

A simple calculation then proves that \( h \) is a homotopy from \( \Gamma(f) \) to \( \Gamma(g) \), as desired.

We have now proven that the homotopy theory of simplicial Abelian groups is equivalent to the homology theory of chain complexes.

Theorem 22.1 has the following corollary comparing the homology and homotopy groups of simplicial Abelian groups.

**Corollary 22.5:** Let \( G \) be an Abelian group complex. Then there exists a natural epimorphism of groups \( j: \tilde{H}_n(G) \rightarrow \tilde{H}_n(G') \) such that \( j \circ h \) is the identity map of \( \tilde{H}_n(G) \), where \( h \) is the Hurewicz homomorphism. In particular, \( h \) is a monomorphism.

**Proof:** Using 0 as base point, \( \tilde{C}_n(G) \) is the free Abelian group generated by the non-zero elements of \( G_n \). Thus there is a natural epimorphism \( \tilde{C}(G) \rightarrow A(G) \), and this induces \( j: \tilde{H}_n(G) \rightarrow H_n(A(G)) \).

Clearly \( j \circ h = i \), \( i: \pi_n(G) \cong H_n(A(G)) \). Letting \( j = i^{-1} \cdot j \), the result follows.

We will later use the corollary above to prove that every Abelian group complex has the homotopy type of a product of Eilenberg-MacLane complexes.
COROLLARY 22.6: Let $K$ be a complex. Regarding $C(K)$ as an Abelian group complex, we have $\pi_\alpha(C(K)) = H_\alpha(K)$ and $\pi_\alpha(C(K)) = H_\alpha(K)$.

This corollary states that in some sense homology is a special case of homotopy.

§23. Eilenberg-MacLane complexes

Recall that an Eilenberg-MacLane complex of type $(\pi, n)$ is a Kan complex $K$ such that $\pi_\alpha(K, \phi) = 0$ and $\pi_\alpha(K, \phi) = 0$, $i \neq n$. Such a complex $K$ will be called a $K(\pi, n)$ if it is minimal. We will prove the existence and essential uniqueness of $K(\pi, n)$'s.

LEMMA 23.1: Let $\pi$ be a group. Define a group complex $K$ by $K_n = \pi$, $n \geq 0$, and by letting each $\partial_i$ and $s_i$ on $K_n$ be the identity map of $\pi$. Then $K$ is a $K(\pi, 0)$ and any other $K(\pi, 0)$ is naturally isomorphic to $K$.

Proof: Clearly $K$ is a $K(\pi, 0)$. Now $K_0 = L_0 = \pi$ and the identity map $K_0 \to L_0$ induces a unique simplicial monomorphism $f: K \to L$. Suppose $f: K_n \to L_n$ is an epimorphism, $n \geq 0$, and let $y \in L_{n+1}$. If $f(x_i) \in \partial_i y$, then $f(\partial_i x_i) = f(\partial_{i+1} x_i)$ implies $x_i = x_{i+1} = x_i = \sigma_0 x = y$. Hence since $\pi_{n+1}(L) = 0$, $\pi_{n+1} x = y$. By minimality $\pi_{n+1} x = y$.

Now observe that if $G$ is an Abelian group complex, then if we regard $\tilde{W}_n(G)$ as the group $G_{n-1} \times \ldots \times G_0$, $\tilde{W}(G)$ becomes an Abelian group complex. Define $\tilde{W}_n(G) = \tilde{W}(\tilde{W}^{n-1}(G))$ for all $n \geq 1$, $\tilde{W}^0(G) = G$. The next theorem follows inductively from Lemma 21.4 and Proposition 21.5.

THEOREM 23.2: Let $\pi$ be a group. Then $\tilde{W}(K(\pi, 0))$ is a $K(\pi, 1)$.

If $\pi$ is Abelian, then the Abelian group complex $\tilde{W}^{n}(K(\pi, 0))$ is a $K(\pi, n)$.

Before proving uniqueness, we need some preliminaries.

DEFINITIONS 23.3: Let $(K, \phi)$ be a Kan pair, where $\phi$ is the only vertex of $K$. Define a complex $P(K)$ by letting $\lambda: K_{n+1} \to P_n(K)$ be an isomorphism of sets and by defining $\partial_i = \lambda \partial_{i+1} \lambda^{-1}$ and $s_i = \lambda s_{i+1} \lambda^{-1}$. Define $p: P_n(K) \to K_n$ by $p = \partial_0 \lambda^{-1}$ and let $L(K) = p^{-1}(\phi)$. It is easily verified that $p$ is a Kan fibration and therefore $P(K)$ and $L(K)$ are Kan complexes. Let $S = \lambda s_0 \lambda^{-1}: P_n(K) \to P_{n+1}(K)$.

Then $\partial_0 S$ is the identity map of $P(K)$, $\partial_i S(x) = \lambda(s_0 \phi)$ if $x \in P_0(K)$, and $\partial_{n+1} S = S \partial_i$ on $P_n(K), n \geq 1$. As in the proof of Proposition 21.5, it follows that $P(K)$ is contractible.

LEMMA 23.4: Let $(K, \phi)$ be a Kan pair, where $\phi$ is the only vertex of $K$. Then $p: P(K) \to K$ is a PTCP type $(\pi)$ if $L(K)$ is a group complex.

Proof: Define $\sigma = \lambda s_0: K_n \to P_n(K)$. Then $p \sigma$ is the identity map of $K$ and we may identify $P_n(K)$ with $L_{n}(K) \times o(K_n)$. An easy calculation proves that we may define an operation from the right of $L(K)$ on $P(K)$ by $(\ell_1, \sigma(k)) \ell_2 = (\ell_1, \ell_2, \sigma(k))$. It follows that $p: P(K) \to K$ may be regarded as a principal fibration with group $L(K)$. Proposition 18.7 now implies that $P(K)$ is a PTCP. By definition $\partial_0 S$ is the identity of $P(K)$ and $S \partial_0$ is clearly the identity on $e_n \times o(K_n)$. Therefore $p: P(K) \to L$ is of type $(\pi)$.

REMARK 23.5: If $K$ is a group complex, then so is $L(K)$, and therefore $K$ is isomorphic to $\tilde{W}(L(K))$. This implies the existence of a group complex structure on $\tilde{W}(L(K))$. However, unless $K$ is
Abelian, this product will not be that obtained by regarding $\overline{W}_0(L(K))$ as $L_{n-1}(K) \times \ldots \times L_0(K)$.

**Theorem 23.6:** Let $K$ and $L$ be $K(n)$'s. Then there exists an isomorphism $K \cong L$. Further, if $n$ is Abelian, then any $K(n)$ has a structure of Abelian group complex.

**Proof:** It suffices to obtain an isomorphism $K \cong L$, where $L = \overline{W}_n(K(n, 0))$. We proceed by induction on $n$ and assume the result for $n' < n$, $n > 0$. Since $K$ is a minimal complex, it is easy to see that $P(K) \cong K$ is a minimal fibration. Therefore $L(K)$ is a $K(n, n-1)$. By the induction hypothesis, $L(K)$ is isomorphic to $\overline{W}_n(K(n, 0))$. But then $L(K)$ is a group complex and, by the lemma above and by Theorem 21.7, it follows that $K$ is isomorphic to $\overline{W}_n(K(n, 0))$.

**Remarks 23.7:** Observe that if $n$ is an Abelian group and we define a chain complex $C(n)$ by $C_m(n) = \pi$ and $C_0(n) = 0$ for $q \neq n$, then $\Gamma C(n)$ is a $K(n, n)$. This gives an alternative proof of the existence of $K(n)$'s. Now, knowing that any $K(n)$ is an Abelian group complex, it follows that any $K(n, n)$ is equal to $\Gamma C(n, n)$. This is true since by Proposition 17.5 (recalling that what is there denoted $\overline{G}$ is the chain complex $N(G)$), we have $N\overline{K}(n, n) = C(n, n)$, and since $\Gamma N\overline{K}(n, n) = K(n, n)$ by Theorem 22.4. As a corollary of these remarks, we have:

**Proposition 23.8:** Let $f: n \to n'$ be a homomorphism of Abelian groups. Then there exists a unique simplicial homomorphism $\phi: K(n, n) \to K(n', n)$ such that $\phi = f: K(n, n) \cong K(n', n)$.

When $n$ is an Abelian group, there is an alternative, and more usual, description of $K(n, n)$. Let $C^*(\Delta[q], \pi)$ denote the normalized cochain complex and $C_*(\Delta[q])$ the normalized chain complex (previously denoted $C_n(\Delta[q])$, so that $C_*(\Delta[q], \pi) = \text{Hom}_\pi(C_*(\Delta[q]), \pi)$.

Fix an integer $n$ and let $L(n, n+1) = C^n(\Delta[q], n)$, $n \geq 0$. Define a structure of Abelian group complex on $L(n, n+1)$ by

$$\partial_x u(x) = u(\partial_x x), \quad u \in L(n, n+1), \quad x \in C_*(\Delta[q]),$$

and

$$s_x v(y) = v(s_x y), \quad v \in L(n, n+1), \quad y \in C_*(\Delta[q+1]),$$

where $s_x: C(\Delta[q]) \to C(\Delta[q+1])$ and $\partial_x: C(\Delta[q+1]) \to C(\Delta[q])$ are induced from the simplicial maps $\delta_x: \Delta[q] \to \Delta[q+1]$ and $\sigma_x: \Delta[q+1] \to \Delta[q]$ defined in Definitions 5.2. Let

$$\overline{K}(n, n) = Z^n(\Delta[q], n),$$

the subgroup of $L(n, n+1)$ consisting of all cocycles. Observe that $\overline{K}(n, n)$ is a subcomplex of $L(n, n+1)$.

**Theorem 23.9:** The Abelian group complex $\overline{K}(n, n)$ defined above is in fact a $K(n, n)$.

**Proof:** First observe that $\overline{K}(n, n) = 0$ if $q < n$ because every element of $\Delta[q]$ in dimension greater than $q$ is degenerate. Next, $\overline{K}(n, n) = n$ since $Z^n(\Delta[n], n) = \text{Hom}_\pi(C_n(\Delta[n]), n)$ and $C_n(\Delta[n])$ is the free Abelian group generated by $\Delta_n$. By Remarks 23.7, it suffices to prove that the chain complex $N\overline{K}(n, n)$ is $C(n, n)$. Clearly $N_n \overline{K}(n, n) = \overline{K}(n, n)$, and since $\Gamma N\overline{K}(n, n) = K(n, n)$ by Theorem 22.4. Thus let $\mu \in N_q \overline{K}(n, n)$, $q > n$, so that $\partial_i \mu = 0$, $0 \leq i \leq q - 1$. Suppose for a contradiction that $\mu(x) \neq 0$, where $x = (a_0, \ldots, a_n)$, $0 \leq a_0 < \ldots < a_n \leq q$ is some basis element for $C_n(\Delta[q])$. Then $x \notin \Delta_0$, since $\mu(\delta_0 y) = 0$, so $a_0 = 0$ (otherwise $x = \delta_0(a_0 - 1, \ldots, a_n - 1)$). Similarly $x \notin \delta_1 y$ implies $a_1 = 1$ and, inductively, $a_i = 0$, $0 \leq i \leq n$. Thus $\mu$ is a cocycle, and this implies:
Theorem 21.7 implies:

**Theorem 23.10:** The PTCP \( \delta: L(\pi, n+1) \to K(\pi, n+1) \) with group \( K(\pi, n) \) is naturally isomorphic to the universal PTCP \( p: \tilde{W}^{n+1}(K(\pi, 0)) \to \tilde{W}^{n+1}(K(\pi, 0)) \), of \( K(\pi, n) \).

§24. \( K(\pi, n) \)'s and cohomology operations

We develop here certain fundamental properties of \( K(\pi, n) \)'s. These properties will lead to a proof that every Abelian group complex has the homotopy type of a product of \( K(\pi, n) \)'s, and to the characterization of cohomology operations. In the next section, these properties will be used to define the \( k \)-invariants of Postnikov systems.

All chains and cochains mentioned in this section and the next are normalized.

Recall that \( L(\pi, n+1)_n \) is \( \pi \) regarded as the group of homomorphisms of the free Abelian group generated by \( \Delta_n \) into \( n \). Define an \( n \)-cochain \( u \in C^n(L(\pi, n+1), \pi) \) by \( u(f) = f(\Delta_n) \) and \( f \in \text{Hom}_\pi(F(\Delta_n), \pi) \). \( u \) is called the fundamental cochain of \( L(\pi, n+1) \).

**Lemma 24.1:** Let \( x \in L(\pi, n+1)_q \) and consider the simplicial map \( \overline{x}: \Delta[q] \to L(\pi, n+1) \). If \( x^\ast: C^n(L(\pi, n+1), \pi) \to C^n(\Delta[q], \pi) \) is induced by \( \overline{x} \), then \( x^\ast(u) = x \).

**Proof:** Since \( C^n(\Delta[q], \pi) = L(\pi, n+1)_q \), the formula \( x^\ast(u) = x \) makes sense. From the definition of \( L(\pi, n+1) \) as a complex and the requirement that \( \overline{x} \) be a simplicial map, we derive \( \overline{x}(y) = \overline{y}^\ast(x) = C^n(\Delta[p], \pi) \) for \( y \in \Delta[p] \), where \( \overline{y}: \Delta[p] \to \Delta[q] \). In particular, if \( y \in \Delta[q] \) is non-degenerate, then we must have:

\[
\overline{x}^\ast(u)(y) = u(\overline{x}(y)) = \overline{x}(y)(\Delta_n) = \overline{y}^\ast(x)(\Delta_n) = x(\overline{\Delta}(n)) = x(y),
\]
as was to be proven.

Let $K$ be a complex and let $\operatorname{Hom}(K, L(n, n+1))$ denote the set of simplicial maps $K \to L(n, n+1)$. The addition in $L(n, n+1)$ induces a structure of Abelian group on this set.

**Lemma 24.2:** Let $K$ be a complex. Define

$$\phi: \operatorname{Hom}(K, L(n, n+1)) \to C^n(K, \pi)$$

by $\phi(f) = f^*(u)$. Then $\phi$ is an isomorphism of groups with inverse $\psi$ defined by $\psi(Y)(x) = \overline{x}(Y)$ for $Y \in C^n(K, \pi)$, $x \in K_q$, where

$$\overline{x}: C^n(K, \pi) \to C^n(\Delta[1], \pi).$$

**Proof:** We must first prove that $\psi(Y)$ is in fact a simplicial map. However, since $\partial_i = \delta_i^+$ and $s_i = \sigma_i^+$ on $L(n, n+1)$, we find:

$$\partial_i \psi(Y)(x) = \partial_i \overline{x}(Y) = \delta_i x^*(Y) = (\delta_i x^*)(Y) = \overline{(\delta_i x)}(Y) = \psi(Y)(\partial_i x),$$

and similarly for the degeneracy operators.

$\phi$ and $\psi$ are obviously homomorphisms, and it remains to prove that they are inverse to each other. If $x \in K_n$ is non-degenerate:

$$(\phi \circ \psi)(Y)(x) = \psi(Y)(x)(u) = u(\psi(Y)(x)) = u(x^*(Y)) = \overline{x}(Y)(\Delta[n]) = \gamma(x).$$

Finally, if $x \in K_q$, then using the first lemma we find:

$$(\psi \circ \phi)(f)(x) = \overline{x}(\phi(f)) = \overline{x}(f^*(u)) = \overline{i(x)}(u) = i(x).$$

**Lemma 24.3:** $\phi$ and $\psi$ define an isomorphism between the cocycles $Z^n(K, \pi)$ and the maps $\operatorname{Hom}(K, L(n, n))$.

**Proof:** If $Y \in Z^n(K, \pi)$, we must prove that $\psi(Y)(x) \in K(n, n)$ for all $x \in K_q$ that is, $\psi(Y)(x)$ is a cocycle. But

$$\delta(\psi(Y)(x)) = \delta(\overline{x}(Y)) = \overline{x}(\delta(Y)) = 0.$$

Conversely, suppose that $\psi(Y)(x)$ is a cocycle for all $x \in K_q$. Then if $x \in K_{n+1}$ is non-degenerate, we find that:

$$\delta Y(x) = \delta Y(\Delta[n+1]) = \delta(\overline{x}(Y)(\Delta[n+1])) = \delta(\psi(Y)(x))(\Delta[n+1]) = 0,$$

and $Y$ is a cocycle.

$\phi: \operatorname{Hom}(K, L(n, n)) \to Z^n(K, \pi)$ is defined by $\phi(f) = f^*(u)$, where $u$ is regarded as an element of $Z^n(K(n, n), \pi)$. Here $u$ is called the fundamental cocycle of $K(n, n)$ and its cohomology class is called the fundamental class. We note that the following diagram commutes:

$$\begin{array}{ccc}
\operatorname{Hom}(K, L(n, n)) & \xrightarrow{\phi} & C^n(K, \pi) \\
\downarrow{\operatorname{Hom}(1, \delta)} & & \downarrow{\delta} \\
\operatorname{Hom}(K, L(n, n+1)) & \xrightarrow{\phi} & Z^{n+1}(K, \pi).
\end{array}$$

Further, we have the following theorem.

**Theorem 24.4:** Let $f, g \in \operatorname{Hom}(K, L(n, n))$. Then $f \cong g$ if and only if $\phi(f)$ is cohomologous to $\phi(g)$. Thus $\phi$ induces an isomorphism from $\pi(K(n, n), \pi)$, the group of homotopy classes of maps $K \to K(n, n)$ onto $H^n(K, \pi)$.

**Proof:** If $f \cong g$, then $\phi(f) = f^*(u) = g^*(u) = \phi(g)$ on the cohomology level, hence the cocycles $f^*(u)$ and $g^*(u)$ are cohomologous. Conversely, suppose $\phi(f) = \phi(g) + \delta(a)$, $a \in C^{n-1}(K, \pi)$. Let $i_0: K \to K \times 0$ and $i_1: K \to K \times 1$ be the simplicial maps identifying $K$ with the cited subcomplexes of $K \times I$. It suffices to find $Y \in Z^n(K \times I, \pi)$ such that

$$i_0^*(Y) = Y|K \times 0 = \phi(g),$$

and $i_1^*(Y) = Y|K \times 1 = \phi(f)$, for then $\psi(Y): K \times I \to K(n, n)$ will be a homotopy from $f$ to $g$. Let $p: K \times I \to K$ be the projection onto $K$ and let $Y_0 = p^*(\phi(f)) \in Z^n(K \times I, \pi)$. Clearly $i_0^*(Y_0) = i_1^*(Y_0) = \phi(f)$. Further, regarding $a$ as a cocochain defined on $i_1(K)$, we may choose a cochain $\beta \in C^{n-1}(K \times I, \pi)$ which extends $a$ and vanishes on $i_0(K)$. Thus $i_0^*(\beta) = 0$ and $i_1^*(\beta) = a$. Let $\gamma = Y_0 - \delta(\beta)$. Then $i_0^*(\gamma) = \phi(f)$ and $i_1^*(\gamma) = \phi(f) - \delta(a) = \phi(g)$, as desired.
Before studying cohomology operations, we prove:

**Theorem 24.5:** Let $G$ be a connected Abelian group complex, and let $π_n = π_n(G)$. Then $G$ has the homotopy type of the infinite Cartesian product $\times_{n=1}^{\infty} K(π_n, n)$.

**Proof:** By Corollary 22.5, there exists an epimorphism $j: H^n(G) \to π_n(G)$ such that $j \circ h: π_n \to π_n$ is the identity map, $n \geq 1$. Let $γ(x) \in Z^n(G, π_n)$ satisfy $γ^n(x) = j(x)$, $x \in C_n(G)$, where $\{x\}$ denotes the homology class of the non-bounding cycle $x$. By Lemma 24.3, $γ^n$ determines a map $f^n: G \to K(π_n, n)$. If $g \in G_n$ regarded as $A(G)_n$, then $f^n(g) = \tilde{g}^n(γ^n)$ and $f^n(\tilde{g})(Δ_n) = γ^n(\tilde{g}) = j(\tilde{g}) = j \circ h(\tilde{g}) = [\tilde{g}]$.

Therefore $f^n: π_n(G) \cong π_n(K(π_n, n))$. Let $f = \times_{n=1}^{\infty} f^n: G \to \times_{n=1}^{\infty} K(π_n, n)$. Clearly $f$ is a weak homotopy equivalence, hence by Theorem 12.5 a homotopy equivalence.

Now we define and characterize cohomology operations.

**Definition 24.6:** Let $π$ and $π'$ be Abelian groups, $n$ and $n'$ integers. Regard $H^n(K, π)$ and $H^{n'}(K, π')$ as defining functors from the category of simplicial sets to that of sets. Then a cohomology operation of type $(n, n', π, π')$ is a natural transformation of functors $C: H^n( ; π) \to H^{n'}( ; π')$.

Let $H^n(π, n, n')$ denote the cohomology group $H^n(K(π, n); π')$.

Then we have:

**Theorem 24.7:** The cohomology operations of type $(n, n', π, π')$ are in natural one-to-one correspondence with the elements of $H^n(π, n, n')$.

**Proof:** If $C$ is a cohomology operation of type $(n, n', π, π')$, define $α(C) \in C(π) \simeq H^n(π, π', π')$, where $u$ denotes the fundamental class of $H^n(π, n, n')$. Conversely, suppose $c \in H^n(n, n', π')$ and $Y \in H^n(K, n)$, where $K$ is some complex. By Theorem 24.4, $γ$ defines a homotopy class of maps $ψ(γ): K \to K(π, n)$. Define a cohomology operation $β(c)$ by $β(c)(γ) = ψ(γ)^*(c)$. Then since $ψ(u)$ is the class of the identity map $K(π, n) \to K(π, n)$, we find

$$(α \circ β)(c) = β(c)(u) = ψ(u)^*(c) = c.$$  

Finally, if $Y \in H^n(K, n)$ for some complex $K$, then using the naturality of cohomology operations and the fact that $ψ(γ)^*(u) = Y$ we find

$$(β \circ α)(C)(γ) = β(C(u))(γ) = ψ(γ)^*(C(u)) = C(ψ(γ)^*(u)) = C(γ).$$  

# 25. The $k$-invariants of Postnikov systems

Let $(K, φ)$ be a connected Kan pair. We wish to obtain invariants which characterize the homotopy type of $K$. Choosing a minimal subcomplex if necessary, we may assume that $K$ is minimal (by Theorem 9.5). Let $X = (X^{(0)}, \ldots, X^{(n)}, \ldots)$ denote the natural Postnikov system of $K$ (Definition 8.5). Then by Lemma 12.1, each $X^{(n)}$ is a minimal fibre space. Letting $π_n$ denote $π_n(K, φ)$, the fibre $F^{(n+1)}$ of $X^{(n)}$ is isomorphic to $K(π_{n+1}, n+1)$ (by Lemma 10.2 and Theorem 23.6). Observe that $K^{(0)} = φ$, so that $K^{(1)} \cong K(π_1, 1)$. Now by Theorem 11.11, each $X^{(n)}$ is a fibre
bundle, \( n \geq 1 \). We will show that, under assumptions on \( \pi_1 \), the group of the bundle \( X^{(n)} \) can be reduced to \( K(\pi_{n+1}, n+1) \), \( n \geq 1 \). Then by Theorem 19.4, it will follow that \( X^{(n)} \) can be given a structure of PTCP. By Lemma 21.9, there will result a map \( f^{n+2} : K(p) \to K(p_{n+1}, n+2) \) which will induce the PTCP \( X^{(n)} \). By Lemma 24.3, \( f^{n+2} \) will determine a cocycle \( k^{n+2} : Z^{n+2}(K(\pi_{n+1}, n)) \). A sequence \( k^{n+2}, 1 \leq n \), of cocycles so chosen is called a set of \( k \)-invariants of \( K \), and such a sequence certainly determines the homotopy type of \( K \).

Of course a similar argument holds for fibre spaces. Thus let \( (F, \psi) \rightleftharpoons (E, \psi) \rightleftharpoons (B, \psi) \) be a fibre sequence of connected Kan pairs. By Corollary 10.11, we may assume that \( (E, p, B) \) is a minimal fibre space. Let \( E = \{E^{(n)} \} \) denote the natural Postnikov system of \( (E, p, B) \) (Definition 8.10). Lemmas 10.3 and 12.6 imply that each \( E^{(n)} \) is a minimal fibre space. Letting \( \pi_n \), denote \( \pi_n(F, \psi) \) the fibre of \( E^{(n)} \) is isomorphic to \( K(\pi_{n+1}, n+1) \), \( n \geq 0 \). Under assumptions on \( \pi_1 \), \( \pi_1(E) \), and \( \pi_1(B) \), we will show that the group of each of the fibre bundles \( E^{(n)} \) can be reduced to \( K(\pi_{n+1}, n+1) \). Then each \( E^{(n)} \) will have a structure of PTCP, there will be a map \( f^{n+2} : E^{(n)} \to K(\pi_{n+1}, n+1) \) which will induce the PTCP \( E^{(n)} \), and there will result a cocycle \( k^{n+2} : Z^{n+2}(E^{(n)}, \pi_{n+1}) \). A sequence \( k^{n+2}, 0 \leq n \), of cocycles so chosen is called a set of \( k \)-invariants of \( p \), and such a sequence determines the strong homotopy type of \( (E, p, B) \).

To validate the arguments above, we must study fibre bundles with fibre \( K(\pi, n) \). The group of any such bundle is contained in \( A(K(\pi, n)) \), the group complex consisting of invertible elements of the monoid complex \( M(\pi, n) = K(\pi, n)^K(\pi, n) \). We determine the structure of \( M(\pi, n) \) and \( A(K(\pi, n)) \) in the next two propositions.

We will need the following lemma.

Lemma 25.1: The group of simplicial maps \( \text{Hom}(K(\pi, n), K(\pi', n)) \) is isomorphic to the group of homomorphisms \( \text{Hom}_2(\pi, \pi') \), and every element of \( \text{Hom}(K(\pi, n), K(\pi', n)) \) is a homomorphism.

Proof: We observe first that every element \( f \in \text{Hom}(K(\pi, n), K(\pi', n)) \) is a homomorphism. This is true since \( f \) induces a homomorphism \( \pi \to \pi' \) on \( K(\pi, n) = \pi_n(K(\pi, n)) = \pi \) and since if \( x, y \in K(\pi, n) \), then, by induction on \( q, f(x+y) \) and \( f(x) + f(y) \) have the same faces, hence are homotopic and therefore equal. Now \( f \) determines a homomorphism \( \pi \to \pi' \) and the converse was proven in Proposition 23.8.

Proposition 25.2: As a complex, \( M(\pi, n) \) is isomorphic to \( \text{End}(\pi, \pi) \times K(\pi, n) \), where \( \text{End}(\pi, \pi) \) is the complex defined by \( \text{End}(\pi, \pi)_q = \text{Hom}(K(\pi, n), K(\pi, n)) \) for all \( q \), with each \( \partial_i \) and \( s_i \) the identity map.

Proof: \( M(\pi, n)_q = \text{Hom}(K(\pi, n) \times \Delta[q], K(\pi, n)) \). Define \( L_q = Z^n(K(\pi, n) \times \Delta[q], \pi) \). Then \( \phi \) of Lemma 24.3 defines an isomorphism \( M(\pi, n)_q \to L_q \). Anticipating the Eilenberg-Zilber theorem, to be proven later, we know that the chain complexes \( C_p(K(\pi, n) \times \Delta[q]) \) and \( C_p(K(\pi, n)) \otimes C_q(\Delta[q]) \) are chain homotopic. Further, since \( K(\pi, n)_q = 0 \), \( q < n \), and \( 0 \) is a degenerate simplex, \( q > 0 \), we find:

(i) \( C_p(K(\pi, n) \times \Delta[q]) \cong C_p(K(\pi, n)) \otimes C_q(\Delta[q]) \otimes C_q(K(\pi, n)) \otimes C_n(\Delta[q]) \),

(ii) \( B_p(K(\pi, n) \times \Delta[q]) \cong B_p(K(\pi, n)) \otimes C_q(\Delta[q]) \otimes C_q(K(\pi, n)) \otimes B_n(\Delta[q]) \otimes C_n(K(\pi, n)) \).

Now suppose \( \gamma \in L_q \), so that \( \partial(\gamma) = 0 \). From the second term on
the right of (ii), we find \( Y(x, y) = Y(x, z) \), where \( x \in C_0(K(n, \pi)) \) and \( y, z \in \Delta[q]_0 \). Then we see that if \( Y = Y_1 + Y_2 \), where 
\[
Y_1 = Y|C_0(K(n, \pi)) \otimes C_0(\Delta[q])
\]
and \( Y_2 = Y|C_0(K(n, \pi)) \otimes C_0(\Delta[q]) \), we may regard \( Y_1 \) as an element of \( Z^0(K(n, \pi), \pi) \) and \( Y_2 \) as an element of \( Z^0(\Delta[q], \pi) = K(n, \pi)_q \).
Translating back to \( M(\pi, n) \), we obtain the result.

The result above determines the structure of \( M(\pi, n) \) as an Abelian group complex, but we must still determine the monoid structure and identify \( A(K(n, \pi)) \subset M(\pi, n) \).

Proposition 25.3: The product in \( M(\pi, n) \) is given by

(i) \( (f, x)(g, y) = (fg, f(y) + x) \), \( f, g \in \text{End}(\pi, \pi)_q \), \( x, y \in K(\pi, n)_q \).

Let \( \text{Aut}(\pi, \pi)_q \subset \text{End}(\pi, \pi)_q \) denote the group of automorphisms \( K(\pi, n) \rightarrow K(\pi, n) \). Then \( (f, x) \in A(K(\pi, n)) \) if and only if \( f \in \text{Aut}(\pi, \pi)_q \), and in that case:

(ii) \( (f, x)^{-1} = (f^{-1}, -f^{-1}(x)) \), \( f \in \text{Aut}(\pi, \pi)_q \), \( x \in K(\pi, n)_q \).

Finally, the embedding \( v: K(\pi, n) \rightarrow A(K(\pi, n)) \) of \( K(\pi, n) \) as a subgroup of operators on \( K(\pi, n) \) is given by:

(iii) \( v(x) = (1, x) \), \( x \in K(\pi, n)_q \), where \( 1 \) denotes the identity map of \( K(\pi, n) \).

Proof: If \( (f, x) \) and \( (g, y) \) are as in (i) and \( z \in K(\pi, n)_r \), \( w \in \Delta[q]_r \), then using Lemma 25.1 we find:

\[
(v(x) \cdot (g, y))(z, w) = (f(x) \cdot (g(z) + y(w), w)) = f \cdot g(z) + f(y(w)) + \bar{x}(w),
\]

where \( \bar{x}, \bar{y} : \Delta[q] \rightarrow K(\pi, n) \) and \( f(y(w)) = \bar{f}(y)(w) \).

This implies (i) and (i) implies (ii). If \( w \in \Delta[q]_q \), then:

\[
v(x) \cdot (z, w) = z + \bar{x}(w) = (1, x)(z, w).
\]

This proves (iii). * 

In the next two theorems, we obtain conditions on a bundle with fibre \( K(n, \pi) \) which guarantee that the group of the bundle can be reduced to \( K(n, \pi) \) and show how much two \( K(n, \pi) \)-bundles so obtained can differ.

Theorem 25.4: Let \( p: E \rightarrow B \) be a fibre bundle with fibre \( K(n, \pi) \) and assume \( B \) is a connected Kan complex such that there exist no non-trivial homomorphisms of \( \pi_1(B, \phi) \) into the group of automorphisms of \( \pi_1 \). Then the group of the bundle can be reduced to \( K(n, \pi) \).

Proof: Let \( \{a(b)\} \) be an \( A(K(n, \pi)) \)-atlas of \( p \) with twisting function \( t(b) = (l(b), x(b)) \). Let \( c \in B_2 \). Then from \( \partial_0 t(c) = r(\partial_0 c)^{-1} r(\partial_1 c) \) and \( \partial_1 t(c) = r(\partial_2 c) \) we derive \( \partial_2 c = l(c) = l(\partial_0 c)^{-1} l(\partial_1 c) \).

Considering \( l \) as a function \( B_1 \rightarrow \text{Aut}(\pi, \pi) \), we find that \( b \sim b' \) implies \( l(b) = l(b') \) and that \( l \) induces a homomorphism \( \pi_1(B, \phi) \rightarrow \text{Aut}(\pi, \pi) \) for any base point \( \phi \). Therefore \( l(b) = 1 \) for \( b \in B_1 \). Define \( \beta(b) = \beta(b)(g(b), 0) \), where \( g(b) = 1 \) for \( b \in B_0 \) and

\[
g(b) = l^{-1}(b) l^{-1}(\partial_0 b) \ldots l^{-1}(\partial_0 q-1 b) \) for \( b \in B_q \), \( q \geq 0 \).

The relations \( \partial_0(t(b)) = (l(\partial_0 b)^{-1} r(\partial_1 b), 0) \) and \( \partial_1(t(b)) = (l(\partial_2 b), 0) \), \( i > 0 \), together with the condition \( l(b) = 1 \) for \( b \in B_1 \) are easily seen to imply that \( g(b) = g(\partial_i b) \) for \( i > 0 \).

Then:

(i) \( \partial_i \beta(b) = \beta(\partial_i b)(g(b), 0) \), \( i > 0 \),

and

(ii) \( \partial_0 \beta(b) = \beta(\partial_0 b)(g(b), 0) = \beta(\partial_0 b)(g(\partial_0 b), x(b)) = \beta(\partial_0 b)(g(\partial_0 b), 0) l(\partial_0 b)^{-1} (x(b)) \).

Thus \( \{a(b)\} \) is \( A(K(n, \pi)) \)-equivalent to the \( K(n, \pi) \)-atlas \( \overline{a(b)} \), and the result is proven.
THEOREM 25.5: Let \( p: E \to B \) be a fibre bundle with fibre \( K(\sigma, n) \), and suppose the group of bundle can be reduced to \( K(\sigma, n) \). Then if \( B_0 \) has just one element, the resulting \( K(\sigma, n) \)-bundle is unique up to an automorphism of \( \pi \) (in a sense to be made precise in the proof).

Proof: Let \( \{a(b)\} \) and \( \{\bar{a}(b)\} \) be two \( K(\sigma, n) \)-atlases for \( p \) with twisting functions \( \tau(b) = (1, x(b)) \) and \( \overline{\tau}(b) = (1, y(b)) \). \( \{a(b)\} \) and \( \{\bar{a}(b)\} \) are necessarily \( A(K(\sigma, n)) \)-equivalent, say
\[
\overline{\beta}(b) = \beta(b)(\varphi(b), z(b)).
\]

Then:
\[
\begin{align*}
(1) \quad & \partial_0 \overline{\beta}(b) = \beta(\partial_0 b)(1, x(b))(\varphi(b), \partial_0 z(b)) = \overline{\beta}(\partial_0 b)[(\varphi(\partial_0 b), z(\partial_0 b))]^{-1}(1, x(b))(\varphi(b), \partial_0 z(b)) \\
& = \overline{\beta}(\partial_0 b)(1, y(b)).
\end{align*}
\]
It follows that \( \varphi(\partial_0 b)^{-1}\varphi(b) = 1 \). \( \varphi(b) = \varphi(\partial_0 b) \). Since \( B_0 \) has just one element, we find inductively that \( \varphi(b) \) is the same element \( \varphi \) for every \( b \). In this sense, any two \( K(\sigma, n) \)-atlases of \( p \) differ at most by an automorphism of \( \pi \). In fact, replacing \( \{a(b)\} \) by the \( K(\sigma, n) \)-equivalent atlas \( \{\bar{a}(b)\} \) where \( \beta(b) = \overline{\beta}(b)(1, -\varphi^{-1}(x(b))) \), we have:
\[
(2) \quad \beta(b) = \varphi(b)(\varphi(z(b))(1, -\varphi^{-1}(z(b)))) = \beta(b)(\varphi, 0).
\]
The resulting twisting functions may be inequivalent, but
\[
(\varphi^{-1}, 0)\tau(b)(\varphi(b), 0) = \overline{\tau}(b)
\]
or, considering \( \tau \) and \( \overline{\tau} \) to take values in \( (\sigma, K(\sigma, n)), \varphi^{-1}(\tau(b)) = \overline{\tau}(b) \).

REMARKS 25.6: Let \( \tau: B \to K(\sigma, n) \) be a twisting function and let \( f: B \to \bar{W}(K(\sigma, n)) = K(\sigma, n + 1) \) be the corresponding map. Then \( \phi(f) \in Z^{n+1}(B, \pi) \) is given explicitly by \( \phi(f)(b) = \tau(b)\lambda_{\sigma} \), \( b \in B_{n+1} \).

This follows from a calculation showing that \( \tau(K(\sigma, n))(\psi, \phi)(f) = \tau \)
when \( \psi(f) \) is so defined (where \( \tau(K(\sigma, n)) \) is the twisting function for \( W(K(\sigma, n)) \) defined by formula (ii) on page 102).

Therefore, if \( \bar{k}, k \in Z^{n+1}(B, \pi) \) arise from twisting functions \( \tau, \overline{\tau} \) such that \( \tau = \varphi^{-1} \overline{\tau} \), where \( \varphi \) is an automorphism of \( K(\sigma, n) \), then \( \bar{k} = \varphi \cdot k \), where \( \varphi \) is regarded as an automorphism of \( \pi \). Now we extend the concept of a map of PTCP's with fixed fibre and base to include \( \varphi \)-equivariant maps, or \( \varphi \)-maps, \( \varphi \) an automorphism of the group. Then two cocycles \( k \) and \( \bar{k} \) in \( Z^{n+1}(B, \pi) \) determine \( \varphi \)-isomorphic PTCP's with fibre \( K(\sigma, n) \) if and only if \( \varphi[k] = [\bar{k}] \), where \( \varphi: H^{n+1}(B, \pi) \to H^{n+1}(B, \pi) \) is induced by the automorphism \( \varphi \) of \( \pi \).

Now we have proven the following theorems:

THEOREM 25.7: Let \( (K, \phi) \) be a connected minimal Kan pair and let \( \pi_n \) denote \( \pi_n(K, \phi) \). Suppose there exist no non-trivial homomorphisms \( \pi_1 \to \text{Aut}(\pi_n, \pi_n) \), \( n > 1 \). Then each of the fibre bundles \( X^{(n)}, n \geq 1 \), of the natural Postnikov system of \( K \) is a \( K(\pi_{n+1}, n+1) \)-bundle, unique up to \( \varphi \)-isomorphism,
\[ \varphi \in \text{Aut}(\pi_{n+1}, \pi_{n+1}) \]
\[ X^{(n)} \]
\[ \text{is determined by } k^{n+2} = \phi_k^{n+2}(Z^{n+2}(K^{(n)}, \pi_{n+1})), \]
\[ \ell^{n+2}: K^{(n)} \to K(\pi_{n+1}, n+2) \]
\[ \text{is defined by any twisting function of } X^{(n)}. \]
\[ \text{Another cocycle } k^{n+2} \text{ also induces } X^{(n)} \text{ if and only if } \]
\[ k^{n+2} = \varphi[k^{n+2}] \]
for some \( \varphi \in \text{Aut}(\pi_{n+1}, \pi_{n+1}) \).

THEOREM 25.8: Let \( (F, \psi) \to (E, \psi) \to (B, \phi) \) be a fibre sequence of connected Kan pairs, where \( (E, p, B) \) is a minimal fibre space. Let \( \pi_n \) denote \( \pi_n(F, \psi) \) and assume \( \pi_1 \) is Abelian. Suppose there exist non-trivial homomorphisms \( \pi_1(E, \psi) \to \text{Aut}(\pi_n, \pi_n) \), \( n \geq 1 \). Then each of the fibre bundles \( E^{(n)}, n \geq 0 \), of the natural Postnikov system of \( p \) is a \( K(\pi_{n+1}, n+1) \)-bundle, unique up to
and let $B$ be a connected minimal complex. Define $E(0) = B$. Choose $k^2 \in Z^2(E(0), \pi_1)$ and let $E(1)$ be induced from 
$\psi(k^2): E(0) \to K(\pi_1, 2)$. Choose $k^3 \in Z^3(E(1), \pi_2)$, and construct $E(2)$ from $\psi(k^3)$, etc.

(5) The precise statement of the topological results implied by the arguments above should be clear. Starting with a connected CW-complex $X$ or a Serre fibration $p: E \to B$ of connected CW-complexes, we derive (via the functor $S$, minimalization, and the functor $T$) a sequence of principal fibrations (in the topological sense) which are determined by $k$-invariants and which determine the homotopy type of $X$ or of $(E, p, B)$. The additional assumption that all homotopy groups in sight are countable must here be made unless one takes the precaution of working in the category of compactly generated spaces.
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The models for Brown's theorem are defined in terms of functors which assign to \( a \) (reduced) simplicial set \( K \) a simplicial group \( G(K) \) and a PTCP \( G(K) \times_\tau K \) such that \( T(E(r)) \) is contractible. \( G(K) \) is called a loop group of \( K \). \( G(K) \) and \( G(K) \times_\tau K \) are defined in section 26. In section 27, it is shown that \( G \) and \( \bar{G} \) are adjoint functors, the suspension \( E(K) \) of a complex \( K \) is defined, and miscellaneous results about the functors \( G \), \( \bar{G} \), and \( E \) are obtained.
§26. Loop groups

In this section, we will prove the existence of loop groups of reduced complexes, that is, of complexes having just one vertex. We will also give a reinterpretation of the Hurewicz homomorphism.

**Definition 26.1:** A group complex $G$ is said to be a loop group of the complex $K$ if there exists a PTCP $E(r) = G \times K$ such that $T(E(r))$ is a contractible space.

**Examples 26.2:** $K(n, n)$ is of course a loop group of $K(n, n+1)$.

By Lemma 23.4, if $K$ is a Kan complex, then $L(K)$ is a loop group of $K$ provided that $L(K)$ admits a structure of simplicial group.

If $K$ is a reduced complex and $K_0 = k_0$, we will let $k_n$ denote $s_0k_0$. We now define a loop group of such a complex.

**Definition 26.3:** Let $K$ be a reduced complex. Define $G_n(K)$ to be the free group generated by the elements of $K_{n+1}$ modulo the relations $s_0x = e_n$ for $x \in K_n$. $G_n(K)$ is of course a free group. If $x \in K_{n+1}$, let $r(x)$ denote the class of $x$ in $G_n(K)$. Define face and degeneracy operators on the generators of $G(K)$ by:

$$r(\partial_0x)\partial_0r(x) = r(\partial_1x)$$

$$(T) \quad \partial_0r(x) = r(\partial_{i+1}x) \text{ if } i > 0$$

$$s_0r(x) = r(s_{i+1}x) \text{ if } i \geq 0$$

The $\partial_i$ and $s_i$ extend uniquely to homomorphisms $G_n(K) \to G_{n-1}(K)$ and $G_n(K) \to G_{n+1}(K)$. $G(K)$ so defined is easily verified to be a group complex, and $r : K \to G(K)$ is clearly a twisting function. We let $E(r) = G(K) \times K$.

We must prove that $T(E(r))$ is contractible, and it suffices to prove $\pi_1(T(E(r))) = 0$ and $\tilde{H}_n(E(r)) = 0$, $n \geq 0$.

**Lemma 26.4:** $\pi_1(T(E(r))) = 0$.

**Proof:** Recall that $\pi_1(T(E(r)))$ can be considered as a group having one generator for each 1-cell not in a maximal tree and one relation for each 2-cell. We regard non-degenerate simplices $(g, x)$ as denoting the corresponding cells. The 1-cells $(s_0g, x)$, $x \in K_1$ non-degenerate and $g \in G_0(K)$, form a maximal tree. This holds since $\partial_0(s_0g, x) = (r(x)g, k_0)$ and $\partial_1(s_0g, x) = (g, k_0)$, which implies that any two 0-cells can be connected in one and only one way by 1-cells of the cited form. We must show that every 1-cell $(g, x)$, non-degenerate, is homotopic to the product of 1-cells in the maximal tree and their inverses (reverses). The 2-cell $(s_1g, s_0x)$ shows that $(g, x)$ is homotopic to $(s_0\partial_0g, x)(g, k_1)$. If $g = r(y)^{-1}g'$, the 1-cell $(s_0g, y)$ shows that $(g, \partial_1y)$ is homotopic to $(g', s_0\partial_0g, \partial_2y)$. If $g = r(y)g'$, the 2-cell $(s_0g', y)$ shows that $(g, \partial_0y)$ is homotopic to $(g', \partial_1y)(s_0\partial_1g', \partial_2y)^{-1}$. Combining these relations, $(g, x)$ is homotopic to the product of $(g', k_1)$ with 1-cells of the maximal tree or their inverses, where the group theoretic length of $g'$ is strictly less than that of $g$. Inductively, since $e_1 = s_0e_0$, the result is proven.

**Lemma 26.5:** $\tilde{H}_n(E(r)) = 0$, $n \geq 0$.

**Proof:** Consider $\tilde{C}_n(E(r))$, where $(e_0, k_0)$ is taken as base point. For $g \in G_n(K)$ and $x \in K_{n+1}$, define $[g, x] \in \tilde{C}_n(E(r))$ by:

1. $[g, x] = (r(x)g, \partial_0x) - (g, k_0)$.

Observe that $[g, k_{n+1}] = 0$ and define $B = [g, x] x \neq k_{n+1}$. Suppose for the moment that we know that $B$ is a basis for the free Abelian group $\tilde{C}_n(E(r))$, and define $S : \tilde{C}_n(E(r)) \to \tilde{C}_{n+1}(E(r))$ by:

$$S[g, x] = \sum_{i=0}^n (-1)^i[s_0g, (s_0)^{i+1}(\partial_1)^ix]$$

Using the easily verified relations
(iii) \( \partial [\xi, x] = [\partial \xi, \partial i+1 x] \) and \( s [\xi, x] = [s \xi, s i+1 x] \),

a simple calculation proves that \( dS + Sd = 1 \) on \( \tilde{C}(E(r)) \). It remains to prove that \( B \) is a basis for \( \tilde{C}_a(E(r)) \). We show first that the subgroup \( Z(B) \) of \( \tilde{C}_a(E(r)) \) generated by \( B \) is all of \( \tilde{C}_a(E(r)) \). Let \( (\xi, x) \) be an element of the natural basis for \( \tilde{C}_a(E(r)) \). Since \( (\xi, x) = (\xi, k_n) + [\xi, s_0 x] \), \( (\xi, x) = (\xi, k_n) \mod Z(B) \). Since

\[
\begin{align*}
(\text{iv}) \quad & (r(y)^{-1} \xi, k_n) = (\xi, \partial y) - [r(y)^{-1} \xi, y] \\
(\text{v}) \quad & (r(y) \xi', \partial y) = (\xi', k_n) + [\xi, y],
\end{align*}
\]

and \( \xi \) can be written in one of the forms \( \xi = r(y)^{-1} \xi' \) or \( \xi = r(y) \xi' \), it follows that \( (\xi, x) = (\xi', k_n) \mod Z(B) \), where \( \xi' \) is an element of \( G_a(K) \) with length strictly less than that of \( \xi \). Inductively, we find \( Z(B) = \tilde{C}_a(E(r)) \). We must still prove that the elements of \( B \) are linearly independent.

Let \( q \) be an integer and define \( B_q \) to be the union of the following sets:

\[
\begin{align*}
&\{(\xi, s_0 y) | y \neq k_n, \text{ length } (\xi) \leq q\} \\
&\{(\xi, x) | \text{ length } (r(x) \xi) = \text{ length } (\xi) + 1 \leq q\} \\
&\{(\xi, x) | \text{ length } (r(x)^{-1} \xi) = \text{ length } (\xi) + 1 \leq q\}
\end{align*}
\]

Since \( B = \bigcup_q B_q \), it suffices to prove that the elements of \( B_q \) are linearly independent for each \( q \). \( B_q = \{[e_m, s_0 y] | m \leq q\} \), so the result is true for \( q = 0 \). Now we need only show that the elements of \( B_q - B_{q-1} \) are linearly independent \( \mod Z(B_{q-1}) \), \( q \geq 1 \). But \( B_q - B_{q-1} \mod Z(B_{q-1}) \) is the union of the following sets:

\[
\begin{align*}
&\{(\xi, y) - (\xi, k_n) | \text{ length } (\xi) = q\} \\
&\{(\xi, \partial y) | \text{ length } (r(x) \xi) = \text{ length } (\xi) + 1 = q\} \\
&\{(\xi, \xi') | \text{ length } (r(x)^{-1} \xi) = \text{ length } (\xi) + 1 = q\}
\end{align*}
\]

Clearly these elements are linearly independent, and this completes the proof.

Thus we have proven the following theorem.

**Theorem 26.6:** Let \( K \) be a reduced complex. Then \( T(E(r)) \) is contractible, hence \( G(K) \) is a loop group of \( K \).

**Corollary 26.7:** The homotopy groups \( \pi_n(K) = \pi_n(ST(K)) \) of a reduced complex \( K \) are calculable as \( \pi_{n-1}(G(K)), n \geq 1 \).

**Remarks 26.8:** In principle, the corollary defines a procedure for a purely group theoretic calculation of the homotopy groups of any reduced complex. The construction of \( G \) can actually be carried out for an arbitrary connected complex. The details of this generalization may be found in Kan [30].

There is an interesting interpretation of the Hurewicz homomorphism in terms of the functor \( G \). Let \( A(K) = G(K)/(G(K), G(K)) \).

Then the projection \( p: G(K) \rightarrow A(K) \) can be verified to be a Kan fibration, whose fibre we denote by \( F(K) \). We will show that \( p^*: \pi_a(G(K)) \rightarrow \pi_a(A(K)) \) is essentially the Hurewicz homomorphism \( h: \pi_a(K) \rightarrow H_a(K) \).

**Theorem 26.9:** \( \pi_a(A(K)) \) is naturally isomorphic to \( H_{n+1}(K) \), \( n \geq 0 \), and the following diagram commutes

\[
\begin{array}{ccc}
\pi_{a+1}(K) & \xrightarrow{h} & H_{n+1}(K) \\
\downarrow & & \downarrow \\
\pi_a(G(K)) & \xrightarrow{p^*} & \pi_a(A(K))
\end{array}
\]

where the vertical arrows are the natural isomorphisms.

**Proof:** By Theorem 22.1, if we regard \( A(K) \) as a chain complex with differential \( \partial = \Sigma(-1)^i \partial_i \), then \( \pi_a(A(K)) = H_a(K) \). Observe that \( A_*(K) = C_{nt+1}(K)/s_0 C_{nt}(K) \). Thus it suffices to prove that \( H_{n+1}(C(K)) = H_{n+1}(C(K)/s_0 C(K)) \). Now if \( A \) is any Abelian group complex, then \( d_{n+1} + s_{n+1} \partial = 0 \).
\[ \partial s_0(s_0x) + s_0 \partial (s_0x) = s_0x \] for \( x \in A_{n-1} \). Therefore \( s_0A \) is stable under \( \partial \) and is null-homotopic. Since the commutativity of the cited diagram follows from the definitions, this proves the result.

**Remarks 26.10:** We have the following commutative diagram, where the rows are exact and the vertical arrows are isomorphisms:

\[
\begin{array}{cccc}
\cdots & \xrightarrow{\partial} & \pi_{n+1}(A(K) \times K) & \xrightarrow{\pi_n} & H_{n+1}(K) & \xrightarrow{\pi_n} & A(K) \times K & \cdots \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & \\
\cdots & \xrightarrow{\pi_n(F(K))} & \pi_{n+1}(K) & \xrightarrow{\pi_n} & H_{n+1}(K) & \xrightarrow{\pi_n} & s_{n-1}(F(K)) & \cdots
\end{array}
\]

The first exact sequence arises from \( p: G(K) \to A(K) \), the second from the PTCP \( A(K) \times K \). The outer vertical arrows result from the fibration \( G(K) \times K \to A(K) \times K \) with fibre \( F(K) \).

§27. The functors \( G \), \( \overline{W} \), and \( E \)

Here we prove that \( G \) and \( \overline{W} \) are adjoint functors. From this will follow the essential uniqueness of loop groups. We then define the suspension \( E(K) \) of a complex \( K \) and make some remarks about the functor \( E \).

**Theorem 27.1:** Let \( \mathcal{G} \) denote the category of simplicial groups, \( \mathcal{S} \) that of reduced complexes. Then the functor \( G: \mathcal{S} \to \mathcal{G} \) is an adjoint of \( \overline{W}: \mathcal{G} \to \mathcal{S} \).

**Proof:** Define \( \psi: \text{Hom}_{\mathcal{G}}(G(K), A) \to \text{Hom}_{\mathcal{S}}(K, \overline{W}(A)) \) as follows. Given a simplicial homomorphism \( \gamma: G(K) \to A \), there exists a unique \( \gamma \)-equivariant map \( \theta: G(K) \times K \to A \) such that \( \theta(e_q \times K) \subseteq e_q \times \overline{W}A \), \( q \geq 0 \) (by Theorem 21.7). Define \( \psi(\gamma): K \to \overline{W}(A) \) by \( \rho \theta = \psi(\gamma) \rho \). As in (1) of Lemma 21.9, \( \psi(\gamma) \) is given explicitly by:

\[
(1) \quad \psi(\gamma)(x) = [\gamma r(x), \gamma r(\partial_0 x), \ldots, \gamma r(\partial_0^{n-1} x)], \quad x \in K_n.
\]

Define \( \phi: \text{Hom}_{\mathcal{G}}(K, \overline{W}(A)) \to \text{Hom}_{\mathcal{G}}(G(K), A) \) by

\[
(2) \quad \phi(\overline{f}(r(x))) = \overline{f}(x), \quad x \in K_n.
\]

This means that if \( f(x) = [a_{n-1}, \ldots, a_0] \), then \( \phi(f)(r(x)) = a_{n-1} \).

\( \phi(f) \) is extended to \( G(K) \) by the requirement that it be a simplicial homomorphism. It is easily verified that \( \phi \circ \psi \) and \( \psi \circ \phi \) are the respective identities.

**Corollary 27.2:** There is a natural one-to-one correspondence between twisting functions \( K \to A \) and simplicial homomorphisms \( G(K) \to A \).

**Proof:** Each twisting function \( \overline{f}: K \to \overline{W}(A) \) is induced by a unique simplicial map \( f(\overline{r}): K \to \overline{W}(A) \) by the rule \( \overline{r} = \overline{r}(A) \circ f(\overline{r}) \).

Notice that

\[
(3) \quad \phi(f(\overline{r}))(r(x)) = \overline{f}(x), \quad x \in K_n.
\]

**Corollary 27.3:** Any PTCP with base \( K \) is determined by a unique simplicial homomorphism of \( G(K) \) into the group of the PTCP.

**Corollary 27.4:** Let \( A \) be a loop complex for \( K \). Then there exists a simplicial homomorphism \( G(K) \to A \) which is a homotopy equivalence.

**Proof:** There exists a twisting function \( \overline{r}: K \to A \) such that \( T(A \times K) \) is contractible. If \( f(\overline{r}): K \to \overline{W}(A) \) induces \( A \times K \), then clearly \( f(\overline{r}) \) is a weak homotopy equivalence. Consider \( \phi(f(\overline{r})): K \to A \). By definition of \( \psi \), the \( \phi(f(\overline{r})) \)-equivariant map \( G(K) \times K \to \overline{W}(A) \) of Theorem 21.7 covers (\( \psi \circ \phi \))\((f(\overline{r})): K \to \overline{W}(A) \). Therefore \( \phi(f(\overline{r})) \) is a weak homotopy equivalence, hence a homotopy equivalence.
Remarks 27.5: Free groups play a role in the category $\mathcal{G}$ similar to that played by Kan complexes in the category $\mathcal{S}$. To see this, we note first that the natural concept of homotopy in $\mathcal{G}$ is that of loop homotopy: Two simplicial homomorphisms $f, g: G \rightarrow H$ are loop homotopic if there exists a homotopy $F: f \simeq g$ such that $F(xy, v) = F(x, v)F(y, v)$ for all $x, y \in G_n$ and $v \in I_n$. It can be shown, by appropriately redefining $H^G$ in the category $\mathcal{G}$ and proving that $H^G$ is a Kan complex if $G$ is a free group, that loop homotopy is an equivalence relation on homomorphisms defined on free groups. Similarly, a weak homotopy equivalence of free groups is a loop homotopy equivalence. Further, $\phi$ and $\psi$ of Theorem 27.1 induce one-to-one correspondences between the homotopy classes of simplicial maps $K \rightarrow \overline{W}(A)$ and the loop homotopy classes of simplicial homomorphisms $G(K) \rightarrow A$. Let $\Phi: GW \rightarrow \mathcal{G}$ and $\Psi: \mathcal{G} \rightarrow GW$ correspond to $\phi$ and $\psi$ (as in Lemma 15.2) so that $\overline{W} \Phi = \Phi \overline{W}$ and $\overline{W} \Phi \circ \overline{W} \Psi = \Phi \overline{W} \circ \overline{W} \Psi$ are the respective identity natural transformations. In analogy with Theorem 16.6, we can prove that $\Psi(K): K \rightarrow \overline{W}G(K)$ is a weak homotopy equivalence (and is a homotopy equivalence if $K$ is a Kan complex) and that $\Phi(A): GW(A) \rightarrow A$ is a weak homotopy equivalence (and is a loop homotopy equivalence if $A$ is a free group complex). Finally, $G(F): G(f) \simeq G(g)$ is a loop homotopy in $\mathcal{G}$ if $F: f \simeq g$ in $\mathcal{S}$ and $\overline{W}(F): \overline{W}(f) \simeq \overline{W}(g)$ in $\mathcal{S}$ if $F: f \simeq g$ is a loop homotopy in $\mathcal{G}$.

Proofs of these results may be found in Kan [31].

Now we define the suspension of a complex.

Definition 27.6: Let $K$ be a complex with base point $k_0$. Define the suspension $E(K)$ as follows. $E_0(K) = b_0$; $E_n(K)$ consists of all symbols $(i, x)$, $i \geq 1$, $x \in K_{n-1}$, modulo the identification $(i, s^0k) = s^{n+1}b_0 = b_{n+i}$, where $k_n = s^0k_0$. Define face and degeneracy operators on $E(K)$ by:

(i) $s_0'(i, x) = (i + 1, x)$
(ii) $s_{i+1}(1, x) = (1, s_i x)$
(iii) $\partial_0(1, x) = b_n$, $x \in K_n$
(iv) $\partial_1(1, x) = b_0$, $x \in K_0$
(v) $\partial_{i+1}(1, x) = (1, \partial_i x)$, $x \in K_n$, $n > 0$.

$s_i(i, x)$ for $i \geq 1$, $j \geq 2$, and $\partial_i(i, x)$ for $i \geq 0$, $j \geq 2$ are determined by the operations above and the requirement that $E(K)$ be a complex. We note that $(i + 1, x)$ is often denoted by $s_0'Ex$ in the literature.

Recall that if $(X, x_0)$ is a topological pair, then the (reduced) suspension $E(X)$ of $X$ is the identification space obtained from $X \times I$ by collapsing $(X \times \{0\}) \cup (x_0 \times I)$ to a point.

Lemma 27.7: $TE(K)$ is canonically homeomorphic to $ET(K)$.

Proof: Define $f: ET(K) \rightarrow TE(K)$ by the formula:

(i) $f([x, \delta], 1-t) = [(1, x), \delta(t)]$, where $x \in K_n$ and where $\delta = (t_0, \ldots, t_n)$, then $\delta(t) = (1-t, t_0, \ldots, t_n)$.

$f$ is the required homeomorphism.

Writing $s(i, x) = x$, we find that $GE(K)$ is just the free simplicial group generated by $K$, subject only to the relations $k_n = e_n$.

It follows that $AE(K) = \tilde{C}(K)$, so that $\pi_n(AE(K)) = \tilde{H}_n(K)$. The inclusion map $K \rightarrow GE(K)$ induces $\sigma: \pi_n(K) \rightarrow \pi_n(GE(K)) \cong \pi_{n+1}(EK)$. $\sigma$ is called the suspension map of the homotopy groups. Using Theorem 26.9, we obtain the commutative diagram:

\[
\begin{array}{ccc}
\pi_n(K) & \longrightarrow & \pi_n(GE(K)) \cong \pi_{n+1}(E(K)) \\
\downarrow h & & \downarrow h \\
\tilde{H}_n(K) \cong \pi_n(AE(K)) & \longrightarrow & \pi_{n+1}(E(K)) \\
\end{array}
\]
The pair \((GE(K), K)\) gives rise to the exact sequence:

\[ \cdots \to \pi_{n+1}(GE(K), K) \to \pi_n(K) \to \pi_n(E(K)) \to \pi_n(GE(K), K) \to \cdots \]

**Remarks 27.8:** The construction \(GE\) could be modified by using free monoids instead of free groups. We denote the resulting free monoid complex by \(G^+(E(K))\). The interest in \(G^+(E(K))\) arises from the fact that if \(K\) is a countable complex, then \(TG^+(E(K))\) is canonically homeomorphic to the reduced product (James [23]) of \(T(K)\).

However, a homological argument shows that the inclusion of \(G^+(E(K))\) in \(GE(K)\) induces an isomorphism on homotopy groups when \(K\) is connected.

**Remarks 27.9:** Let \(S\) denote the category of simplicial sets, \(S^+\) that of reduced complexes. One would like \(G: S^+ \to S\) and \(E: S \to S^+\) to be adjoint functors, since in the topological case we have \(\text{Hom}_S(K, \Omega Y) \cong \text{Hom}_S(E(K), Y)\), where \(\Omega Y\) denotes the loop space of \(Y\). This conclusion is false: It is easy to construct a natural transformation \(\psi: \text{Hom}_{S^+}(E(K), K') \to \text{Hom}_S(K, G(K'))\), but \(\psi\) has no inverse. If \(G\) is replaced by \(L\) of Definition 23.3 and \(S\) is taken to be the category of Kan complexes, then \(\psi\) is still defined and now does have an inverse. Thus the functor \(L\) is more closely analogous to \(\Omega\) than is \(G\). However, \(L(K)\) is only defined if \(K\) is a Kan complex, and \(L(K)\) may admit no structure of group complex.

§28. Acyclic models

We develop here a general procedure for the construction of chain maps and chain homotopies. The method applies when a category has certain distinguished objects, called models, which are acyclic with respect to a homology theory defined in terms of one functor from the given category to the category of chain complexes and which, in a suitable sense, represent another such functor.

Let \(\delta\) denote a fixed category. Let \(\mathcal{M}\) denote a set of objects of \(\delta\), called the models. \(\tilde{C}\) will denote the category of chain complexes, \(\tilde{B}\) that of Abelian groups. Let \(A: \delta \to \tilde{B}\) be a covariant functor. We must define the concept of representability of \(A\).

Assume (or arrange by use of the free Abelian group functor) that \(\mathcal{M}\) is an additive category and \(A\) is an additive functor. Define \(\overline{A}(K) = \text{Hom}_{\mathcal{M}}(M, K) \otimes A(M)\), \(K\) an object of \(\mathcal{M}\). For maps \(\alpha: K \to L\) and \(\mu: M \to K\) in \(\mathcal{M}\) and \(a \in A(L)\), define \(A(\alpha)(\mu, a) = (\alpha \circ \mu, a)\).

Then \(\overline{A}: \delta \to \tilde{B}\) is an additive functor. Define a natural transformation of functors \(\lambda: \overline{A} \to A\) by \(\lambda(K)(\mu, a) = A(\mu)(a), \mu: M \to K, a \in A(M)\).

**Definition 28.1:** \(A: \delta \to \tilde{B}\) is said to be representable if there exists a natural transformation of functors \(\xi: A \to \overline{A}\) such that \(\lambda \xi: A = A\) is the identity natural transformation. \(\xi\) is then said to be a representation of \(A\).

**Theorem 28.2:** Let \(A\) and \(B\) be additive functors \(\delta \to \tilde{C}\) and let \(n \geq 0\) be an integer. Suppose given natural transformations \(I_i: A_i \to B_i\) such that \(d_i I_i = I_{i-1} d_i\), \(0 \leq i \leq n\) (where \(A_i, B_i: \delta \to \tilde{B}\) are determined by \(A(K), B(K), K\) an object of \(\delta\)). If each \(A_q: \delta \to \tilde{B}\) is representable for \(q \geq n\) and each \(H_q(B(M)) = 0\) for \(q \geq n\) and \(M \in \mathcal{M}\), then there exists a natural transformation \(f: A \to B\) such that \(f|A_i = I_i, 0 \leq i \leq n\).

**Proof:** We construct \(I_q: A_q \to B_q\) by induction on \(q\), starting with the given \(I_i, i \leq n\). Suppose \(I_{q-1}\) has been defined on
A_{q-1}, \ q \geq n+1. \ If \ a \in A_q(M), \ M \in \mathcal{M}, \ then \ f_{q-1}d_q(a) \in Z_{q-1}B(M) \\
because \ the \ induction \ hypothesis \ we \ have \\
d_{q-1}f_{q-1}d_q = f_{q-2}d_{q-1}d_q = 0.

Since \ H_{q-1}(B(M)) = 0, \ we \ may \ choose \ b \in B_q(M) \ such \ that \\
d_q(b) = f_{q-1}d_q(a). \ Define \ a \ natural \ transformation \ \xi : A_q \to B_q \ by \\
\xi(K)(\mu, \sigma) = B_q(\mu)(b), \ \mu : M \to K. \ Then \ we \ find:

\begin{align*}
d_q \xi(K)(\mu, \sigma) &= d_qB_q(\mu)(b) = B_{q-1}(\mu)f_{q-1}d_q(a) \\
&= f_{q-1}A_{q-1}(\mu)d_q(a) = f_{q-1}d_qA_q(\mu)(a) = f_{q-1}d_qB(K)(\mu, \sigma).
\end{align*}

Thus \ d_q \xi = f_{q-1}d_qB. \ Now \ let \ \xi : A_q \to A_q \ be \ a \ representation \ of \\
A_q \ and \ define \ f_q = \xi^{-1} : A_q \to B_q. \ Then \ we \ have \\
d_qf_q = d_q \xi = f_{q-1}d_qB = f_{q-1}d_q \xi = f_{q-1}d_q,

as \ desired.

**Theorem 28.3:** Let \( A \) and \( B \) be additive functors \( \mathcal{S} \to \mathcal{C} \) and let \( n \geq 0 \) be an integer. Let \( f \) and \( g \) be natural transformations \( A \to B \) and suppose \( B \) is defined on \( A_{q-1}, \ q \geq n \) and each \( H_q(B(M)) = 0 \) for \( q \geq n \) and \( M \in \mathcal{M} \), then there exists a natural chain homotopy \( s : f \Rightarrow g \) such that \( s_{i}A_{i} = s_{i}, \ 0 \leq i \leq n-1 \).

**Proof:** The argument is similar to that above. We construct \( s_q : A_q \to B_{q+1} \) by induction on \( q \), starting with the given \( s_0, \ s_1, \ldots, s_{n-1}, \) or with \( s_{n-1} = 0 \) if \( n = 0 \). Suppose \( s_{q-1} \) has been defined on \( A_{q-1}, \ q \geq n \). If \( a \in A_q(M), \ M \in \mathcal{M} \), then we find that \\
(\xi_q - f_q - s_{q-1}d_q(a)) \in Z_qB(M) \\
by \ use \ of \ the \ induction \ hypothesis. \\
We \ then \ choose \ c \in B_{q+1}(M) \ such \ that \ d_{q+1}(c) = (\xi_q - f_q - s_{q-1}d_q(a)) \\
and \ define \ a \ natural \ transformation \ \sigma : A_q \to B_{q+1} \ by \\
\sigma(K)(\mu, \sigma) = B_{q+1}(\mu)(c), \ \mu : M \to K.

An easy calculation proves that \( d_{q+1}\sigma = (\xi_q - f_q - s_{q-1}d_q) \alpha \). Letting \( \xi : A_q \to A_q \) be a representation of \( A_q \), we define \\
s_q = \sigma \xi : A_q \to B_{q+1}

and then \( d_{q+1}s_q = \xi_q - f_q - s_{q-1}d_q \), as desired.

**Remarks 28.4:** In the applications, one often encounters the situation where \( B(M) \) is an augmented chain complex satisfying \( H_q(B(M)) = 0 \) for \( q > 0 \) and \( E : H_q(B(M)) \to \mathbb{Z} \). In this case, we say that \( M \) is acyclic with respect to \( B \). Here, if \( n = 0 \) in Theorem 28.2, we must assume that \( f_qB(A(M)) \subset \text{Ker} \epsilon \) for all \( M \in \mathcal{M} \), while if \( n = 0 \) in Theorem 28.3 we must assume that \\
(\xi_0 - \epsilon)(A(M)) \subset \text{Ker} \epsilon.

The proofs then go through with the obvious trivial modifications.

**Remarks 28.5:** If each model \( M \) has a canonical contracting homotopy with respect to \( B \), then there are canonical choices for the chains \( b \) and \( c \) in the preceding proofs. Therefore explicit formulas for the constructed chain maps and homotopies are then obtainable.

§29. The Eilenberg-Zilber theorem

Let \( \mathcal{C} \) denote the category of simplicial Abelian groups.

If \( K \) and \( L \) are objects of \( \mathcal{C} \), it is necessary to modify the definition of \( K \times L \) by letting \( (K \times L)_n = K_n \otimes L_n \) in order for \( K \times L \) to be an object of \( \mathcal{C} \). Now we have two functors \( A \) and \( B : \mathcal{S} \to \mathcal{C} \), defined as follows. \( A(K, L) \) is \( A(K \times L) \), that is, \( K \times L \) regarded as a chain complex, with \( d_n = \sum_{i=0}^{n}(-1)^i \partial_i \). \( B(K, L) \) is \( A(K) \otimes A(L) \), so that \( B(K, L) = \sum_{i+j=n}A_i(K) \otimes A_j(L) \) and \( d = d \otimes 1 + 1 \otimes d \) (with the sign convention: \( 1 \otimes d(x \otimes y) = (-1)^{d(x)}x \otimes dy \)). We will obtain a natural chain homotopy equivalence of functors \( I : A \to B \).
with inverse $\gamma: B \to A$ by use of the method of acyclic models.

Since $A_n(K, L) = K_n \otimes L_n = B_n(K, L)$, we define $f_0: A_0 \to B_0$ and $g_0: B_0 \to A_0$ to be the identity natural transformations. We will obtain models in $\mathcal{G} \times \mathcal{G}$ which represent both $A$ and $B$ and are acyclic with respect to both $A$ and $B$. Thus let $M^n$ denote the free simplicial Abelian group generated by $\Delta[q]$ and define the models $\mathcal{M}$ in $\mathcal{G} \times \mathcal{G}$ to be the pairs $(M^n, M^n)$.

**Lemma 29.1:** Both $A_n$ and $B_n$ are representable, $n \geq 0$.

**Proof:** Define $\xi: A_n \to A_n$ by

\[ \xi(K, L)(k_n \otimes \ell_n) = (\bar{k}_n \times \bar{\ell}_n, \Delta_n \otimes \Delta_n). \]

Then

\[ \lambda(K, L) \xi(K, L)(k_n \otimes \ell_n) = A(\bar{k}_n \times \bar{\ell}_n)(\Delta_n \otimes \Delta_n) = k_n(\Delta_n) \otimes \ell_n(\Delta_n) = k_n \otimes \ell_n. \]

Similarly, define $\xi: B_n \to B_n$ by

\[ \xi(K, L)(k_p \otimes \ell_q) = (\bar{k}_p \times \bar{\ell}_q, \Delta_p \otimes \Delta_q), \quad p + q = n. \]

Again we find $\lambda \xi = 1$, as desired.

**Lemma 29.2:** The models are acyclic with respect to both $A$ and $B$.

**Proof:** $M^n$ is augmented with augmentation $E: M^n \to \mathbb{Z}$ defined by $E(x) = 0$ if $x \in M^n$, $n > 0$, and $E(x) = 1$ if $x \in \Delta[p]_0$. Define $E: A(M^n, M^q) \to \mathbb{Z}$ by $E(x \otimes y) = E(x)E(y)$, and similarly for $B(M^n, M^q)$. We must prove that $H_n(A(M^n, M^q)) = 0$, $n > 0$, and $E: H_n(A(M^n, M^q)) \to \mathbb{Z}$, and similarly for $B$. Define $s: M^n \to M^{n+1}$ by $s(0, a_0, \ldots, a_n) = (0, a_0, \ldots, a_n)$, $0 \leq a_0 \leq \cdots \leq a_n \leq p$. Then

\[ \partial_0 s = 1, \quad \partial_1 s = 0 \] on $\Delta[p]_0$, $\partial_{i+1} s = s \partial_i$ on $\Delta[p]_n$, $n > 0$.

Therefore $ds + sd = 1 - sE$, where $s: Z \to M^n$ is defined by $s(1) = (0)$. Now define $s: A_n(M^n, M^q) \to A_{n+1}(M^n, M^q)$ by

\[ s(x \otimes y) = s(x) \otimes s(y), \quad x \in M^n, \quad y \in M^q. \]

Then $ds + sd = 1 - sE \otimes sE$ on $A(M^n, M^q)$. Similarly define $s: B_n(M^n, M^q) \to B_{n+1}(M^n, M^q)$ by

\[ s(x \otimes y) = s(x) \otimes y + (-1)^n sE(x) \otimes s(y), \quad x \in M^n, \quad y \in M^q, \]

$u + v = n$.

Then $ds + sd = 1 - sE \otimes sE$ on $B(M^n, M^q)$. This proves the result.

Now the following theorem, due to Eilenberg and Zilber [16], follows immediately from Theorem 28.2 (with $n = 0$) and Theorem 28.3 (with $n = 1$ and $s_0 = 0$), coupled with Remarks 28.4.

**Theorem 29.3:** Let $A, B: \mathcal{G} \times \mathcal{G} \to \mathcal{C}$ be defined by $A(K, L) = A(K \times L)$ and $B(K, L) = A(K) \otimes A(L)$. Then there exist natural transformations $f: A \to B$ and $g: B \to A$ lying over the respective identity transformations $f_0: A_0 \to B_0$ and $g_0: B_0 \to A_0$. Any two such $f$ are naturally chain homotopic, as are any two such $g$. Further, for any such $f$ and $g$, $f \circ g: B \to B$ and $g \circ f: A \to A$ are naturally chain homotopic to the respective identity transformations.

**Corollary 29.4:** Let $A_n, B_n: \mathcal{G} \times \mathcal{G} \to \mathcal{C}$ be defined by $A_n(K, L) = A_n(K \times L)$ and $B_n(K, L) = A_n(K) \otimes A_n(L)$. Then the theorem remains true if we replace $A, B$ by $A_n, B_n$.

**Proof:** The models of $\mathcal{G} \times \mathcal{G}$ are acyclic with respect to $A_n$ and $B_n$ by Corollary 22.3. It is easy to check directly that $A_n$ and $B_n$ are representable, but since it follows from Theorem 22.2 and Corollary 22.3 that $A_n(K, L)$ and $B_n(K, L)$ are direct summands of $A(K, L)$ and $B(K, L)$, this result is a consequence of the following lemma, which we will prove later.
Lemma 29.5: Let \( A, A' : \mathcal{C} \rightarrow \mathcal{C} \) be additive functors. Let \( \alpha : A \rightarrow A' \) and \( \beta : A' \rightarrow A \) be natural transformations such that \( \beta \alpha = 1 : A \rightarrow A \). Then if \( A' \) is representable, so is \( A \).

Proof: The following diagram is commutative:

\[
\begin{array}{ccc}
\tilde{A} & \xrightarrow{\alpha} & \tilde{A}' \\
\downarrow{\lambda} & & \downarrow{\lambda'} \\
A & \xrightarrow{a} & A' \\
\end{array}
\]

Here \( \tilde{a}(K, a) = (\mu, a(M)(a)), \mu : K = M, a \in A(M), \) and \( \tilde{\beta}(K, a') = (\mu, \beta(M)(a')), a' \in A'(M) \). Let \( \xi : A' \rightarrow \tilde{A}' \) be a representation of \( A' \) and define \( \xi : A \rightarrow \tilde{A} \) by \( \xi = \tilde{\beta} \xi' \). Then:

\[\lambda \xi = \lambda \beta \xi' = a \lambda \xi'e = a = 1,\]

so \( \xi \) is a representation of \( A \).

Corollary 29.6: Let \( K \) and \( L \) be simplicial sets. Then there are natural chain homotopy equivalences \( f : C(K \times L) \rightarrow C(K) \otimes C(L) \) and \( \tilde{g} : C(K) \otimes C(L) \rightarrow C(K \times L) \), and similarly with \( C \) replaced by \( C_N \).

Proof: We need only observe that \( C(K \times L) = A(F(K), F(L)) \) and \( C(K) \otimes C(L) = B(F(K), F(L)) \), where \( F(K) \) and \( F(L) \) are the free simplicial Abelian groups generated by \( K \) and \( L \).

As stated in Remarks 28.5, the contracting homotopies on the models determine explicit choices for \( f \) and \( \tilde{g} \). It is simpler in this case to construct explicit transformations ad hoc. For convenience, if \( K \) is a simplicial set and \( x \in K_n \), we let \( \partial x = \partial_n x \) and in general \( \partial x = \partial_{i+1} \cdots \partial_n x \).

Definitions 29.7: Let \( K \) and \( L \) be simplicial Abelian groups. Define \( f : A(K \times L) \rightarrow A(K) \otimes A(L) \) by

\[
(i) \quad f(n_k \otimes l_n) = \sum_{i=0}^{n} \partial^{n-i} k_n \otimes \partial^i l_n
\]

The map \( f \) is called the Alexander-Whitney map.

Define \( \tilde{g} : A(K) \otimes A(L) \rightarrow A(K \times L) \) by

\[
(ii) \quad \tilde{g}(k_n \otimes l_n) = \sum_{(\mu, \nu)} (-1)^{\nu} \sigma(\nu_1 \cdots \nu_k \otimes \nu_{\mu_1} \cdots \nu_{\mu_k}),
\]

where the sum is taken over all \((\mu, \nu)\)-shuffles \((\mu, \nu)\)

(Definition 6.5) and where \( \sigma(\mu) = \prod_{i=1}^{k} [\mu_i - (i-1)] \)

is the signature of the corresponding permutation.

We will call \( f \) the Eilenberg-MacLane map, since these authors introduced and studied it in [13].

Proposition 29.8: The Alexander-Whitney map \( f \) is a natural transformation \( A(K \times L) \rightarrow A(K) \otimes A(L) \) lying over the identity \( A_0(K \times L) \rightarrow A_0(K) \otimes A_0(L) \). It is associative in the sense that the following diagram commutes:

\[
\begin{array}{ccc}
A(K) \otimes A(L) & \xrightarrow{f \otimes 1} & A(K) \otimes A(L) \\
\downarrow{A(K \times L)} & & \downarrow{A(K) \otimes A(L)} \\
A(K) \otimes A(L) & \xrightarrow{f \otimes 1} & A(K) \otimes A(L)
\end{array}
\]

\( f \) induces a natural transformation \( i_N : A_M(K \times L) \rightarrow A_M(K) \otimes A_M(L) \).

Proof: Clearly \( i_0 \) is the identity and \( f \) is natural. To prove that \( df = df \) and \( (1 \otimes f) = (f \otimes 1) f \), we need only demonstrate these equations on \( A_n \otimes A_n \) and on \( A_n \otimes A_n \otimes A_n \). Here these results follow from explicit calculations, which will be omitted.

Next, we have an exact sequence (with the obvious maps)

\( (a) \quad D(K) \otimes A(L) \otimes A(K) \otimes D(L) \rightarrow A(K) \otimes A(L) \rightarrow A_M(K) \otimes A_M(L) \).

Now if \( x \otimes y \in D(K \times L) \), say \( x \otimes y = s_k x' \otimes s_k y' \), then if \( i \leq k \), \( \partial^i s_k x' \) is degenerate and if \( i > k \), \( \partial^{n-k} s_k x' \) is degenerate. Thus one factor in each term of \( f(x \otimes y) \) is degenerate, and therefore, by (a), \( f \) does induce \( i_N \).
PROPOSITION 29.9: The Eilenberg-MacLane map \( \hat{g} \) is a natural transformation \( A(K) \otimes A(L) \rightarrow A(K \times L) \) lying over the identity
\( A_0(K) \otimes A_0(L) \rightarrow A_0(K \times L) \). It is associative in the sense that the following diagram commutes:

\[
\begin{array}{c}
A(K) \otimes A(L) \otimes A(M) \\
\downarrow \hat{g} \otimes 1 \\
A(K \times L) \otimes A(M)
\end{array}
\begin{array}{c}
\downarrow \hat{g} \\
A(K \times L \times M)
\end{array}
\]

\( \hat{g} \) induces a natural transformation \( \hat{g}_N : A_N(K) \otimes A_N(L) \rightarrow A_N(K \times L) \).

**Proof:** Clearly \( \hat{g}_0 \) is the identity and \( \hat{g} \) is natural. To prove that \( d \hat{g} = \hat{g} d \) and \( \hat{g}(\hat{g} \otimes 1) = \hat{g}(1 \otimes \hat{g}) \), it suffices to obtain these results on \( \Delta_p \otimes \Delta_q \) and on \( \Delta_p \otimes \Delta_q \otimes \Delta_r \). Here these equations follow from lengthy computations, which will be omitted. Finally, if either \( x \in K_p \) or \( y \in L_q \) is degenerate, then so is each term of \( \hat{g}(x \otimes y) \), and this implies that \( \hat{g} \) induces \( \hat{g}_N \).

**COROLLARY 29.10:** \( \hat{g} \circ f \approx 1 \), \( f \circ \hat{g} \approx 1 \), \( \hat{g}_N \circ f_N \approx 1 \), and \( f_N \circ \hat{g}_N \approx 1 \).

**Proof:** The existence of the cited chain homotopies follows from Theorem 29.3 and Corollary 29.4. The fact that \( f_N \circ \hat{g}_N = 1 \) (with no chain homotopy required) is verified by explicit computation.

Finally, \( f \) and \( \hat{g} \) are homotopy commutative in the sense of the following lemma.

**LEMMA 29.11:** Let \( K \) and \( L \) be simplicial Abelian groups. Define \( t : K \times L \rightarrow L \times K \) by \( t(x \otimes y) = y \otimes x \). Then the following diagrams are chain homotopy commutative:

\[
\begin{array}{c}
A(K \times L) \\
\downarrow t \\
A(L \times K)
\end{array}
\begin{array}{c}
A(K) \otimes A(L) \rightarrow A(K) \otimes A(L)
\end{array}
\begin{array}{c}
A(L) \otimes A(K)
\downarrow t \\
A(K \times L)
\end{array}
\]

\( A(K) \otimes A(L) \otimes A(L) \rightarrow A(L) \otimes A(K) \otimes A(L) \).

\( T(x \otimes y) = (\frac{1}{2} d x \otimes d y) y \otimes x \).

**Proof:** We note first that the sign in the definition of \( T \) makes it a chain map. Since \( f(t) = T \hat{f} \) on \( A_0(K \times L) \) and \( gT = \hat{g} t \) on \( A_0(K) \otimes A_0(L) \), the result follows from Theorem 28.3 (with \( n = 1 \) and \( s_a = 0 \)), using the same models as those used in Theorem 29.3.

§30. Cup, Pontryagin, and cap products; twisting cochains

Here we define cup products, Pontryagin products, cap products, and twisting cochains. Twisting cochains define twisted tensor products, which are related to tensor products in a way analogous to the way twisted Cartesian products are related to Cartesian products.

We first define algebras, coalgebras, and Hopf algebras.

**DEFINITIONS 30.1:** Let \( X \) be a graded \( \Lambda \)-module, \( \Lambda \) a commutative ring. \( X \) is said to be a \( \Lambda \)-algebra if there exist morphisms of \( \Lambda \)-modules \( \phi : X \otimes \Lambda X \rightarrow X \) (the product), \( \eta : \Lambda \rightarrow X \) (the unit; \( \eta(1) \) is the identity), and \( \varepsilon : X \rightarrow \Lambda \) (the augmentation) such that the following diagrams commute (all tensor products are over \( \Lambda \) in this definition):

\[
\begin{array}{c}
X \otimes X \\
\downarrow \phi \\
X \otimes X
\end{array}
\begin{array}{c}
\varepsilon \otimes 1 \\
1 \otimes \varepsilon
\end{array}
\begin{array}{c}
X \otimes X
\downarrow \phi \\
X
\end{array}
\]

\( X \) is said to be commutative if the following diagram commutes:

\[
\begin{array}{c}
X \otimes X \\
\downarrow \phi \\
X
\end{array}
\begin{array}{c}
\varepsilon \otimes \varepsilon \\
\varepsilon
\end{array}
\begin{array}{c}
X
\end{array}
\]

\( \Lambda \otimes \Lambda \rightarrow \Lambda \)

\[
\begin{array}{c}
\phi \circ 1 \\
\phi
\end{array}
\begin{array}{c}
1 \\
1 \otimes \varepsilon
\end{array}
\begin{array}{c}
1 \\
\varepsilon
\end{array}
\]

\[
\begin{array}{c}
\phi \\
\phi
\end{array}
\begin{array}{c}
\eta \\
\eta
\end{array}
\begin{array}{c}
\Lambda
\end{array}
\]
Reversing all the arrows, we obtain the definition of a \( \Lambda \)-coalgebra (with coproduct, counit, and cocomultiplication), and of cocommutativity of a coalgebra. If \( X \) is an algebra with product \( \phi \), \( X \otimes X \) is an algebra with product \((\phi \otimes \phi)(1 \otimes T \otimes 1)\). If \( X \) is a coalgebra with coproduct \( \psi \), \( X \otimes X \) is a coalgebra with coproduct
\[
(1 \otimes T \otimes 1)(\psi \otimes \psi).
\]
If \( X \) is both an algebra and a coalgebra, and if the unit is the coaugmentation, the augmentation is the counit, and the product is a morphism of coalgebras, then \( X \) is said to be a Hopf algebra. The last condition is that \( \psi \phi = (\phi \otimes \phi)(1 \otimes T \otimes 1)(\psi \otimes \psi) \) on \( X \otimes X \).

If \( X \) is both an algebra and a differential \( \Lambda \)-module and if \( d\phi = \phi d \) \((d = d \otimes 1 + 1 \otimes d) \) on \( X \otimes X \), then \( X \) is said to be a differential algebra. If, further, \( Y \) is both a (left) \( X \)-module and a differential \( \Lambda \)-module, then \( Y \) is said to be a differential \( X \)-module if \( d\alpha = \alpha d \), where \( \alpha : X \otimes Y \to Y \) defines the \( X \)-module structure on \( Y \). Differential coalgebras and comodules are defined similarly.

In what follows, if the base ring \( \Lambda \) is not mentioned it is assumed to be \( \mathbb{Z} \), and \( \otimes \) and \( \text{Hom} \) without subscripts are taken over \( \mathbb{Z} \). We will here work with unnormalized chain and cochain complexes, but by Corollary 22.3 (and Lemma 29.5 in acyclic model arguments) we could equally well use normalized complexes.

Let \((B, b_0)\) be a simplicial pair. Define \( \Delta : B \to B \times B \) by \( \Delta(b) = (b, b) \). Let \( f \) be the Alexander-Whitney map and define
\[
(1) \quad D = f \circ C(\Delta) : C(B) \to C(B) \otimes C(B).
\]
Define \( \varepsilon : C(B) \to \mathbb{Z} \) by \( \varepsilon(b) = 1 \) if \( b \in B_0 \) and \( \varepsilon(b) = 0 \) if \( b \in B_n \), \( n > 0 \). Define \( \eta : C(B) \to B \) by \( \eta(1) = b_0 \). Since \( (\Delta \times 1)\Delta = (1 \times \Delta)\Delta \) and \((1 \otimes 1)f = (1 \otimes f)\), we find \( (D \otimes 1)D = (1 \otimes D)D \). Clearly \( (\varepsilon \otimes 1)D = 1 \otimes 1 = (1 \otimes \varepsilon)D \) and \( D\eta = (\eta \otimes \varepsilon)D \). Finally, \( Dd = Dd \).

Therefore \( C(B) \) is a differential coalgebra with coproduct \( D \), counit \( \varepsilon \), and coaugmentation \( \eta \). (The counit is, of course, usually called the augmentation).

Now let \( X \) be a differential \( \Lambda \)-module with product \( \eta \), \( \Lambda \) a commutative ring. Consider \( \text{Hom}(C(B), X) = C^*(B; X) \). \( h \in C^n(B; X) \) is a sequence of homomorphisms \( h_q : C_q(B) \to X_{q-n} \). The \( \Lambda \)-module structure on \( X \) induces such a structure on \( C^*(B; X) \). Define the differential \( \delta \) on \( C^*(B; X) \) by
\[
(2) \quad \delta(h)(b) = dh(b) + (-1)^{d \varepsilon h} \ v(h)(b).
\]
Then define the cup product \( C^*(B; X) \otimes_{\Lambda} C^*(B; X) \to C^*(B; X) \) by
\[
(3) \quad (h \cup h')(b) = \eta([h \otimes h'] D(b)).
\]
Define \( \varepsilon^* : \Lambda \to C^*(B; X) \) by \( \varepsilon^*(1)(b) = \varepsilon(b) \varepsilon \), \( \varepsilon \) the identity of \( X \), and define \( \eta^* : C^*(B; X) \to \Lambda \) by \( \eta^*(h) = h(\eta(1)) \). Then \( C^*(B; X) \) is a differential \( \Lambda \)-algebra with product \( \cup \), unit \( \varepsilon^* \), and augmentation \( \eta^* \). The relation \( \delta U = U \delta \) may be written out as:
\[
(4) \quad \delta(h \cup h') = \delta(h) \cup h' + (-1)^{d \varepsilon h} h \cup \delta(h') .
\]
Together with Lemma 29.11, the constructions above imply

**Proposition 30.2:** Let \( B \) be a simplicial set. Then \( H^*(B) \) is a cocommutative coalgebra. If \( X \) is a differential \( \Lambda \)-module, then \( H^*(B; H(X)) \) is a \( \Lambda \)-algebra, which is commutative if \( H(X) \) is commutative. (For the first statement, assume that \( H^*(B) \) is \( \Lambda \)-flat.)

**Examples 30.3:** The most common instance of the proposition is \( X = \Lambda \) with zero differential. We will have occasion to use the cases \( X = C(G) \), where \( G \) is a simplicial group, and \( X = C^*(F; \Lambda) \), where \( F \) is a simplicial set. In the latter case, we must take \( X_{-n} = C^n(F; \Lambda) \) to make sense of the grading and the cup product.
is here given explicitly (with \( \pi \) the product in \( \Lambda \)) by:

\[
(h \cup h')(b)(t) = \pi[(h \otimes h')(D(b)D(t))].
\]

Next, let \( G \) be a simplicial group with product \( \pi \), and suppose \( G \) operates from the left on a simplicial set \( F \) via \( \sigma: G \times F \to F \). Let \( \delta \) denote the Eilenberg-MacLane map and define the Pontryagin product by:

\[
(\tau) = C(\sigma) \delta: C(G) \otimes C(F) \to C(F).
\]

With \( F \neq G \) and \( \sigma = \pi \), we find that \( C(G) \) is a differential algebra with product \( \pi \) unit \( \eta \) (base point \( e_0 \)) and augmentation \( \varepsilon \). Then \( C(F) \) is clearly a differential \( C(G) \)-module, and we have:

**Proposition 30.4**: Let \( G \) be a simplicial group which operates from the left on a simplicial set \( F \). Then \( H_*(G) \) is a Hopf algebra, which is commutative if \( G \) is commutative, and \( H_*(F) \) is a left \( H_*(G) \)-module. \( H_*(F) \) is in fact a left module coalgebra over \( H_*(G) \), in the sense that the module product is a morphism of coalgebras. (For both statements, assume that \( H_*(G) \) is \( \Lambda \)-flat.)

**Proof**. We need only prove that the chain maps \( D\tau \) and \( (\tau \otimes \tau)(1 \otimes T \otimes 1)(D \otimes D): C(G) \otimes C(F) \to C(F) \otimes C(F) \) are chain homotopic (taking \( F = G \) and \( \tau = \pi \), this will imply that \( H_*(G) \) is a Hopf algebra). Now if \( K \) and \( L \) are any simplicial Abelian groups, then by Theorem 28.3 (with \( n = 1 \), \( s_o = 0 \), and the models of the previous section) the following diagram is chain homotopy commutative

\[
\begin{array}{ccc}
A(K) \otimes A(L) & \xrightarrow{\delta} & A(K \times L) \\
(1 \otimes \tau \otimes 1)(D \otimes D) & & \\
A(K) \otimes A(L) & \xrightarrow{\delta} & A(K \times L) \otimes A(K \times L)
\end{array}
\]

By the naturality of \( D \), \( D\tau = (\sigma_\pi \otimes \sigma_\pi)D \). Therefore \( D\tau \) and \( (\tau \otimes \tau)(1 \otimes T \otimes 1)(D \otimes D) \) are chain homotopic, as was to be proven.

---

**Loop Groups and Twisted Tensor Products**

For the remainder of this section, \( B \) and \( F \) will denote simplicial sets and \( G \) will denote a simplicial group with product \( \pi \), which operates via \( \sigma \) on \( F \). Define the cap product:

\[
\cap: C^*(B; C(G)) \otimes [C(B) \otimes C(F)] \to C(B) \otimes C(F)
\]

by

\[
t \cap (b \otimes f) = (1 \otimes \sigma)(1 \otimes t \otimes 1)(D \otimes 1)(b \otimes f).
\]

**Proposition 30.5**: The cap product gives \( C(B) \otimes C(F) \) a structure of left differential \( C^*(B; C(G)) \)-module.

**Proof**: We must prove the following two formulæ:

\[
d(t \cap (b \otimes f)) = \delta(t) \cap (b \otimes f) + (-1)^{d(t) \cdot f} t \cap d(b \otimes f),
\]

\[
((t \cup t') \cap (b \otimes f)) = t \cap (t' \cap (b \otimes f)).
\]

Define \( \mu(t): C(B) \otimes C(F) \to C(B) \otimes C(G) \otimes C(F) \) by

\[
\mu(t) = (1 \otimes t \otimes 1)(D \otimes 1),
\]

\[t \in C^0(B; C(G)).\] To prove (8), it suffices to show that

\[
d\mu(t) = \mu(\delta(t)) + (-1)^{\mu(t) \cdot d}.
\]

But:

\[
d\mu(t) = (d(1 \otimes 1 \otimes 1 + 1 \otimes d \otimes 1 + 1 \otimes 1 \otimes d)(1 \otimes t \otimes 1)(D \otimes 1)
\]

\[
= [d(D \otimes t \otimes 1 + 1 \otimes d \otimes 1 + (-1)^{\mu(t) \cdot d} t \otimes D \otimes 1)
\]

\[
= [(-1)^{\mu(t) \cdot d} t \otimes D \otimes 1)(D \otimes 1)(D \otimes 1)]
\]

\[
= (-1)^{\mu(t) \cdot d} t \otimes D \otimes 1)(D \otimes 1) + (-1)^{\mu(t) \cdot d} t \otimes D \otimes 1)
\]

\[
= (-1)^{\mu(t) \cdot d} + \mu(\delta(t))
\]

where we have used formula (2) and the relation \( dD = Dd \). It remains to prove formula (9). Here we find:

\[
(t \cup t') \cap (1 \otimes \sigma X(1 \otimes \tau)(t \otimes t')D \otimes 1)(D \otimes 1)
\]

\[
= (1 \otimes \sigma X(1 \otimes t \otimes 1)(1 \otimes \sigma X t' \otimes 1)(1 \otimes D \otimes 1)(D \otimes 1)
\]

\[
= (1 \otimes \sigma X(1 \otimes t \otimes 1)(1 \otimes \sigma X t' \otimes 1)(1 \otimes D \otimes 1)(D \otimes 1)
\]

\[
= (1 \otimes \sigma X(1 \otimes t \otimes 1)(D \otimes 1)(D \otimes 1)(D \otimes 1)
\]

\[= (-1)^{\mu(t) \cdot d} + \mu(\delta(t)).
\]

As desired.
The cap product is natural in two senses, as shown in the following lemma.

**Lemma 30.6:** Let \( \beta : B \to B' \) be a simplicial map, let \( \gamma : G \to G' \) be a simplicial homomorphism, and let \( \alpha : F \to F' \) be a \( \gamma \)-equivariant map. If \( t \in C^*(B;C(G)) \) and \( t' \in C^*(B';C(G')) \) satisfy \( \gamma(t) = \beta^*(t') \), that is, if \( C(\gamma) \circ t = t' \circ C(\beta) \), then:

\[
(\beta \ast \alpha_\ast)(t \cap (b \otimes f)) = t' \cap (\beta_\ast(b) \otimes \alpha_\ast(f)).
\]

On the other hand, if \( h \in C^*(B';C(G)) \), then:

\[
(1 \otimes \alpha_\ast)[h \cap (\beta_\ast(b) \otimes f)] = (\beta_\ast \otimes 1)[\gamma_\ast h \cap (\beta_\ast(b) \otimes \alpha_\ast(f))].
\]

The proof is straightforward, and will be omitted.

**Remark 30.7:** If \( F = G \) is the trivial simplicial group and we replace \( C(G) \) by \( C_m(G) = Z \), then the cap product reduces to a map \( C^*(B) \otimes C_m(B) \to C_q(B) \). Explicitly, if \( t \in C^p(B) \) and \( b \in C^q(B') \), then:

\[
t \cap b = (1 \otimes t)D(b) = (-1)^{pq} \bar{\partial}b \cdot t(\bar{\partial}_0 b) \in C_q(B).
\]

Now let \( \Lambda \) be a commutative ring. We can and will make the identification:

\[
C^*(B;C^*(F;\Lambda)) = \text{Hom}(C(B) \otimes C(F), \Lambda).
\]

Then the dual of the cap product, which we shall also call a cup product, defines a structure of right differential \( C^*(B;C(G)) \)-module on \( C^*(B;C^*(F;\Lambda)) \). Explicitly, if \( h \in \text{Hom}(C(B) \otimes C(F), \Lambda) \), we define:

\[
(h \ast t)(b \otimes f) = h(t \cap (b \otimes f)), \quad \text{and then}
\]

\[
\delta(h \ast t) = \delta(h) \ast t + (-1)^{p+q+1} h \ast \partial(t) \quad \text{and}
\]

\[
h \ast (t \cup t') = (h \ast t) \cup (h \ast t').
\]

Here in deriving (15) we have used the special case of (2):

\[
\delta(h)(b \otimes f) = (-1)^{p+q+1} h(b \otimes f).
\]

At this point we have developed all the requisite machinery to define twisting cochains.

**Definition 30.8:** Let \( t \in C^1(B;C(G)) \), so that \( t_\ast : C_q(B) \to C_{q+1}(G) \).

Define \( d_t : C(B) \otimes C(F) \to C(B) \otimes C(F) \) by:

\[
d_t(b \otimes f) = d(b \otimes f) + t \cap (b \otimes f).
\]

Using (8) and (9), we find \( d_t^2(b \otimes f) = (\delta(t) + t \cup t) \cap (b \otimes f) \). \( t \) is said to be a twisting cochain if \( \delta(t) + t \cup t = 0 \), that is, if

\[
d_{t_n} + n_{n-1} d_{t_1} = \sum_{i=1}^{n-1} t_i \cup t_{n-i} = 0, \quad n > 1,
\]

and if \( \epsilon t_1 = 0 \) (so that \( (\epsilon \otimes \epsilon)d_t = (\epsilon \otimes \epsilon)(t \cap t) = 0 \)). Then \( d_t \) is called the differential twisted by \( t \) and \( C(B) \otimes C(F) \) furnished with this differential is denoted by \( C(B) \otimes_t C(F) \) and is called a twisted tensor product. Dually, \( \text{Hom}(C(B) \otimes_t C(F), \Lambda) \) is given the differential \( \delta_t \) defined by (17) with \( \delta_t \) and \( d_t \) replacing \( \delta \) and \( d \), or:

\[
\delta_t(h) = \delta(h) + (-1)^{p+q+1} h \cup t.
\]

§31. Brown's theorem

Brown's theorem states essentially that there is a natural way to assign to every twisting function \( r \) a twisting cochain \( t \) in such a manner that \( C(F \times_r B) \) is chain homotopy equivalent to \( C(B) \otimes_t C(F) \). In the last section, this result will be used to construct the Serre spectral sequence.

Unless otherwise specified, the symbols \( C \) and \( C^* \) will denote the normalized chain and cochain functors in this section and the next, and the symbol \( (\cdot) \) will refer to formula (n) of section 30.

We will use the method of acyclic models, and we must first define a category, the objects of which are all twisted Cartesian products.

**Definition 31.1:** Let \( F \times_r B \) and \( F' \times_r B' \) be TCP's with
groups $G$ and $G'$, and let $\gamma: G \to G'$ be a simplicial homomorphism.
A $\gamma$-map $\theta: E(r) \to E(r')$ is a simplicial map such that
\[ \theta(t,b) = (\psi(b) \alpha(t), \beta(b)), \]
where $\alpha: F \to F'$ is a $\gamma$-equivariant map, $\beta: B \to B'$ is a simplicial map, and $\psi: B \to G'$ is a function. Clearly $p' \theta = \beta p$. We will write $\theta = (a, \beta, \psi)$, $\theta$ is said to be $\gamma$-special if $\gamma r = r'. \beta$. The requirement that $\theta$ be a simplicial map is equivalent to the identities:
\[ r' \beta(b) \partial_i \psi(b) = \psi(\partial_i b) \gamma(r(b)) \]
(U) $\partial_i \psi(b) = \psi(\partial_i b)$ if $i > 0$
\[ s_i \psi(b) = \psi(s_i b)$ if $i \geq 0. \]
The composite of a $\gamma$-map $\theta$ and a $\gamma'$-map $\theta'$ is the $\gamma'$-$\gamma$-map $\theta' \theta = (a' a, \beta' \beta, (\gamma' \beta)(\gamma \psi))$. With the obvious identity maps, we have defined a category whose objects are all TCP's and whose maps are all $\gamma$-maps. If maps are required to be special, we obtain a subcategory with the same objects, which we shall call $\mathcal{R}$. $\mathcal{P}$ will denote the subcategory of $\mathcal{R}$, the objects of which are all PTCP's. Observe that if $\theta = (a, \beta, \psi)$ is a $\gamma$-map of PTCP's, then necessarily $a = \gamma$. If base complexes are required to be reduced, we obtain subcategories $\mathcal{R}_0$ of $\mathcal{R}$ and $\mathcal{P}_0$ of $\mathcal{P}$. The categories $\mathcal{R}_0$ and $\mathcal{P}_0$ will be of primary interest. (We implicitly make them additive; see §28.)

The symbol $F \times \gamma B$ will denote ambiguously an object of $\mathcal{R}_0$ or the corresponding total complex. We now define model objects in the category $\mathcal{P}_0$. Let $\Delta[n]$ denote $\Delta[n] / \Delta[n]^0$, where $\Delta[n]^0$ denotes the zero skeleton of $\Delta[q]$, and define the models $M^{p,q}$ of $R_0$, $\mathcal{P}_0$ by:

(i) $M^{p,q} = (G(\Delta[p]) \times \Delta[q]) \times_{\tau(p)} \Delta[p]$. \\
For clarity, we have here denoted the twisting function $\Delta[p] \to G(\Delta[p])$ by $\tau(p)$. $G(\Delta[p])$ operates on the fibre $G(\Delta[p]) \times \Delta[p]$ via $\gamma$.

Theorem 31.3: There exists a twisting cochain on the category $\mathcal{P}_0$.

Proof: Let $G \times \gamma B$ be a PTCP, $B$ a reduced complex. Define $T(r)$ by formula (T.1) and define $T(r)_2$ by:

(T.4) $T(r) = -r^{-1}(b) \cdot s_i r^{-1}(\partial_i b)$ for all non-degenerate $b \in B_1$.
Clearly $E(r)_1 = 0$, and $dT(r)_2 + T(r)_2 = 0$ for $n = 2$ since $s_i$ is degenerate and therefore zero in $C(G)$. Suppose inductively that $T(r)_1$ has been defined for $i < q$, $q > 2$. We require that

$\delta'(g', u) = (\delta g', u)$. Clearly

(ii) $M^{p,q} \triangleq (G(\Delta[p]) \times_{\tau(p)} \Delta[p]) \times \Delta[q]$.

Therefore the realization of each $M^{p,q}$ is contractible.

Using the models, we can assign a twisting cochain to each twisting function. We first need a definition.

Definition 31.2: A twisting cochain on the category $\mathcal{P}_0$ is a function $T$ which assigns a twisting cochain $T(r)_1 : \Hom^1(C(B), C(G))$ to each twisting function $r: B \to G$, $B$ a reduced complex, in such a manner that the following conditions are satisfied:

(T.1) $T(r)(b) = e_q - r^{-1}(b)$ for all nondegenerate $b \in B_1$.
(T.2) If $r(b) = e_{q-1}$ for all $b \in B_q$ and all $q \leq n$, then $T(r)(b) = 0$ for all nondegenerate $b \in B_q$ and all $q \leq n$.
(T.3) If $\theta = (a, \beta, \psi): G \times \gamma B \to G' \times \gamma B'$ is a $\gamma$-special map of PTCP's, then the following diagram is commutative:

\[
\begin{array}{ccc}
C(B) & \xrightarrow{T(r)} & C(G) \\
\downarrow \beta_* & & \downarrow \gamma_* \\
C(B') & \xrightarrow{T(r')_1} & C(G')
\end{array}
\]
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\[ dT(r)q = -T(r)q - d - \sum_{\mu=1}^{q-1} T(\mu) \cup T(r)q = X_q, \text{ say.} \]

Clearly \( dX_q = 0 \). First consider \( G(\bar{A}[q]) \times_{T(q)} \bar{A}[q] \). Since \( H_n(G(\bar{A}[q])) = 0 \) for \( n > 0 \), there exists \( m \in C_{q-1}(G(\bar{A}[q])) \) such that \( \delta(m) = X_q(\Delta_q) \). We define \( T(\tau(q))\Delta_q = m \). Next consider \( G(K) \times_{\tau(K)} K, \tau(K) : K \to G(K), K \) any reduced complex, and let \( x \in K \) be non-degenerate. \( \bar{x} : \bar{A}[q] \to K \) induces \( G(\bar{x}) : G(\bar{A}[q]) \to G(K) \) and we define:

\[ T(\tau(K))x = G(\bar{x})x(m) \in C_{q-1}(G(K)). \]

Then we have:

\[ dT(\tau(K))x = G(\bar{x})dx(m) = G(\bar{x})x(\delta(q)) = X_q(\bar{x}(\Delta_q)) = X_q(x). \]

Finally, consider the arbitrary PTCP \( G \times B \) and let \( b \in B_q \) be non-degenerate. If \( \tau \) is induced by \( \ell(\tau) : B \to \bar{W}(G) \), define:

\[ T(\tau)(b) = \phi(\ell(\tau)) \Delta_{\tau(B)}(b) \in C_{q-1}(G), \]

where \( \phi(\ell(\tau)) : G(B) \to G \) is as defined in Corollary 27.2. Then again we find \( dT(\tau)(b) = X_q(b) \). Condition (T.2) holds since for any \( c \in B_q \), \( \phi(\ell(\tau))(\tau(B)(c)) = \tau(c) \), and since \( e_{q-1} \) is degenerate, easily condition (T.3) is satisfied, and this completes the proof.

We can now define the two functors \( A \) and \( B_T : \mathcal{R} \to \mathcal{C} \) that we wish to compare by the method of acyclic models. Thus define \( A(F \times B) = C(F \times B) \) and \( B_T(F \times B) = C(B) \otimes C(F) \), where \( t = T(r) \), \( T \) being a fixed twisting cocochain on the category \( P_0 \). Observe that if \( \theta = (a, \beta, \psi) \) is a \( \beta \)-special map of TCP’s, then (T.3) and (10) of Lemma 30.6 guarantee that \( B_T(\theta) = \beta \otimes a \) is a chain map.

**Lemma 31.4:** Both \( A_n \) and \( (B_T)_n \) are representable, \( n \geq 1 \).

**Proof:** By Theorem 22.2, Corollary 22.3, and Lemma 29.5, it suffices to prove the result when \( C(F \times B), C(B) \), and \( C(F) \) are interpreted as unnormalized chain complexes, \( T(r) \) being extended to \( C(B) \) by letting \( T(r)(b) = 0 \) if \( b \) is degenerate. Thus, for the purposes of this proof only, we regard \( A \) and \( B_T \) as being defined in terms of unnormalized chain complexes. Let \( F \otimes B \) be a TCP with group \( G, B \) a reduced complex. If \( b \in B_q \), define

\[ \gamma(b) = \phi(\ell(\tau)) \otimes G(\bar{B}): G(\bar{A}[q]) \to G, \]

where \( \ell(\tau) : B \to \bar{W}(G) \) induces \( \tau \) and where \( \phi(\ell(\tau)) \) is as defined in Corollary 27.2. Explicitly, \( \gamma(b)(\tau(r)(u)) = \tau_c \bar{U}(u), u \in \bar{A}[r] \). Let \( \sigma : G \times F \to F \) define the action of \( G \) on \( F \) and let \( e : \bar{A}[r] \to G \) be the map defined by \( e(u) = e_m, u \in \bar{A}[r]_m \). If \( f \in F \), define \( \theta(f)(b) : M^{p,q} \to F \times B \) to be the \( \gamma(b) \)-special map

\[ \theta(f)(b) = (\sigma(\gamma(f)(b)), f, b, e). \]

Now define \( \xi : A_n \to (B_T)_n \) by

(i) \( \xi(f)(b) = (\theta(f)(b), (e_m, \Delta_n), \Delta_n) \), where \( f \in F_n, b \in B_n \), and \( (e_m, \Delta_n), \Delta_n \in A(M^{p,q}) \).

Then clearly \( \lambda \xi = 1 : A_n \to A_n \). Similarly, define \( \xi : (B_T)_n \to (B_T)_n \) by

(ii) \( \xi(b \otimes f) = (\theta(f)(b), \Delta_n \otimes (e_m, \Delta_n)) \), where \( b \in B_p, f \in F_q, p + q = n \) and \( \Delta_n \otimes (e_m, \Delta_n) \in B_T(M^{p,q}) \).

Again, \( \lambda \xi = 1 : (B_T)_n \to (B_T)_n \), and this completes the proof.

**Lemma 31.5:** \( H_n(A(M^{p,q})) = 0 \) and \( H_n(B_T(M^{p,q})) = 0 \), \( n \geq 1 \).

**Proof:** Since the realization of \( M^{p,q} \) is contractible, \( H_n(A(M^{p,q})) = 0 \) is clear, \( n \geq 1 \). Now \( \Delta[q] \) is contractible and the operation of \( G(\bar{A}[n]) \) on \( G(\bar{A}[n]) \times \Delta[q] \) does not depend on \( \Delta[q] \). It follows that:

(i) \( B_T(M^{p,q}) \) and \( B_T(G(\bar{A}[p]) \times_{\tau(p)} \bar{A}[p]) \) are chain homotopy equivalent.

(A more formal demonstration of (i) will be given in Remarks 31.6). Let \( n = \pi_1(\bar{A}[p]) \). Then \( H_q(G(\bar{A}[p])) = 0 \) if \( q > 0 \) and \( H_q(G(\bar{A}[p])) \) is
isomorphic (under the Pontryagin product) to the group ring $\mathbb{Z}(\sigma)$. Now $\pi$ has one generator $x$ for each 1-simplex of $\Delta[p]$ and regarding $\mathbb{Z}(\sigma)$ as a chain complex with differential zero, we may define a chain equivalence $h : CG(\Delta[p]) \to \mathbb{Z}(\sigma)$ by $h(x) = 0$ if $\deg x > 0$ and $h(x) = [x]$ if $x \in \Delta[p].$ Since $h$ is a morphism of algebras, we have:

(ii) $C(\Delta[p]) \otimes_C CG(\Delta[p])$ and $C(\Delta[p]) \otimes_{h, \sigma} \mathbb{Z}(\sigma)$ are chain homotopy equivalent, where $t = T(\tau(p)).$

(A) $(f, b) \in F^p C_n(F \times \tau B)$ provided that $b = s_{j_1} \cdots s_{j_t} b',$ where $0 \leq j_1 < \cdots < j_t < n,$ $b'$ is non-degenerate, and $\dim b' = n - q \leq p.$ $\Sigma x_i (i_1, b_i) \in F^p C_n(F \times \tau B)$ provided that each $(i_1, b_i) \in F^p C_n(F \times \tau B).$

There exists a spectral sequence $\{E^r(F \times \tau B)\}$ which converges to $H_\bullet(F \times \tau B).$ Dualizing, let $A$ be a commutative ring and filter $C^*(F \times \tau B; A)$ by:

(A') $F^p C^*(F \times \tau B; A) = \text{Hom}(C(F \times \tau B)/F^{p-1}C(F \times \tau B), A).$

The resulting spectral sequence $\{E^r(F \times \tau B)\}$ converges to $H^*(F \times \tau B; A).$ The cup product preserves filtration, as is easily verified from the definition $((1)$ and $3), and it follows that each $E^r$ is a differential $A$-algebra. (See e.g. Massey [43, 44] for the construction of spectral sequences and of their products).

Filter $C(B) \otimes_C C(F), t = T(\tau),$ by:

(B) $F^p C(B) \otimes_C C(F) = \bigoplus_{t=0}^p C(B) \otimes_C C(F).$

Observe that if $b \otimes f \in F^p C(B) \otimes_C C(F),$ then both $(d \otimes 1)(b \otimes f)$ and $t \cap (b \otimes f)$ are in $F^{p-1} C(B) \otimes_C C(F),$ the latter fact following from the definition $(7)$ of $\cap$ and from the form of $D(b).$ Therefore $F^1_{p, q}(F \times \tau B) = C_p(B) \otimes_C H_\bullet(F)$ (not necessarily as a complex) in the resulting spectral sequence $\{E^r(F \times \tau B)\}.$ Dualizing, filter $\text{Hom}(C(B) \otimes_C C(F), A)$ by:

(B') $F^p \text{Hom}(C(B) \otimes_C C(F), A) = \text{Hom}(C(B) \otimes_C C(F)/F^{p-1}C(B) \otimes_C C(F), A).$

Then $F^1_{p, q}(F \times \tau B) = C_p(B; H^q(F; A))$ in the resulting spectral sequence $\{E^r(F \times \tau B)\}.$

REMARKS 31.6: Suppose in the situation of $(10)$ of Lemma 30.6 that $a_\ast$ is a chain homotopy equivalence, $B = B'$, and $\beta = 1,$ so that $1 \otimes a_\ast$ induces an isomorphism $F^1(F \times \tau B) \to F^1(F' \times \tau B).$
Then by the comparison theorem for spectral sequences (see e.g. Moore [5, 52]) it follows that $1 \otimes \sigma: C(B) \otimes C(F) \to C(B) \otimes C(F')$ is a chain homotopy equivalence. This argument applies to give a rigorous demonstration of (i) and (ii) in the proof of the lemma above.

We can now obtain Brown's theorem, which may be regarded as a direct generalization of the Eilenberg-Zilber theorem.

**Theorem 31.7:** There exist natural filtration-preserving transformations $\phi: A \to B_T$ and $\psi: B_T \to A$ lying over the natural transformations $\phi_0 = T: A_0 \to (B_T)_0$ and $\psi_0 = T: (B_T)_0 \to A_0$ (where $T(x \otimes y) = y \otimes x$). Any two such $\phi$ are naturally chain homotopic via filtration preserving chain homotopies, as are any two such $\psi$. Further, for any such $\phi$ and $\psi$, $\phi \circ \psi: B_T \to B_T$ and $\psi \circ \phi: A \to A$ are naturally chain homotopic to the respective identity transformations via filtration-preserving chain homotopies.

**Proof:** To prove the existence of $\phi$ and $\psi$, we apply Theorem 28.2 with $n = 1$ (since $H_0(B_T(M^{P - q}))$ is non-trivial). Thus define:

\[
\phi_1(f_1, b_1) = b_1 \otimes \sigma(b_1) \partial_0 f_1 + \partial_1 b_1 \otimes f_1 \\
\psi_1(b_0 \otimes f_1) = (f_1, s_0 b_0) \text{ and } \psi_1(b_1 \otimes f_0) = (s_0 (r^{-1}(b_1) f_0), b_1).
\]

Then an easy calculation using (T.1) proves that $\partial \phi_1 = \phi_0 \partial$ and $\partial \psi_1 = \psi_0 \partial$, and the existence of $\phi$ and $\psi$ follows from Lemmas 31.4 and 31.5. The existence of the cited chain homotopies follows from Theorem 28.3 (with $n = 1$ and $s_0 = 0$). It remains to prove that $\phi$, $\psi$, and the chain homotopies are filtration-preserving. Observe that the maps $\theta(b, b)$ defined in the proof of Lemma 31.4 satisfy

(i) $B_T(\theta(b, b)) = FPC_0(F) \otimes C(F)$

if $(l, b) \in FPC_0(F \times B)$, and

(ii) $A(\theta(b, b)) \subset FPC_0(F \times B)$

if $b \otimes l \in FPC_0(B) \otimes C(F)$, so that $q \leq p$.

Here (i) holds since $\bar{b}_0(u) = 0$ unless $u \in \Delta[\theta]$, (ii) holds since $\bar{b}_0(u)$ is here obtained from degeneracy operators applied to a nondegenerate element of dimension $\leq p$ if $u \in \Delta[\phi]$. Now an inspection of the proofs of Lemmas 29.5 and Theorems 28.2 and 28.3 shows that $\phi$, $\psi$, and the chain homotopies obtained above are all necessarily filtration-preserving.

§32. The Serre spectral sequence

Using Brown's theorem, we can easily develop the properties of the Serre spectral sequences $\{E_r^*(F \times B)\}$ and $\{E_r^*(F \times B)\}$, including the products in cohomology and the identification of the first non-trivial higher order differentials. We note first the following corollaries of Brown's theorem.

**Corollary 32.1:** $\phi: A \to B_T$ and $\psi: B_T \to A$ induce natural inverse isomorphisms $\phi': E^* \to E^*$, $\psi': E^* \to E^*$ and $\phi_0: E^* \to E_0$, $\psi_0: E_0 \to E_0$, $r \geq 1$.

**Corollary 32.2:** Define a natural transformation:

(i) $D_T = (\phi \otimes \phi)D_T: B_T \to B_T \otimes B_T$, where $D$ is the natural coproduct $A \to A \otimes A$.

Then $D_T$ is filtration-preserving and is chain homotopy coassociative and comultiplicative. Dually, define

(ii) $U_T = Hom(D_{T, 1}): Hom(B_{T, A} \otimes B_{T, A}) \to Hom(B_{T, A} \otimes B_{T, A})$.

Then each $E_r$ is a differential $\Lambda$-algebra, and, for $r \geq 1$, $\phi_r$ and $\psi_r$ are isomorphisms of differential $\Lambda$-algebras.

Now $\{E_r^*(F \times B)\}$, and therefore also $\{E_r^*(F \times B)\}$, converges to $H_*(F \times B)$, and $\bar{E}_1_{r+1}^*(F \times B) = C_0(B) \otimes H_0(F)$. The
dual statements hold for cohomology. To complete the development of the Serre spectral sequence, we must identify the terms $\overline{E}^2(F \times \rho B)$ and $\overline{E}_2(F \times \rho B)$. We need the following concepts.

**Definitions 32.3:** A twisting function $\tau$ is said to be $n$-trivial if $\tau(b) = e_{i-1}$ for all $b \in B_i$, $i \leq n$. A twisting cochain $t$ is said to be $n$-trivial if $t_i = 0$, $i \leq n$. By condition (T.2), if $\tau$ is $n$-trivial, then so is $T(\tau)$.

**Remarks 32.4:** If the group of the fibre bundle determined by $F \times \rho B$ can be reduced to one such that $G_i = e_i$ for $i < n$, then $F \times \rho B$ is isomorphic to $F \times \rho' B$, where $\rho'$ is $n$-trivial. Conversely, if $\tau$ is $n$-trivial, then the subgroup $G$ of $A(F)$ generated by $\{\tau(b)\}$ satisfies $G_i = e_i$ for $i < n$. If $\tau(b) = 0$ for $i \leq n$, then replacing $F \times \rho B$ by a minimal fibre space of the same homotopy type (first applying $S \circ T$ to a minimal fibration of the same homotopy type, if necessary, to obtain Kan complexes), we may suppose that $B_i$ has just one simplex, $i \leq n$, and then $\tau$ is clearly $n$-trivial.

Now let $F \times \rho B$ be a TCP such that $\tau$, and therefore $t = T(\tau)$, is $n$-trivial for some $n \geq 1$. By the definition (7) of $\cap$ and the form of $D(\rho)$, we find that if $b \otimes 1 \in F \times \rho C(B) \otimes C(F)$, then $t \cap (b \otimes 1) \in F^\rho \cap C(B) \otimes C(F)$. It follows that $d^1 = d \otimes 1$ and $d^2 = 0$, $2 \leq r \leq n$, in the spectral sequence $\overline{E}^r(F \times \rho B)$. Therefore we have:

**Theorem 32.5:** If $\tau$ is $n$-trivial for some $n \geq 1$, then

(i) $\overline{E}^2(p \otimes q) = \overline{E}^2 \rho B = H \rho B = H \rho B \otimes \rho C(F)$, and

(ii) $\overline{E}^2(p \otimes q) = \overline{E}^2(p \otimes q) = H \rho B \otimes \rho C(F)$

Under the hypothesis of $n$-triviality, we can also identify $d^{n+1}$ and $\delta_{n+1}$. Thus if $x \in \overline{E}^0(F \times \rho B)$ survives to $\overline{E}^{n+1}(F \times \rho B)$, then $d^{n+1}x$ is clearly induced by $t \cap x$ and if $h \in \overline{E}^n(F \times \rho B)$ survives to $\overline{E}^{n+1}(F \times \rho B)$, then $\delta_{n+1}(h)$ is induced by $(-1)^{d \otimes}h \cup t$.

By (19), since $t_i = 0$ for $i \leq n$, we have $d^{n+1} = 0$ and

$$d^{n+1} + t \cap d^{n+1} = 0$$

Thus $\mu \cap E^n C(B) \cap C(F)$ defines a cocycle $\nu \in Hom(C_{n+1}(B), C_n(G))$, whose cohomology class in $H^{n+1}(B; H_n(G))$ we denote by $\nu$. Now we have:

(a) $d^{n+1}(x) = \nu \cap x, x \in \overline{E}^n(B \otimes \rho C(F))$, and

(b) $\delta_{n+1}(h) = (-1)^{d \otimes}h \cup \nu, h \in \overline{E}^n(B \otimes \rho C(F))$

$\nu$ can be further identified as follows. Since we may assume that $G_i = e_i$ for $i < n$, we can define a cocycle $\nu \in C_{n+1}(G, H_n(G))$ by $\nu(g) = [g]$. $\nu$ is called the fundamental cocycle of $G$ and its cohomology class will be denoted by $\mu$. Since $B$ is reduced, say $B_0 = 0$, we may consider $\nu$ to be an element of

$$Hom(C_0(B) \otimes C(G, H_n(G)))$$

and then $\nu \cap t$ is defined. Now if $b \in B_{n+1}$, then:

$$(u \cap t)(b \otimes e_0) = u(t \cap (b \otimes e_0)) = u(b_0 \otimes t(b)) = t((b)) = \nu(b)$$

Thus $\nu \cap t = \nu$, hence $\delta_{n+1}(\mu) = (-1)^{n+1}\nu$ in $\overline{E}^{n+1}(F \times \rho B)$ (with coefficient ring $H_\rho(G)$). In other words, $\nu$ is the transgression of $(-1)^{n+1}\mu$ in this spectral sequence. We have now proven

**Theorem 32.6:** Let $F \times \rho B$ be a TCP with group $G$ such that $G_i = e_i$ for $i < n$. Let $\mu \in H^{n+1}(G \otimes \rho C(F)) = \overline{E}^{n+1}(F \times \rho B)$ (with coefficients $H_\rho(G)$) denote the cohomology class of the fundamental cocycle of $G$. Let $\nu \in H^{n+1}(B; H_n(G)) = \overline{E}^{n+1}(B \otimes \rho C(F))$ denote the transgression of $(-1)^{n+1}\mu$. Then $d^{n+1}$ on $\overline{E}^{n+1}(F \times \rho B)$ and $\delta_{n+1}$ on $\overline{E}^{n+1}(F \times \rho B)$ (with coefficients $\Lambda$) are defined by formu-
lae (a) and (b) above.

It remains only to identify the $U_T$-product induced on $E_2^r(F \times B)$, where $r$ is 1-trivial. Now under the identification (13), the cup product (5) on $C^*(B; C^*(F; A))$ becomes:

$$\text{Hom}(\tilde{B}, 1): \text{Hom}(C(B) \otimes C(F), A) \otimes \text{Hom}(C(B) \otimes C(F), A) \to \text{Hom}(C(B) \otimes C(F), A),$$

where $\tilde{B} = (1 \otimes T \otimes 1)(D \otimes D)$. Of course $D_T \neq \tilde{D}$ in general. An easy acyclic model proof shows that $\tilde{D}$ and $D'$ are chain homotopic (on the category of Cartesian products), where $D' = (l(T) \otimes l(T))D_T$. (Here $D$ is the coproduct on $C(F \times B)$, and $l(l,h) = (b,l.h)$.) $D'$ and $D_T$ both define natural transformations $E^1 \to E^1 \otimes E^1$ on the subcategory $\tilde{\mathcal{O}}$ of $\mathcal{R}_0$, the objects of which are all 1-trivial TCP's with reduced base complex. We have

**Theorem 32.7:** $D_T$ and $D': E^1 \to E^1 \otimes E^1$ are naturally chain homotopic on the category $\tilde{\mathcal{O}}$. Thus if $r$ is 1-trivial, then $E_2^r(F \times B) = H^*(B; H^*(F; A))$ as a ring, where the product on the right is the usual cup product.

**Proof:** Take as models in $\tilde{\mathcal{O}}$ all induced TCP's $F \times B \tilde{\Delta}[p]$, where the reduced complex $B$ is the base of a 1-trivial TCP $F \times B$ and $\tilde{\Delta}[p] \to B$. Then $E_{p, s}^1$ is representable, $p \geq 1$, since if $b: F \times B \tilde{\Delta}[p] \to F \times B$ covers $\tilde{b}$, then defining

$$\tilde{\xi}(b \otimes l(f)) = (\tilde{b}, \Delta_p \otimes l(f))$$

for $b \otimes l(f) \in C_p(B) \otimes H_*(F)$ we find $\lambda \tilde{\xi}(b \otimes l(f)) = b \otimes l(f)$. We claim that if $p + q > 2$, then $E_{p, s}^1 \otimes E_{p, s}^1 = 0$ on the models of $\tilde{\mathcal{O}}$. To see this, we note first that $\pi = \pi(\tilde{\Delta}[p])$ is a free group. In fact, $\pi$ is freely generated by $\{(i, i + 1) | 0 \leq i < p\}$. Next, if we choose a minimal subcomplex $M$ of $ST(\tilde{\Delta}[p])$, then $M$ is a $K(n, 1)$ and is therefore isomorphic to $\tilde{\Delta}(K(n, 0))$ by Theorem 23.6. Since $C(\tilde{\Delta}(K(n, 0)))$ is isomorphic to the bar construction of the group ring $Z(n)$ (see e.g. MacLane [42, p. 114]), it follows that $H_*(\tilde{\Delta}(n)) \cong H_*(\tilde{\Delta}(n), Z)$ (the cohomology of $\pi$ with coefficients in $Z$, or $\text{Tor}_Z^Z(\tilde{\Delta}(n), Z)$).

Since $\pi$ is free, $H_p(\tilde{\Delta}(n)) = 0$ for $p > 1$ (see e.g. [42, p. 123]) and $H_1(\tilde{\Delta}(n))$ is free abelian. By the Künneth theorem, this proves our claim. Now we will be able to obtain the desired chain homotopy by applying Theorem 28.3 with $n = 3$ and $s_0 = s_1 = s_2 = 0$ (using induction on the base degree in the proof), provided we can first prove that $D' = D_T$ on $E_{p, s}^1$, $p = 0, 1, 2$. It is easily seen that we may suppose $\phi = \delta T$ on $F^1 C(B) \otimes C(F)$ and $\phi = l t$ on $F^1 C(F \times B)$ when we restrict ourselves to the category $\tilde{\mathcal{O}}$. Thus $D' = D_T$ on $E_{p, s}^1$ and on $E_{p, s}^1$. It remains to prove that $D'$ and $D_T$ are chain homotopic on $E_{p, s}^1$. To prove this, let

$$\tilde{\Delta}[2] = \Delta[2] / \Delta[3],$$

where $\Delta[3]$ denotes the 1-skeleton of $\Delta[2]$, and define new models in $\tilde{\mathcal{O}}$ by $\mathcal{M}' = (G(\Delta[2]) \times \Delta[p]) \times_{\Delta[2]} \tilde{\Delta}[2]$. A proof similar to that of Lemma 31.4 proves that $E_{p, s}^1$ is representable for $p > 1$. An argument analogous to that given above shows that if $p + q > 2$, then $\Sigma_{i+j=2} E_{i, p}^1 \otimes E_{p, q}^1 = 0$ on the models. Now we can apply Theorem 28.3 with $n = 3$ to obtain the desired chain homotopy, provided we first prove that $D' \cong D_T$ on $E_{2, p}^1$, $p = 0, 1, 2$. Here a lengthy calculation gives the result, but on $\tilde{\mathcal{O}}$ we may suppose:

$$(b_0 \triangleright b_0)$$

(i) $\psi(f_2, b_2) = b_2 \otimes (b_0 \triangleright f_2) + \partial_2 f_2 \otimes (b_0 \triangleright f_2) + b_0 \otimes f_2,$

(ii) $\psi(b_2 \otimes f_2) = \sum_{(\mu, \nu)} (-1)^{\mu(\nu)} (s_{\mu_0} \cdots s_{\mu_t} r^{-1}(b_2) s_{\nu_0} \cdots s_{\nu_t} f_2),$
Remarks 32.8: There are several comments to be made.

(1) Had we developed the theory of the operation of $\pi_1(B)$ on $\pi_n(F)$, then the assumption of $1$-triviality on $r$ would have reduced to the assumption of $n$-simplicity for all $n$. However, the theory does not lend itself to the development of local coefficients.

(2) The treatment of products here is quite unsatisfactory. While it does show that products can be introduced in $[E, (F \times_f B)]$, it would be more desirable to have a procedure for defining a coproduct directly on $C(B) \otimes C(F)$, without having to throw the definition back to $C(F \times_f B)$. In case $C(B)$ is cocommutative, this can be done using a procedure developed in [45].

(3) The topological implications are clear. Starting with a Serre fibration $p: E \to B$, one can pass to a minimal sub-fibre space of the Kan fibration $S(p): S(E) \to S(B)$ and apply the theory above.
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The functor $G$ was introduced by Kan [30, 31]. Our proof of Theorem 26.6 follows that of Cartan [6]. This construction generalizes results of Milnor [49], who defined the functors $E, GE$, and $G \bar{E}$. The relationship between $G$ and $\bar{W}$ was investigated by Kan [31]. Free simplicial groups have been studied by Kan in [34, 35, and 36]. Also Kan [29] has reproved the Hurewicz theorem by means of a study of the algebraic situation given by the map $p: G(K) \to A(K)$ and has shown in [36] that the exact sequence of Remarks 26.10 is essentially that of Whitehead [63].

The method of acyclic models was introduced by Eilenberg and MacLane in [12], and was used in [16] to prove the Eilenberg-Zilber theorem. Our treatment follows these sources and MacLane [42]. Most of the material of the last three sections is contained, in rather different form, in Gugenheim [19]. Section 30 relies heavily on suggestions of J. C. Moore. A systematic study of Hopf algebras may be found in Milnor and Moore [51]. The proof of Brown's theorem is parallel to, but simpler than, the topological proof given in his original paper [3]. An explicit expression for a twisting cochain $T(r)$ in terms of the twisting function $r$ has been obtained by Szczarba [61].

The Serre spectral sequence was, of course, studied in the classical paper [57], following its introduction in cohomology by Leray [38, 39]. The approach here shows that the introduction of cubical singular theory is unnecessary, a fact shown by Gugenheim and Moore [20] using quite different methods. Brown [3] proved that the spectral sequence defined here is in fact isomorphic to that defined by Serre.

Szczarba [61] studied the products in the Wang spectral sequence using twisted tensor products. The form of $d_{n+1}$ and $\delta_{n+1}$ in the case of $n$-triviality was discovered by Fadell and Hurewicz [17], but of course the result is there proven by quite different methods. A generalization of this result is proven by Shih in [59].
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