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Preface

This is a revised edition of a booklet originally published with the title “On
the geometry of grassmannians and the symplectic group: the Maslov index and
its applications”. The original text was used as a textbook for a short course given
by the authors at the XI School of Differential Geometry, held at the Universidade
Federal Fluminense, Niteroi, Rio de Janeiro, Brazil, in 2000. This new edition
was written between November 2007 and September 2008 at the University of São
Paulo.

Several changes and additions have been made to the original text. The first two
chapters have basically remained in their original form, while in Chapter 3 a section
on the Seifert–van Kampen theorem for the fundamental groupoid of a topological
space has been added. Former Chapter 4 has been divided in two parts that have
become Chapters 4 and 5 in the present edition. This is where most of the changes
appear. In Chapter 4 we have added material on the notion of partial signatures at
a singularity of a smooth path of symmetric bilinear forms. The partial signatures
are used to compute the jump of the index for a path of real analytic forms in terms
of higher order derivatives. In Chapter 5, we have added a new and more general
definition of Maslov index for continuous curves with arbitrary endpoints in the
Lagrangian Grassmannian of a finite dimensional symplectic space. In the original
edition, we discussed only the homological definition, which applies only to curves
with “nondegenerate” endpoints. The presentation of this new definition employs
the Seifert–van Kampen theorem for the fundamental groupoid of a topological
space that was added to Chapter 3. We also discuss the notion of Maslov index for
pairs of Lagrangian paths, and related topics, like the notion of Conley–Zehnder
index for symplectic paths.

Given an isotropic subspace of a symplectic space, there is a natural construc-
tion of a new symplectic space called an isotropic reduction of the symplectic space
(see Example 1.4.17). In this new edition of the book we have also added a section
in Chapter 5 containing some material concerning the computation of the Maslov
index of a continuous path of Lagrangians that contain a fixed isotropic subspace.
This is reduced to the computation of the Maslov index in an isotropic reduction of
the symplectic space.

Finally, two appendices have been added. Appendix A contains a detailed
proof of the celebrated Kato’s selection theorem, in the finite dimensional case.
Kato’s theorem gives the existence of a real analytic path of orthonormal bases of
eigenvectors for a given real analytic path of symmetric operators. The proof of
Kato’s theorem presented in Appendix A is accessible to students with some back-
ground in Differential Geometry, including basic notions of covering spaces and
analytic functions of one complex variable. Kato’s theorem is needed for the proof
of the formula giving the Maslov index of a real analytic path of Lagrangians in
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terms of partial signatures. Appendix B contains an algebraic theory of general-
ized Jordan chains. Generalized Jordan chains are related to the notion of partial
signature discussed in Chapter 4.

Former Chapter 5, which contained material on some recent applications of
the notion of Maslov index in the context of linear Hamiltonian systems, has been
removed from the present version.

Incidentally, this book will be published 150 years after the publication of C. R.
Darwin’s On the origin of species, in 1859. Both authors are convinced evolution-
ists, and they wish to give a tribute to Darwin’s scientific work with two quotations
of the scientist at the beginning and at the end of the book. The authors grate-
fully acknowledge the partial financial support provided by Conselho Nacional de
Desenvolvimento Cientı́fico e Tecnológico (CNPq), Brazil, and by Fundação de
Amparo a Pesquisa do Estado de São Paulo (Fapesp), São Paulo, Brazil.

Dedication. This book is dedicated to Prof. Elon Lages Lima and to Prof. Man-
fredo Perdigão do Carmo on occasion of their 80th anniversary. Elon and Manfredo
are both authors of great math books from which the authors have learned and still
learn a lot.

São Paulo, October 2008



Introduction

The goal of this book is to describe the algebraic, the topological and the geo-
metrical issues that are related to the notion of Maslov index. The authors’ inten-
tion was to provide a self-contained text accessible to students with a reasonable
background in Linear Algebra, Topology and some basic Calculus on differential
manifolds. The new title of the book reflects this objective.

The notion of symplectic forms appears naturally in the context of Hamiltonian
mechanics (see [1]). Unlike inner products, symplectic forms are anti-symmetric
and may vanish when restricted to a subspace. The subspaces on which the sym-
plectic form vanishes are called isotropic and the maximal isotropic subspaces are
called Lagrangian. Hamiltonian systems naturally give rise to curves of symplecto-
morphisms, i.e., linear isomorphisms that preserve a symplectic form. In such con-
text, subspaces of the space where the symplectic form is defined may be thought
of as spaces of initial conditions for the Hamiltonian system. Lagrangian initial
conditions appear in many situations such as the problem of conjugate points in
Riemannian and semi-Riemannian geometry. Lagrangian initial conditions give
rise, by the curve of symplectomorphisms, to curves of Lagrangian subspaces. The
Maslov index is a (semi-)integer invariant associated to such curves. In many ap-
plications it has an interesting geometric meaning; for instance, in Riemannian
geometry the Maslov index of the curve of Lagrangians associated to a geodesic is
(up to an additive constant) equal to the sum of the multiplicities of conjugate (or
focal) points along the geodesic (see [6, 12]). Applications of Malsov index (and
other related indexes) can be found, for instance, in [2, 3, 4, 5, 10, 14, 15, 16, 18].

Chapter 1 deals with the linear algebraic part of the theory. We introduce the
basic notion of symplectic space, the morphisms of such spaces and the notion of
isotropic and Lagrangian subspaces of a symplectic space. Symplectic structures
are intimately related to inner products and complex structures, which are also
discussed in the chapter. The last part of the chapter deals with the notion of index
of a symmetric bilinear form and its main properties.

Chapter 2 deals with the geometrical framework of the theory. We describe
the differential structure of Grassmannians, that are compact manifolds whose el-
ements are subspaces of a given vector space. These manifolds are endowed with
differentiable transitive actions of Lie groups of isomorphisms of the vector space
turning them into homogenous spaces. A short account of the basics of the the-
ory of Lie groups and their actions on differential manifolds is given. The central
interest is in the differential structure of the Grassmannian of all Lagrangian sub-
spaces of a symplectic space. The local charts in a Grassmannian are obtained by
looking at subspaces of a vector space as graphs of linear maps. In the case of the
Lagrangian Grassmannian, such linear maps are symmetric.

Chapter 3 presents some topics in Algebraic Topology. We discuss the no-
tions of fundamental group and fundamental groupoid of a topological space. We
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present a version of the Seifert–Van Kampen theorem for the fundamental groupoid
which allows us to give a simple definition of Maslov index for arbitrary continu-
ous curves in the Lagrangian Grassmannian. We give a self-contained presentation
of the homotopy long exact sequence of a pair and of a fibration. This is used in
the calculations of the fundamental group of Lie groups and homogeneous spaces.
We then give a short account of the definition and the basic properties of the groups
of relative and absolute singular homology, and we prove the long homology exact
sequence of a pair of topological spaces. We also present the Hurewicz theorem
that relates the fundamental group to the first singular homology group of a topo-
logical space. The techniques developed in the chapter are used to compute the first
homology and the first relative homology groups of the Lagrangian Grassmannian.

In Chapter 4 we study curves of symmetric bilinear forms, and the evolution
of their index. We give a first criterion for computing the jump of the index at a
nondegenerate singularity instant, and then we discuss a higher order method that
gives a formula for the jumps of the index of a real-analytic path in terms of some
invariants called the partial signatures.

In Chapter 5 we introduce the notion of Maslov index for curves in the La-
grangian Grassmannian. We first discuss the classical definition of L0-Maslov
index, for paths whose endpoints are transverse to L0, given in terms of relative ho-
mology. We then give a more general definition using the fundamental groupoid of
the Lagrangian Grassmannian, which produces a half-integer associated to curves
with arbitrary endpoints. We discuss the notion of Maslov index for a pair of
curves in the Lagrangian Grassmannian, and the notion of Conley–Zehnder index
for curves in the symplectic group.

Appendix A contains a detailed proof of the celebrated Kato’s selection the-
orem in the finite dimensional case. The theorem gives the existence of a real-
analytic family of orthonormal eigenvectors for a real-analytic path of symmetric
operators on a vector space endowed with an inner product. Kato’s theorem is
employed in the computation of the Maslov index of real-analytic paths using the
partial signatures.

In Appendix B we discuss an algebraic theory of generalized Jordan chains
associated to a sequence of symmetric bilinear forms on a finite dimensional vector
space. Generalized Jordan chains are used to define the notion of partial signatures
at a degeneracy instant of a smooth path of symmetric bilinear forms.

At the end of each chapter we have given a list of exercises whose solution is
based on the material presented in the chapter. These exercises are meant either to
fill the details of some argument used in the text, or to give some extra information
related to the topic discussed in the chapter. The reader should be able to solve the
problems as he/she goes along; the solution, or a hint for the solution, of (almost)
all the exercises is given in Appendix C.



To kill an error is as good a service
as, and sometimes even better than, the
establishing of a new truth or fact.

Charles Darwin





CHAPTER 1

Symplectic Spaces

1.1. A short review of Linear Algebra

In this section we will briefly review some well known facts concerning the
identification of bilinear forms with linear maps on vector spaces. These identifi-
cations will be used repeatedly during the exposition of the material, and, to avoid
confusion, the reader is encouraged to take a few minutes to go through the pain of
reading this section.

The results presented are valid for vector spaces over an arbitrary field K,
however we will mainly be interested in the case thatK = R orK = C. Moreover,
we emphasize that even though a few results presented are also valid in the case of
infinite dimensional vector spaces, in this chapter we will always assume that the
vector spaces involved are finite dimensional.

Let V and W be vector spaces. We denote by Lin(V,W ) and by B(V,W ) re-
spectively the vector spaces of all the linear maps T : V → W and of bilinear
maps, called also bilinear forms, B : V ×W → K; by V ∗ we mean the dual space
Lin(V,K) of V . Shortly, we set Lin(V ) = Lin(V, V ) and B(V ) = B(V, V ).

There is a natural isomorphism:

(1.1.1) Lin(V,W ∗) −→ B(V,W ),

which is obtained by associating to each linear map T : V →W ∗ the bilinear form
BT ∈ B(V,W ) given by BT (v, w) = T (v)

(
w

)
.

1.1.1. REMARK. Given vector spaces V,W, V1,W1 and a pair (L,M) of linear
maps, withL ∈ Lin(V1, V ) andM ∈ Lin(W,W1), one defines another linear map:

(1.1.2) Lin(L,M) : Lin(V,W ) −→ Lin(V1,W1)

by:

(1.1.3) Lin(L,M) · T = M ◦ T ◦ L.
In this way, Lin(·, ·) becomes a functor, contravariant in the first variable and
covariant in the second, from the category of pairs of vector spaces to the cate-
gory of vector spaces. Similarly, given linear maps L ∈ Lin(V1, V ) and M ∈
Lin(W1,W ), we can define a linear map B(L,M) : B(V,W ) → B(V1,W1)
by setting B(L,M) · B = B(L·,M ·). In this way, B(·, ·) turns into a functor,
contravariant in both variables, from the category of pairs of vector spaces to the
category of vector spaces. This abstract formalism will infact be useful later (see
Section 2.3).

The naturality of the isomorphism (1.1.1) may be meant in the technical sense
of natural isomorphism between the functors Lin(·, ·) and B(·, ·) (see Exercise 1.1).

To avoid confusion, in this Section we will distinguish between the symbols
of a bilinear form B and of the associated linear map TB , or between a linear

1



2 1. SYMPLECTIC SPACES

map T and the associated bilinear form BT . However, in the rest of the book we
will implicitly assume the isomorphism (1.1.1), and we will not continue with this
distinction.

Given a pair of vector spaces V1 and W1 and linear maps L1 ∈ Lin(V1, V ),
L2 ∈ Lin(W1,W ), the bilinear forms BT (L1·, ·) and BT (·, L2·) correspond via
(1.1.1) to the linear maps T ◦ L1 and L∗

2 ◦ T respectively. Here, L∗
2 : W ∗ → W ∗

1

denotes the transpose linear map of L2 given by:

L∗
2(α) = α ◦ L2, ∀α ∈W ∗.

We will identify every vector space V with its bidual V ∗∗ and every linear map
T with its bitranspose T ∗∗. Given T ∈ Lin(V,W ∗) we will therefore look at T ∗

as an element in Lin(W,V ∗); if BT is the bilinear form associated to T , then the
bilinear form BT ∗ associated to T ∗ is the transpose bilinear form B∗

T ∈ B(W,V )
defined by B∗

T (w, v) = BT (v, w).
Given B ∈ B(V ), we say that B is symmetric if B(v, w) = B(w, v) for

all v, w ∈ V ; we say that B is anti-symmetric if B(v, w) = −B(w, v) for all
v, w ∈ V (see Exercise 1.3). The sets of symmetric bilinear forms and of anti-
symmetric bilinear forms are subspaces of B(V ), denoted respectively by Bsym(V )
and Ba−sym(V ). It is easy to see that B is symmetric (resp., anti-symmetric) if and
only if T ∗

B = TB (resp., T ∗
B = −TB), using the standard identification between V

and the bidual V ∗∗.
The reader is warned that, unfortunately, the identification (1.1.1) does not

behave well in terms of matrices, with the usual convention for the matrix repre-
sentations of linear and bilinear maps.

If (vi)ni=1 and (wi)mi=1 are bases of V andW respectively, we denote by (v∗i )
n
i=1

and (w∗
i )
m
i=1 the corresponding dual bases of V ∗ and W ∗. For T ∈ Lin(V,W ∗),

the matrix representation (Tij) of T satisfies:

T (vj) =
m∑
i=1

Tij w
∗
i .

On the other hand, ifB ∈ B(V,W ), the matrix representation (Bij) ofB is defined
by:

Bij = B(vi, wj);
hence, for all T ∈ Lin(V,W ∗) we have:

Tij = T (vj)(wi) = BT (vj , wi) = [BT ]ji.

Thus, the matrix of a linear map is the transpose of the matrix of the corresponding
bilinear form; in some cases we will be considering symmetric linear maps, and
there will be no risk of confusion. However, when we deal with symplectic forms
(see Section 1.4) one must be careful not to make sign errors.

1.1.2. DEFINITION. Given T ∈ Lin(V,W ), we define the pull-back associated
to T to be map:

T# : B(W ) −→ B(V )
given by T#(B) = B(T ·, T ·). When T is an isomorphism, we can also define the
push-forward associated to T , which is the map:

T# : B(V ) −→ B(W )

defined by T#(B) = B(T−1·, T−1·).
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1.1.3. EXAMPLE. Using (1.1.1) to identify linear and bilinear maps, we have
the following formulas for the pull-back and the push-forward:

(1.1.4) T#(B) = T ∗ ◦ TB ◦ T, T#(B) = (T−1)∗ ◦ TB ◦ T−1.

The identities (1.1.4) can be interpreted as equalities involving the matrix repre-
sentations, in which case one must use the matrices that represent B, T#(B) and
T#(B) as linear maps.

For B ∈ B(V ), the kernel of B is the subspace of V defined by:

(1.1.5) Ker(B) =
{
v ∈ V : B(v, w) = 0, ∀w ∈ V

}
.

The kernel of B coincides with the kernel of the associated linear map T : V →
V ∗. The bilinear form B is said to be nondegenerate if Ker(B) = {0}; this is
equivalent to requiring that its associated linear map T is injective, or equivalently,
an isomorphism.

1.1.4. EXAMPLE. If B ∈ B(V ) is nondegenerate, then B defines an isomor-
phism TB between V and V ∗ and therefore we can define a bilinear form [TB]#(B)
in V ∗ by taking the push-forward of B by TB . By (1.1.4), such bilinear form is as-
sociated to the linear map (T−1

B )∗; ifB is symmetric, then [TB]#(B) is the bilinear
form associated to the linear map T−1

B .

1.1.5. DEFINITION. LetB ∈ Bsym(V ) be a symmetric bilinear form in V . We
say that a linear map T : V → V is B-symmetric (respectively, B-anti-symmetric)
if the bilinear form B(T ·, ·) is symmetric (respectively, anti-symmetric). We say
that T is B-orthogonal if T#[B] = B, i.e., if B(T ·, T ·) = B.

1.1.6. EXAMPLE. Given B ∈ Bsym and T ∈ Lin(V ), the B-symmetry of T is
equivalent to:

(1.1.6) TB ◦ T = (TB ◦ T )∗;

clearly, the B-anti-symmetry is equivalent to TB ◦ T = −(TB ◦ T )∗.

When B is nondegenerate, we can also define the transpose of T relatively to
B, which is the linear map T̂ ∈ Lin(V ) such that B(Tv,w) = B(v, T̂w) for all
v, w ∈ V . Explicitly, we have

(1.1.7) T̂ = T−1
B ◦ T ∗ ◦ TB.

Then, T is B-symmetric (resp., B-anti-symmetric) iff T̂ = T (resp., iff T̂ = −T ),
and it is B-orthogonal iff T̂ = T−1.

We also say that T is B-normal if T commutes with T̂ .

Given a subspace S ⊂ V and a bilinear form B ∈ B(V ), the orthogonal
complement S⊥ of S with respect to B is defined by:

(1.1.8) S⊥ =
{
v ∈ V : B(v, w) = 0, ∀w ∈ S

}
.

In particular, Ker(B) = V ⊥. The annihilator So of S (in V ) is the subspace of V ∗

defined by:

So =
{
α ∈ V ∗ : α(w) = 0, ∀w ∈ S

}
.

Observe that S⊥ = T−1
B (So).
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1.1.7. EXAMPLE. Assume that B ∈ Bsym(V ) is nondegenerate and let T ∈
Lin(V ); denote by T̂ the B-transpose of T . If S ⊂ V is an invariant subspace for
T , i.e., if T (S) ⊂ S, then the B-orthogonal complement S⊥ of S is invariant for
T̂ . This follows from (1.1.7) and from the identity S⊥ = T−1

B (So), observing that
the annihilator So of S is invariant for T ∗.

1.1.8. PROPOSITION. If B ∈ B(V ) is nondegenerate and S ⊂ V is a sub-
space, then dim(V ) = dim(S) + dim(S⊥).

PROOF. Simply note that dim(V ) = dim(S) + dim(So) and that dim(S⊥) =
dim(So), and S⊥ = T−1

B (So), with TB an isomorphism, because B is nondegen-
erate. �

If B is either symmetric or anti-symmetric, then it is easy to see that S ⊂
(S⊥)⊥; the equality does not hold in general, but only if B is nondegenerate.

1.1.9. COROLLARY. Suppose that B ∈ B(V ) is either symmetric or anti-
symmetric; if B is nondegenerate, then S = (S⊥)⊥.

PROOF. It is S ⊂ (S⊥)⊥; by Proposition 1.1.8 dim(S) = dim
(
(S⊥)⊥

)
. �

If B ∈ B(V ) is nondegenerate and S ⊂ V is a subspace, then the restriction
of B to S × S may be degenerate. We have the following:

1.1.10. PROPOSITION. The restriction B|S×S is nondegenerate if and only if
V = S ⊕ S⊥.

PROOF. The kernel of the restrictionB|S×S is S∩S⊥; hence, if V = S⊕S⊥,
it follows that B is nondegenerate on S. Conversely, if B is nondegenerate on S,
then S ∩ S⊥ = {0}. It remains to show that V = S + S⊥. For, observe that the
map:

(1.1.9) S 3 x 7−→ B(x, ·)|S ∈ S∗

is an isomorphism. Hence, given v ∈ V , there exists x ∈ S such that B(x, ·) and
B(v, ·) coincide in S, thus x− v ∈ S⊥. This concludes the proof. �

1.1.11. COROLLARY. Suppose that B ∈ B(V ) is either symmetric or anti-
symmetric; if B is nondegenerate, then the following are equivalent:

• B is nondegenerate on S;
• B is nondegenerate on S⊥.

PROOF. Assume that B is nondegenerate on S. By Proposition 1.1.10 it is
V = S⊕S⊥; by Corollary 1.1.9 we have V = S⊥⊕(S⊥)⊥, from which it follows
that B is nondegenerate on S⊥ by Proposition 1.1.10. The converse is analogous,
since (S⊥)⊥ = S. �

1.1.12. EXAMPLE. Proposition 1.1.10 actually does not hold if V is not finite
dimensional. For instance, if V is the space of square summable sequences x =
(xi)i∈N of real numbers, i.e.,

∑
i∈N x

2
i < +∞, B is the standard Hilbert product

in V given by B(x, y) =
∑

i∈N xiyi and S ⊂ V is the subspace consisting of
all almost null sequences, i.e., xi 6= 0 only for a finite number of indices i ∈ N,
then it is easy to see that S⊥ = {0}. What happens here is that the map (1.1.9) is
injective, but not surjective.
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1.1.13. REMARK. Observe that Proposition 1.1.10 is indeed true if we assume
only that S is finite dimensional; for, in the proof presented, only the finiteness of
dim(S) was used to conclude that the map (1.1.9) is an isomorphism.

As an application of Proposition 1.1.10 we can now prove that every symmetric
bilinear form is diagonalizable. We say that a basis (vi)ni=1 of V diagonalizes the
bilinear formB ifB(vi, vj) = 0 for all i 6= j, i.e., ifB is represented by a diagonal
matrix in the basis (vi)ni=1.

1.1.14. THEOREM. Suppose that K is a field of characteristic different from 2.
Given B ∈ Bsym(V ), there exists a basis (vi)ni=1 of V that diagonalizes B.

PROOF. We prove the result by induction on dim(V ). If dim(V ) = 1 the
result is trivial; assume dim(V ) = n and that the result holds true for every vector
space of dimension less than n. If B(v, v) = 0 for all v ∈ V , then B = 0. For,

0 = B(v + w, v + w) = 2B(v, w),

and the filed K has characteristic different from 2. Since the result in the case that
B = 0 is trivial, we can assume the existence of v1 ∈ V such thatB(v1, v1) 6= 0. It
follows that B is nondegenerate on the one-dimensional subspace K v1 generated
by v1; by Proposition 1.1.10 we get:

V = K v1 ⊕ (K v1)⊥.

By the induction hypothesis, there exists a basis (vi)ni=1 of (K v1)⊥ that diagonal-
izes the restriction of B; it is then easy to check that the basis (vi)ni=2 diagonalizes
B. �

1.2. Complex structures

In this section we will study the procedure of changing the scalar field of a real
vector space, making it into a complex vector space. Of course, given a complex
vector space, one can always reduce the scalars to the real field: such operation
will be called reduction of the scalars.

Passing from the real to the complex field requires the introduction of an ad-
ditional structure, that will be called a complex structure. Many of the proofs in
this section are elementary, so they will be omitted and left as an exercise for the
reader.

For clarity, in this section we will refer to linear maps as R-linear or C-linear,
and similarly we will talk about R-bases or C-bases, real or complex dimension,
etc.

Let V be a complex vector space; we will denote by VR the real vector space
obtained by restriction of the multiplication by scalars C × V → V to R × V →
V . Observe that the underlying set of vectors, as well as the operation of sum,
coincides in V and VR. We say that VR is a realification of V , or that VR is obtained
by a reduction of scalars from V .

The endomorphism v 7→ iv of V given by the multiplication by the imaginary
unit i =

√
−1 is C-linear, hence also R-linear. The square of this endomorphism

is given by minus the identity of V . This suggests the following definition:

1.2.1. DEFINITION. Let V be a real vector space. A complex structure in V is
a linear map J : V → V such that J2 = J ◦ J = −Id.
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Clearly, a complex structure J is an isomorphism, since J−1 = −J .
Given a complex structure J on V it is easy to see that there exists a unique

way of extending the multiplication by scalars R×V → V of V to a multiplication
by scalar C× V → V in such a way that J(v) = iv. Explicitly, we define:

(1.2.1) (a+ b i)v = av + b J(v), a, b ∈ R, v ∈ V.

Conversely, as we had already observed, every complex extension of multiplication
by scalars for V defines a complex structure on V by J(v) = iv.

We will henceforth identify every pair (V, J), where V is a real vector space
and J is a complex structure of V , with the complex vector space V obtained from
(V, J) by (1.2.1). Observe that V is the realification VR of V .

1.2.2. EXAMPLE. For every n ∈ N, the space R2n has a canonical complex
structure defined by J(x, y) = (−y, x), for x, y ∈ Rn. We can identify (R2n, J)
with the complex vector space Cn by (x, y) 7→ x + iy. In terms of matrix repre-
sentations, we have:

(1.2.2) J =
(

0 −I
I 0

)
,

where 0 and I denote respectively the 0 and the identity n× n matrices.

We have the following simple Lemma:

1.2.3. LEMMA. Let (V1, J1) and (V2, J2) be real vector spaces endowed with
complex structures. A R-linear map T : V1 → V2 is C-linear if and only if T ◦J1 =
J2 ◦ T . In particular, the C-linear endomorphisms of a vector space with complex
structure (V, J) are the R-linear endomorphisms of V that commute with J .

PROOF. Left to the reader in Exercise 1.5. �

1.2.4. REMARK. Observe that if J is a complex structure on V , then also −J is
a complex structure, that will be called the conjugate complex structure. For λ ∈ C

and v ∈ V , the product of λ and v in the complex space (V,−J) is given by the
product of λ̄ and v in the complex space (V, J), where λ̄ is the complex conjugate
of λ. The set of complex bases of (V, J) and (V,−J) coincide; observe however
that the components of a vector in a fixed basis are conjugated when replacing J
by −J .

A C-linear map T between complex spaces is still C-linear when replacing the
complex structures by their conjugates in both the domain and the counterdomain.
The representations of T with respect to fixed bases in the complex structures and
the same bases in the conjugate complex structures are given by conjugate matrices.

1.2.5. DEFINITION. A map T between complex vector spaces is said to be
anti-linear, or conjugate linear, if it is additive and if T (λv) = λ̄T (v) for all
λ ∈ C and all v in the domain of T .

An anti-linear map is always R-linear when we see it as a map between the
realifications of the domain and the counterdomain. Moreover, a map is anti-linear
if and only if it is C-linear when the complex structure of its domain (or of its
counter domain) is replaced by the complex conjugate. In particular, the anti-linear
endomorphisms of (V, J) are the R-linear endomorphisms of V that anti-commute
with J .

We have the following relation between the bases of (V, J) and of V :



1.2. COMPLEX STRUCTURES 7

1.2.6. PROPOSITION. Let V be a (possibly infinite dimensional) real vector
space and J a complex structure on V . If (bj)j∈J is a C-basis of (V, J), then the
union of (bj)j ∈ J and

(
J(bj)

)
j∈J is an R-basis of V .

PROOF. Left to the reader in Exercise 1.6. �

1.2.7. COROLLARY. The real dimension of V is twice the complex dimension
of (V, J); in particular, a (finite dimensional) vector space admits a complex struc-
ture if and only if its dimension is an even number.

PROOF. We only need to show that every real vector space of even dimension
admits a complex structure. This is easily established by choosing an isomorphism
with R2n and using the canonical complex structure given in Example 1.2.2. �

1.2.8. EXAMPLE. If (V, J) is a real vector space with complex structure, then
the dual complex space of (V, J) is given by the set of R-linear maps α : V → C

such that:

(1.2.3) α ◦ J(v) = i α(v), v ∈ V.

It is easy to see that (1.2.8) determines the imaginary part of α when it is known
its real part; hence we have an R-linear isomorphism:

(1.2.4) (V, J)∗ 3 α 7−→ < ◦ α ∈ V ∗,

where < : C → R denotes the real part map. The isomorphism (1.2.4) therefore
induces a unique complex structure of V ∗ that makes (1.2.4) into a C-linear iso-
morphism. Such complex structure is called the dual complex structure, and it is
easy to see that it is given simply by the transpose map J∗.

We conclude this section with a relation between the matrix representations of
vectors and linear maps in real and complex bases. Let (V, J) be a 2n-dimensional
vector space with complex structure; a basis of V adapted to J , shortly a J-basis,
is a basis of the form

(1.2.5) (b1, . . . , bn, J(b1), . . . , J(bn));

in this case, (bj)nj=1 is a complex basis of (V, J). For instance, the canonical basis
of R2n, endowed with the canonical complex structure, is a J-basis corresponding
to the canonical basis of Cn. In other words, the J-bases of a vector space are
precisely those with respect to which the matrix representations of J is that given
by (1.2.2). The existence of J-bases is given by Proposition 1.2.6.

Let a J-basis of V be fixed, corresponding to a complex basis B = (bj)nj=1

of (V, J). Given v ∈ V with coordinates (z1, . . . , zn) in the basis B, then its
coordinates in the (real) J-basis of V are:

v ∼ (x1, . . . , xn, y1, . . . , yn),

where zj = xj + i yj , xj , yj ∈ R. If T is a C-linear map represented in the
complex basis by the matrix Z = A + i B (A and B real), then its representation
in the corresponding J-basis is:

(1.2.6) T ∼
(
A −B
B A

)
.
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1.2.9. REMARK. Formula (1.2.6) tells us that the map

Z = A+B i 7→
(
A −B
B A

)
is an injective homomorphism of the algebra of complex n × n matrices into the
algebra of real 2n× 2n matrices.

1.3. Complexification and real forms

In this section we show that any real vector space can be “extended” in a canon-
ical way to a complex vector space, by mimicking the relation between Rn and Cn;
such an extension will be called a complexification of the space. We also show that,
given a complex space, it can be seen as the complexification of several of its real
subspaces, that will be called the real forms of the complex space. We will only
consider the case of finite dimensional spaces, even though many of the results
presented will hold in the case of infinite dimensional spaces, up to minor modifi-
cations. Some of the proofs are elementary, and they will be omitted and left to the
reader as Exercises.

1.3.1. DEFINITION. Let V be a complex vector space; a real form in V is a real
subspace V0 of V (or, more precisely, a subspace of the realification VR of V) such
that:

VR = V0 ⊕ iV0.

In other words, a real form V0 in V is a real subspace such that every v ∈ V
can be written uniquely in the form v = v1 + i v2, with v1, v2 ∈ V0.

To a real form V0 we associate maps:

(1.3.1) < : V −→ V0, = : V −→ V0, c : V −→ V,
given by <(v1 + i v2) = v1, =(v1 + i v2) = v2 and c(v1 + i v2) = v1 − i v2, for
all v1, v2 ∈ V . We call <, = and c respectively the real part, imaginary part, and
conjugation maps associated to the real form V0. All these maps are R-linear; the
map c is also anti-linear. For v ∈ V , we also say that c(v) is the conjugate of v
relatively to the real form V0, and we also write:

c(v) = v̄.

1.3.2. DEFINITION. Let V be a real vector space. A complexification of V is a
pair (V C, ι), where V C is a complex vector space and ι : V → V C is an injective
R-linear map such that ι(V ) is a real form in V C.

The result of the following Proposition is usually known as the universal prop-
erty of the complexification:

1.3.3. PROPOSITION. Let V be a real vector space, (V C, ι) a complexification
of V and W a complex vector space. Then, given an R-linear map f : V → WR,
there exists a unique C-linear map f̃ : V C → W such that the following diagram
commutes:

(1.3.2) V C

f̃

!!
V

ι

OO

f
// W
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PROOF. Left to the reader in Exercise 1.7. �

As corollary, we obtain the uniqueness of a complexification, up to isomor-
phisms:

1.3.4. COROLLARY. Suppose that (V C
1 , ι1) and (V C

2 , ι2) are complexifications
of V . Then, there exists a unique C-linear isomorphism φ : V C

1 → V C
2 such that

the following diagram commutes:

V C
1

φ // V C
2

V

ι1

``AAAAAAA ι2

>>}}}}}}}

PROOF. Left to the reader in Exercise 1.8. �

If V is a real vector space, we can make the direct sum V ⊕ V into a complex
space by taking the complex structure J(v, w) = (−w, v). Setting ι(v) = (v, 0),
it is easy to see that (V ⊕ V, ι) is a complexification of V , that will be called the
canonical complexification of the real vector space V .

By Corollary 1.3.4, we do not need to distinguish between complexifications
of a vector space; so, from now on, we will denote by V C the canonical complexi-
fication of V , or, depending on the context, we may use the symbol V C to denote
some other complexification of V , which is necessarily isomorphic to the canonical
one.

The original space V will then be identified with ι(V ), so that we will always
think of an inclusion V ⊂ V C; since ι(V ) is a real form in V C, then V C is a direct
sum of V and i V :

V C = V ⊕ i V.

1.3.5. EXAMPLE. The subspace Rn ⊂ Cn is a real form in Cn, hence Cn is a
complexification of Rn.

1.3.6. EXAMPLE. The space Mn(R) of real n × n matrices is a real form in
the space Mn(C) of complex n× n matrices.

A less trivial example of a real form in Mn(C) is given by u(n), which is the
space of anti-Hermitian matrices, i.e., matrices A such that A∗ = −A, where A∗

denotes the conjugate transpose matrix of A. In this example, iu(n) is the space
of Hermitian matrices, i.e., the space of those matrices A such that A∗ = A. It is
easy to see that Mn(C) = u(n)⊕ iu(n), and so u(n) is a real form in Mn(C) and
Mn(C) is a complexification of u(n).

1.3.7. EXAMPLE. If V is a complex vector space and if (bj)nj=1 is a complex
basis of V , then the real subspace V0 of VR given by:

V0 =
{ n∑
j=1

λj bj : λj ∈ R, ∀ j
}

is a real form in V .
Actually, every real form of V can be obtained in this way; for, if V0 ⊂ V

is a real form, then an R-basis (bj)nj=1 of V0 is also a C-basis of V . It follows
in particular that the real dimension of a real form V0 is equal to the complex
dimension of V .
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Example 1.3.7 tells us that every complex space admits infinitely many real
forms; in the following proposition we give a characterization of the real forms in
a complex space. We recall that a bijection φ of a set is said to be an involution if
φ2 = φ ◦ φ = Id.

1.3.8. PROPOSITION. Let V be a complex space. Then there exists a bijection
between the set of real forms in V and the set of the anti-linear involutive automor-
phisms of V . Such bijection is obtained by:

• associating to each real form V0 ⊂ V its conjugation map c (see (1.3.1));
• associating to each anti-linear involutive automorphism c of V the set of

its fixed points V0 = {v ∈ V : c(v) = v}. �

The above result suggests an interesting comparison between the operation of
realification of a complex space and the operation of complexification of a real
space. In Section 1.2 we saw that, roughly speaking, the operations of realification
and of addition of a complex structure are mutually inverse; the realification is a
canonical procedure, while the addition of a complex structure employs an addi-
tional information, which is an automorphism J with J2 = −Id. In this section we
have the opposite situation. The complexification is a canonical operation, while
its “inverse” operation, which is the passage to a real form, involves an additional
information, which is an anti-linear involutive automorphism.

Let us look now at the complexification as a functorial construction. Let V1

and V2 be real spaces; from the universal property of the complexification (Propo-
sition 1.3.3) it follows that each linear map T : V1 → V2 admits a unique C-linear
extension TC : V C

1 → V C
2 . We have the following commutative diagram:

V C
1

TC
// V C

2

V1
T

//

ι

OO

V2

ι

OO

The linear map TC is called the complexification of T ; more concretely, we have
that TC is given by:

TC(v + i w) = T (v) + i T (w), v, w ∈ V1.

It is immediate that:

(1.3.3) (T1 ◦ T2)C = TC
1 ◦ TC

2 , IdC = Id,

and, when T is invertible

(1.3.4) (TC)−1 = (T−1)C.

The identities (1.3.3) imply that the complexification V → V C, T 7→ TC is a
functor from the category of real vector spaces with morphisms the R-linear maps
to the category of complex vector spaces with morphisms the C-linear maps.

Given a linear map T : V1 → V2, it is easy to see that:

(1.3.5) Ker(TC) = (Ker(T ))C, Im(TC) = Im(T )C;

in the context of categories, the identities (1.3.5) say that the complexification is an
exact functor, i.e., it takes short exact sequences into short exact sequences.
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If U ⊂ V is a subspace, it is easy to see that the complexification iC of the
inclusion i : U → V is injective, and it therefore gives an identification of UC with
a subspace of V C. More concretely, the subspace UC of V C is the direct sum of
the two real subspaces U and i U of V C; equivalently, UC is the complex subspace
of V C generated by the set U ⊂ V C. However, not every subspace of V C is the
complexification of some subspace of V . We have the following characterization:

1.3.9. LEMMA. Let V be a real vector space and let Z ⊂ V C be a complex
subspace of its complexification. Then, there exists a real subspace U ⊂ V with
Z = UC if and only if Z is invariant by conjugation, i.e.,

c(Z) ⊂ Z,
where c is the conjugation relative to the real form V ⊂ V C. If Z = UC, then such
U is uniquely determined, and it is given explicitly by U = Z ∩ V .

PROOF. Left to the reader in Exercise 1.9. �

Given real vector spaces V1 and V2, observe that the map:

(1.3.6) Lin(V1, V2) 3 T 7−→ TC ∈ Lin(V C
1 , V

C
2 )

is R-linear; we actually have the following:

1.3.10. LEMMA. The map (1.3.6) takes Lin(V1, V2) isomorphically onto a real
form in Lin(V C

1 , V
C
2 ), i.e., the pair formed by the space Lin(V C

1 , V
C
2 ) and the map

(1.3.6) is a complexification of Lin(V1, V2).

PROOF. Since (V C
2 )R = V2 ⊕ i V2, it is easy to see that:

(1.3.7) Lin
(
V1,

(
V C

2

)
R

)
= Lin(V1, V2) ⊕ iLin(V1, V2).

From the universal property of the complexification, it follows that the restriction
map

(1.3.8) Lin
(
V C

1 , V
C
2

)
3 S

∼=−−→ S|V1 ∈ Lin
(
V1,

(
V C

2

)
R

)
is an isomorphism. From (1.3.7) and (1.3.8) it follows:

(1.3.9) Lin
(
V C

1 , V
C
2

) ∼= Lin(V1, V2) ⊕ Lin(V1, V2),

where the two summands on the right of (1.3.9) are identified respectively with the
image of (1.3.6) and with the same image multiplied by i. �

From Lemma 1.3.8 it follows in particular that the dual V ∗ = Lin(V,R) can be
identified with a real form of the dual of the complexification (V C)∗ = Lin(V C,C)
(compare with Example 1.2.8).

Along the same lines of Lemma 1.3.9, in the next lemma we characterize the
image of (1.3.6):

1.3.11. LEMMA. Let V1, V2 be real vector spaces. Given a C-linear map S :
V C

1 → V C
2 , the following statements are equivalent:

• there exists an R-linear map T : V1 → V2 such that S = TC;
• S preserves real forms, i.e., S(V1) ⊂ V2;
• S commutes with conjugation, i.e., c ◦ S = S ◦ c, where c denotes the

conjugation maps in V C
1 and V C

2 with respect to the real forms V1 and V2

respectively.
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When one (hence all) of the above conditions is satisfied, there exists a unique
T ∈ Lin(V1, V2) such that S = TC, which is given by the restriction of S. �

1.3.12. EXAMPLE. Let V1, V2 be real vector spaces; choosing bases for V1

and V2, the same will be bases for the complexifications V C
1 and V C

2 (see Ex-
ample 1.3.7). With respect to these bases, the matrix representation of a linear
map T : V1 → V2 is equal to the matrix representation of its complexification
TC : V C

1 → V C
2 (compare with the result of Section 1.2, and more in particular

with formula (1.2.6)). In terms of matrix representations, the map (1.3.6) is simply
the inclusion of the real matrices into the complex matrices.

1.3.13. EXAMPLE. The real form in Lin(V C
1 , V

C
2 ) defined in the statement

of Lemma 1.3.10 corresponds to a conjugation map in Lin(V C
1 , V

C
2 ); given S ∈

Lin(V C
1 , V

C
2 ), we denote by S its conjugate linear map. Explicitly, S is given by:

S = c ◦ S ◦ c.

For, using Proposition 1.3.8 and Lemma 1.3.11, it suffices to observe that S 7→
c ◦ S ◦ c defines an anti-linear involutive automorphism of Lin(V C

1 , V
C
2 ) whose

fixed point set is the image of (1.3.6). Observe that we have the identity:

S(v) = S(v̄), v ∈ V C
1 .

In terms of bases, the matrix representation of S is the complex conjugate of the
matrix representation of S.

The theory presented in this section can be easily generalized to the case of
multi-linear maps, anti-linear maps and maps with “mixed” multi-linearity, like
sesquilinear maps. The latter case has special importance:

1.3.14. DEFINITION. Given complex vector spaces V1, V2 and V , we say that
a map B : V1 × V2 → V is sesquilinear if for all v1 ∈ V1 the map B(v1, ·) is
anti-linear and for all v2 ∈ V2 the map B(·, v2) is C-linear.

If V1 = V2 and if a real form is fixed in V , we say that a sesquilinear map B
is Hermitian (respectively, anti-Hermitian) if B(v1, v2) = B(v2, v1) (respectively,
B(v1, v2) = −B(v2, v1)) for all v1, v2 ∈ V1.

A Hermitian form in a complex space V is a sesquilinear Hermitian map B :
V × V → C; if B is positive definite, i.e., B(v, v) > 0 for all v 6= 0, we also say
that B is a positive Hermitian product, or simply an Hermitian product, in V .

In the same way that we define the complexification TC for an R-linear map,
we can define the complexification BC of an R-multilinear map B : V1 × · · · ×
Vp → V as its unique extension to a C-multi-linear map BC : V C

1 × · · · × V C
p →

V C. Similarly, we can associate to an R-linear map its unique extension TC :
V C

1 → V C
2 to an anti-linear map, and to an R-bilinear map B : V1 × V2 → V its

unique sesquilinear extension BCs : V C
1 × V C

2 → V C.
In Exercise 1.10 the reader is asked to generalize the results of this section,

in particular Proposition 1.3.3, Lemma 1.3.10 and Lemma 1.3.11, to the case of
multi-linear, conjugate linear or sesquilinear maps.

1.3.15. EXAMPLE. If V is a real vector space and B ∈ Bsym(V ) is a sym-
metric bilinear form on V , then the bilinear extension BC of B to V C is sym-
metric; on the other hand, the sesquilinear extension BCs of B is a Hermitian
form on V C. Similarly, the bilinear extension of an anti-symmetric bilinear form



1.3. COMPLEXIFICATION AND REAL FORMS 13

is anti-symmetric, while the sesquilinear extension of an anti-symmetric form is
anti-Hermitian.

The notions of kernel (see (1.1.5)), nondegeneracy and orthogonal complement
(see (1.1.8)) for symmetric and anti-symmetric bilinear forms generalize in an ob-
vious way to sesquilinear Hermitian and anti-Hermitian forms. If B is symmetric
(or anti-symmetric), it is easy to see that the condition of nondegeneracy of B is
equivalent to the nondegeneracy of either BC or BCs . Moreover, if B ∈ Bsym(V )
is positive definite, i.e., B(v, v) > 0 for all v 6= 0, then its sesquilinear extension
BCs is also positive definite. Observe that the C-bilinear extension BC will be
nondegenerate, but it is not positive definite (see Exercise 1.11).

For instance, the canonical inner product of Rn is given by:

〈x, y〉 =
n∑
j=1

xjyj .

Its sesquilinear extension defines the canonical Hermitian product in Cn, given by

(1.3.10) 〈z, w〉Cs =
n∑
j=1

zjw̄j ,

while its C-bilinear extension is given by:

〈z, w〉C =
n∑
j=1

zjwj .

1.3.16. REMARK. In the spirit of Definition 1.1.5, given a complex space V
and a Hermitian form B in V , we say that a C-linear map T ∈ Lin(V) is B-
Hermitian (respectively, B-anti-Hermitian) if B(T ·, ·) is a Hermitian (respectively,
anti-Hermitian) form. We also say that T is B-unitary if B(T ·, T ·) = B.

Given a real vector space V , B ∈ Bsym(V ) and if T ∈ Lin(V ) is a B-
symmetric (respectively, B-anti-symmetric) map, then its complexification TC in
Lin(V C) is a BCs-Hermitian (respectively, BCs-anti-Hermitian) map.

If T is B-orthogonal, then TC is BCs-unitary.

1.3.1. Complex structures and complexifications. The aim of this subsec-
tion is to show that there exists a natural correspondence between the complex
structures of a real space V and certain direct sum decompositions of its complex-
ification V C.

Let V be a real vector space and let J : V → V be a complex structure in V ; we
have that JC is a C-linear automorphism of the complexification V C that satisfies
(JC)2 = −Id. It is then easy to see that V C decomposes as the direct sum of
the two eigenspaces of JC corresponding to the eigenvalues i and −i respectively;
more explicitly, we define:

V h =
{
v ∈ V C : JC(v) = iv

}
,

V a =
{
v ∈ V C : JC(v) = −iv

}
.

Then, V h and V a are complex subspaces of V C, and V C = V h ⊕ V a; the projec-
tions onto the subspaces V h and V a are given by:

(1.3.11) πh(v) =
v − iJC(v)

2
, πa(v) =

v + iJC(v)
2

, v ∈ V C.
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We call the spaces V h and V a respectively the holomorphic and the anti-holomor-
phic subspaces of V C. Next proposition justifies the names of these spaces (see
also Example 1.3.18 below):

1.3.17. PROPOSITION. Let V be a real vector space and J a complex struc-
ture in V . Then, the projections πh and πa given in (1.3.11) restricted to V define
respectively a C-linear isomorphism of (V, J) onto V h and a C-anti-linear iso-
morphism of (V, J) onto V a. �

Proposition 1.3.17 tells us that, if we complexify a space V that already pos-
sesses a complex structure J , we obtain a complex space V C that contains a copy
of the original space (V, J) (the holomorphic subspace) and a copy of (V,−J)
(the anti-holomorphic subspace). Observe also that the holomorphic and the anti-
holomorphic subspaces of V C are mutually conjugate:

V a = c
(
V h

)
, V h = c

(
V a

)
,

where c denotes the conjugation of V C relative to the real form V .
In our next example we make a short digression to show how the theory of this

subsection appears naturally in the context of calculus with functions of several
complex variables.

1.3.18. EXAMPLE. The construction of the holomorphic and the anti-holomor-
phic subspaces appears naturally when one studies calculus of several complex
variables, or, more generally, when one studies the geometry of complex manifolds.

In this example we consider the space Cn, that will be thought as the real space
R2n endowed with the canonical complex structure. The real canonical basis of
Cn ' (R2n, J) will be denoted by:( ∂

∂x1
, . . . ,

∂

∂xn
,
∂

∂y1
, . . . ,

∂

∂yn

)
;

this is a basis of R2n adapted to J , and the corresponding complex basis of Cn is
given by: ( ∂

∂x1
, . . . ,

∂

∂xn
)
.

We now consider another complex space, given by the complexification (R2n)C '
C2n. We denote by J the multiplication by the scalar i in Cn, while in C2n such
multiplication will be denoted in the usual way v 7→ i v. Let JC : C2n → C2n be
the complexification of J , which defines the holomorphic and the anti-holomorphic
subspaces of C2n.

By Proposition 1.3.17, the projections πh and πa defined in (1.3.11) map the
canonical complex basis of Cn respectively into a basis of the holomorphic sub-
space and a basis of the anti-holomorphic subspace of C2n. These bases are usually
denoted by

(
∂
∂zj

)n
j=1

and
(
∂
∂z̄j

)n
j=1

; using (1.3.11) we compute explicitly:

∂

∂zj
=

1
2

(
∂

∂xj
− i

∂

∂yj

)
,

∂

∂z̄j
=

1
2

(
∂

∂xj
+ i

∂

∂yj

)
.

Observe that the vector ∂
∂z̄j is conjugate to the vector ∂

∂zj .
The notation ∂

∂xj , ∂
∂yj for the canonical basis of R2n is justified by the identifi-

cation of vectors in R2n with the partial derivative maps on differentiable functions
f : R2n → R. The complexification of R2n is therefore identified with the space
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of partial derivative maps acting on complex differentiable functions f : R2n → C;
in this notation, the Cauchy–Riemann equations, that characterize the holomorphic
functions, are given by setting equal to 0 the derivatives in the directions of the
anti-holomorphic subspace:

(1.3.12)
∂

∂z̄j
f = 0, j = 1, . . . , n.

Observe that f satisfies (1.3.12) if and only if its differential at each point is a
C-linear map from Cn ' (R2n, J) to C.

We now show that the decomposition into holomorphic and anti-holomorphic
subspace determines the complex structure:

1.3.19. PROPOSITION. Let V be a real vector space and consider a direct sum
of the complexification V C = Z1 ⊕ Z2, where Z1 and Z2 are mutually conjugate
subspaces of V C. Then, there exists a unique complex structure J on V such that
Z1 = V h; moreover, for such J , it is also Z2 = V a.

PROOF. The uniqueness follows from the fact that V h is the graph of −J when
we use the isomorphism V C ' V ⊕ V . For the existence, consider the unique
C-linear map in V C that has Z1 and Z2 as eigenspaces corresponding to the eigen-
values i and −i respectively. Clearly, such map commutes with the conjugation
and its square equals −Id. From Lemma 1.3.11 it follows that it is of the form JC

for some complex structure J : V → V . �

Let now T be a C-linear endomorphism of (V, J), i.e., an R-linear endomor-
phism of V such that T ◦J = J ◦T ; let TC be its complexification. It is easy to see
that the the holomorphic and the anti-holomorphic subspaces of V C are invariant
by TC; moreover, we have the following commutative diagrams:

(1.3.13) V
T //

πh|V ∼=
��

V

πh|V∼=
��

V h
TC

// V h

V
T //

πa|V ∼=
��

V

πa|V∼=
��

V a

TC

// V a

It follows from Proposition 1.3.17 that the vertical arrows in the diagram on the left
are C-linear isomorphisms of (V, J) with V h and the vertical arrows in the diagram
on the right are C-linear isomorphisms of (V,−J) in V a.

Let now (bj)nj=1 be a complex basis of (V, J) and let (bj , J(bj))nj=1 be the
corresponding real basis of V adapted to J . The latter is also a complex basis for
V C (see Example 1.3.7). By Proposition 1.3.17, the vectors uj , ūj defined by:

(1.3.14) uj =
bj − iJ(bj)

2
∈ V h, ūj =

bj + iJ(bj)
2

∈ V a, j = 1, . . . , n

form a complex basis of (V, J). If T is represented by the matrix Z = A + B i,
with A,B real matrices, in the basis (bj)nj=1 of V C (hence it is represented by the
matrix (1.2.6) with respect to the real basis of V ), then it follows from (1.3.13)
that the matrix representation of TC with respect to the basis (uj , ūj)nj=1 of V C is
given by:

(1.3.15) TC ∼
(
Z 0
0 Z

)
.
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On the other hand, the matrix representation of TC with respect to the basis
(bj , J(bj))nj=1 is again (1.2.6) (see Example 1.3.12). This shows in particular that
the matrices in (1.2.6) and in (1.3.15) are equivalent (or conjugate, i.e., represent-
ing the same linear map in different bases).

We summarize the above observations into the following:

1.3.20. PROPOSITION. Let V be a real vector space and J a complex structure
in V . If T is a C-linear endomorphism of (V, J), then:

• the trace of T as a linear map on V is twice the real part of the trace of
T as a linear map on (V, J);

• the determinant of T as a linear map on V is equal to the square of the
absolute value of the determinant of T as a linear map on (V, J).

More explicitly, if A,B and real n× n matrices, Z = A+B i and C is the matrix
given in (1.2.6), then we have the following identities:

tr(C) = 2<
(
tr(Z)

)
, det(C) = |det(Z)|2 ,

where tr(U), det(U) denote respectively the trace and the determinant of the ma-
trix U , and <(λ), |λ| denote respectively the real part and the absolute value of the
complex number λ. �

1.3.21. REMARK. Suppose that V is endowed with an inner product g, i.e., a
symmetric, positive definite bilinear form, and that J : V → V is a complex struc-
ture which is g-anti-symmetric. Then, we have J#g = g, i.e., J is g-orthogonal.
The map JC on V C will then be anti-Hermitian (and unitary) with respect to the
Hermitian product gCs in V C (see Remark 1.3.16). It is easy to see that the holo-
morphic and the anti-holomorphic subspaces of J are orthogonal with respect to
gCs :

gCs(v, w) = 0, v ∈ V h, w ∈ V a.

Using g and J , we can also define a Hermitian product gs in V by setting:

gs(v, w) = g(v, w) + ig(v, Jw), v, w ∈ V.

Actually, this is the unique Hermitian form in (V, J) that has g as its real part.
We have the following relations:

gCs
(
πh(v), πh(w)

)
=
gs(v, w)

2
, gCs

(
πa(v), πa(w)

)
=
gs(v, w)

2
, v, w ∈ V ;

they imply, in particular, that if (bj)nj=1 is an orthonormal complex basis of (V, J)
with respect to gs, then the vectors

√
2uj ,

√
2ūj , j = 1, . . . , n, (see (1.3.14)) form

an orthonormal real basis of V C with respect to gCs . Also the vectors bj and J(bj),
j = 1, . . . , n, form an orthonormal real basis of V with respect to g, and therefore
they form a complex orthonormal basis of V C with respect to gCs . We conclude
then that if Z = A+B i (A,B real matrices), then the matrices in formulas (1.2.6)
and (1.3.15) are unitarily equivalent, i.e., they represent the same complex linear
map in different orthonormal bases.

1.4. Symplectic forms

In this section we will study the symplectic vector spaces. We define the notion
of symplectomorphism, which is the equivalence in the category of symplectic
vector spaces, and we show that symplectic vector spaces of the same dimension
are equivalent.
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1.4.1. DEFINITION. Let V be a real vector space; a symplectic form on V is an
anti-symmetric nondegenerate bilinear form ω : V × V → R. We say that (V, ω)
is a symplectic vector space.

1.4.2. REMARK. If ω ∈ Ba−sym(V ) is a possibly degenerate anti-symmetric
bilinear form on V , then ω defines an anti-symmetric bilinear form ω on the quo-
tient V/Ker(ω); it is easy to see that ω is nondegenerate, hence (V/Ker(ω), ω) is
a symplectic space.

We start by giving a canonical form for the anti-symmetric bilinear forms; the
proof is similar to the proof of Theorem 1.1.14.

1.4.3. THEOREM. Let V be a p-dimensional vector space and ω ∈ Ba−sym(V )
an anti-symmetric bilinear form on V . Then, there exists a basis of V with respect
to which the matrix of ω (as a bilinear form) is given by:

(1.4.1) ω ∼

 0n In 0n×r
−In 0n 0n×r
0r×n 0r×n 0r

 ,

where r = dim(Ker(ω)), p = 2n + r, and 0α×β , 0α and Iα denote respectively
the zero α× β matrix, the zero square matrix α×α and the identity α×α matrix.

PROOF. In first place, it is clear that, if a basis as in the thesis is found, then
the last r vectors of this basis will be a basis for Ker(ω), from which we get r =
dim(Ker(ω)) and p = 2n+ r.

For the proof, we need to exhibit a basis (bi)
p
i=1 of V such that:

(1.4.2) ω(bi, bn+i) = −ω(bn+i, bi) = 1, i = 1, . . . , n,

and ω(bi, bj) = 0 otherwise. We use induction on p; if p ≤ 1 then necessarily
ω = 0 and the result is trivial.

Let’s assume p > 1 and that the result is true for all vector spaces of dimension
less than p. If ω = 0 the result is trivial; let’s assume then that v, w ∈ V are chosen
in such a way that ω(v, w) 6= 0, for instance ω(v, w) = 1. Then, it is easy to see
that ω is nondegenerate when restricted to the two-dimensional plane generated by
v and w; from Proposition 1.1.10 it follows that:

V = (Rv + Rw) ⊕ (Rv + Rw)⊥.

We now use the induction hypothesis to the restriction of ω to the (p − 2)-dimen-
sional vector space (Rv + Rw)⊥, and we obtain a basis (b2, . . . , bn, bn+2, . . . , bp)
of (Rv + Rw)⊥ in which ω takes the canonical form. This means that equality
(1.4.2) holds for i = 2, . . . , n, and ω(bi, bj) = 0 otherwise. The desired basis for
V is then obtained by setting b1 = v and bn+1 = w. �

1.4.4. COROLLARY. If (V, ω) is a symplectic space, then V is even dimen-
sional, and there exists a basis (bi)2ni=1 of V with respect to which the matrix of ω
as a bilinear form is given by:

(1.4.3) ω ∼
(

0 I
−I 0

)
,

where 0 and I denote respectively the zero and the identity n× n matrices.

1.4.5. DEFINITION. We say that (bi)2ni=1 is a symplectic basis of (V, ω) if the
matrix of ω as a bilinear form in this basis is given by (1.4.3).
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Observe that the matrix of the linear map ω : V → V ∗ is given by the transpose
of (1.4.3), i.e., it coincides with the matrix given in (1.2.2).

Corollary 1.4.4 tells us that every symplectic space admits a symplectic basis.
We now define sub-objects and morphisms in the category of symplectic spaces.

1.4.6. DEFINITION. Let (V, ω) be a symplectic space; We say that S is a sym-
plectic subspace if S ⊂ V is a subspace and the restriction ω|S×S is nondegenerate.
Hence, (S, ω|S×S) is a symplectic space.

Let (V1, ω1) and (V2, ω2) be symplectic spaces; a linear map T : V1 → V2 is a
symplectic map if T#(ω2) = ω1, i.e., if

ω2(T (v), T (w)) = ω1(v, w), ∀ v, w ∈ V1.

We say that T is a symplectomorphism if T is an isomorphism and a symplectic
map.

A symplectomorphism takes symplectic bases in symplectic bases; conversely,
if T : V1 → V2 is a linear map that takes some symplectic basis of V1 into some
symplectic basis of V2, then T is a symplectomorphism.

In terms of the linear maps ω1 ∈ Lin(V1, V
∗
1 ) and ω2 ∈ Lin(V2, V

∗
2 ), a map

T ∈ Lin(V1, V2) is symplectic if and only if:

(1.4.4) T ∗ ◦ ω2 ◦ T = ω1.

1.4.7. REMARK. Observe that the right hand side of equality (1.4.4) is an iso-
morphism, from which it follows that every symplectomorphism T is an injective
map. In particular, the image T (V1) is always a symplectic subspace of V2.

1.4.8. EXAMPLE. We define a symplectic form in R2n by setting:

(1.4.5) ω
(
(v1, w1), (v2, w2)

)
= 〈v1, w2〉 − 〈w1, v2〉,

for v1, v2, w1, w2 ∈ Rn, where 〈·, ·〉 denotes the canonical inner product of Rn.
We say that (1.4.5) is the canonical symplectic form of R2n; the canonical basis
of R2n is a symplectic basis for ω, hence the matrix of ω (as a bilinear map) with
respect to the canonical basis of R2n is (1.4.3).

The existence of a symplectic basis for a symplectic space (Corollary 1.4.4)
implies that every symplectic space admits a symplectomorphism with (R2n, ω),
hence the proof of every theorem concerning symplectic spaces can be reduced to
the case of (R2n, ω).

We can also define a canonical symplectic form in Rn ⊕Rn∗ by setting:

ω
(
(v1, α1), (v2, α2)

)
= α2(v1) − α1(v2),

where v1, v2 ∈ Rn and α1, α2 ∈ Rn∗. Again, the canonical basis of Rn ⊕Rn∗ is
a symplectic basis for the canonical symplectic form of Rn ⊕Rn∗.

1.4.9. REMARK. Denoting by (dq1, . . . ,dqn,dp1, . . . ,dpn) the canonical ba-
sis of R2n∗ (dual of the canonical basis of R2n), the canonical symplectic form of
R2n is given by:

ω =
n∑
i=1

dqi ∧ dpi.

It follows easily:

ωn = ω ∧ . . . ∧ ω = (−1)
n(n−1)

2 dq1 ∧ . . . ∧ dqn ∧ dp1 ∧ . . . ∧ dpn.
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Hence, ωn is a volume form in R2n; for all symplectomorphism T of (R2n, ω) we
therefore have:

T#(ωn) = ωn = det(T )ωn,
from which it follows det(T ) = 1. In general, not every linear map T with
det(T ) = 1 is a symplectomorphism of (R2n, ω); when n = 1 the symplectic form
ω is a volume form, hence T is a symplectomorphism if and only if det(T ) = 1.

The symplectomorphisms of a symplectic space (V, ω) form a group by com-
position.

1.4.10. DEFINITION. Let (V, ω) be a symplectic space; the symplectic group
of (V, ω) is the group of all symplectomorphisms of (V, ω), denoted by Sp(V, ω).
We denote by Sp(2n,R) the symplectic group of R2n endowed with the canonical
symplectic form.

Using a symplectic basis of (V, ω), a map T ∈ Lin(V ) is a symplectomor-
phism if and only if the matrix M that represents T in such basis satisfies:

(1.4.6) M∗ωM = ω,

where ω is the matrix given in (1.4.3). Writing

(1.4.7) T ∼
(
A B
C D

)
,

then (1.4.6) is equivalent to the following relations:

(1.4.8) D∗A−B∗C = I, A∗C and B∗D are symmetric,

where A,B,C,D are n × n matrices, I is the n × n identity matrix, and ∗ means
transpose (see Exercise 1.16). A matrix of the form (1.4.7) satisfying (1.4.8) will
be called a symplectic matrix.

We define direct sum of symplectic spaces.

1.4.11. DEFINITION. Given symplectic spaces (V1, ω1) and (V2, ω2), we de-
fine a symplectic form ω = ω1 ⊕ ω2 on V1 ⊕ V2 by setting:

ω((v1, v2), (w1, w2)) = ω1(v1, w1) + ω2(v2, w2), v1, w1 ∈ V1, v2, w2 ∈ V2.

The space (V1 ⊕ V2, ω1 ⊕ ω2) is called the direct sum of the symplectic spaces
(V1, ω1), (V2, ω2).

If (V, ω) is a symplectic space, two subspaces S1, S2 ⊂ V are said to be ω-
orthogonal if ω(v1, v2) = 0 for all vi ∈ Si, i = 1, 2. If V = S1 ⊕ S2 with S1 and
S2 ω-orthogonal, then it is easy to see that both S1 and S2 are symplectic subspaces
of (V, ω); in this case we say that V is the symplectic direct sum of the subspaces
S1 and S2.

Observe that the notion of direct sum for symplectic spaces is not meant as a
sum in a categorical sense, i.e., it is not true that a symplectic map on a direct sum
V1 ⊕ V2 is determined by its restriction to V1 and V2 (see Exercise 1.21).

1.4.12. EXAMPLE. If Ti : Vi → V ′
i , i = 1, 2, are symplectic maps, then the

map T = T1 ⊕ T2 : V1 ⊕ V2 → V ′
1 ⊕ V ′

2 defined by:

T (v1, v2) = (T1(v1), T2(v2)), vi ∈ Vi, i = 1, 2,

is also symplectic. If both T1 and T2 are symplectomorphisms, then also T is a
symplectomorphism.
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One needs to be careful with the notion of direct sum of symplectic spaces
when working with symplectic bases; more explicitly, the concatenation of a sym-
plectic basis (bi)2ni=1 of V1 and a symplectic basis (b′j)

2m
j=1 of V2 is not a symplectic

basis of V1 ⊕ V2. In order to obtain a symplectic basis of V1 ⊕ V2 we need to
rearrange the vectors as follows:

(b1, . . . , bn, b′1, . . . , b
′
m, bn+1, . . . , b2n, b

′
m+1, . . . , b

′
2m).

Similar problems are encountered when dealing with symplectic matrices: the sim-
ple juxtaposition of along the diagonal of an element of Sp(2n,R) and an element
of Sp(2m,R) does not produce an element of Sp(2(n+m),R); in order to obtain
a symplectic matrix it is necessary to perform a suitable permutation of the rows
and the columns of such juxtaposition.

1.4.1. Isotropic and Lagrangian subspaces. In this subsection we consider
a fixed symplectic space (V, ω), with dim(V ) = 2n.

1.4.13. DEFINITION. A subspace S ⊂ V is said to be isotropic if ω|S×S = 0.

Observe that S is isotropic if and only if it is contained in its orthogonal S⊥

with respect to ω; from Proposition 1.1.8 we have:

(1.4.9) dim(S) + dim(S⊥) = 2n,

from which it follows that the dimension of an isotropic subspace is at most n.
Observe that the notion of isotropic subspace is, roughly speaking, opposite to
the notion of symplectic subspace; for, by Proposition 1.1.10, S is a symplectic
subspace iff S ∩ S⊥ = {0}.

We have the following:

1.4.14. LEMMA. Let L ⊂ V be a subspace; the following statements are
equivalent:

• L is maximal isotropic, i.e., L is isotropic and it is not properly contained
in any other isotropic subspace of V ;

• L = L⊥;
• L is isotropic and dim(L) = n.

PROOF. If L is maximal isotropic, then L ⊂ L⊥ and for v ∈ L⊥ the subspace
L + R v is isotropic and it contains L. It follows that L = L + R v, hence v ∈ L
and L = L⊥. If L = L⊥, then L is isotropic, and from (1.4.9) it follows that
dim(L) = n. Finally, if L is isotropic and dim(L) = n, then L is maximal
isotropic, because the dimension of an isotropic subspace is at most n. �

1.4.15. DEFINITION. A subspace L ⊂ V is said to be Lagrangian subspace if
it satisfies one (hence all) of the statements in Lemma 1.4.14.

1.4.16. EXAMPLE. The subspaces {0} ⊕ Rn and Rn ⊕ {0} are Lagrangian
subspaces of R2n endowed with the canonical symplectic structure. Given a linear
map T ∈ Lin(Rn), then its graph Graph(T ) = {v + T (v) : v ∈ Rn} is a
Lagrangian subspace of R2n endowed with the canonical symplectic structure if
and only if T is symmetric with respect to the canonical inner product of Rn.

1.4.17. EXAMPLE. If S ⊂ V is an isotropic subspace, then the kernel of the
restriction of ω to S⊥ is the subspace (S⊥)⊥ ∩ S⊥ = S (see Corollary 1.1.9). It
follows that ω defines by passing to the quotient a symplectic form ω in S⊥/S
(Remark 1.4.2).
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In the following definition we relate symplectic forms and complex structures
on V :

1.4.18. DEFINITION. A complex structure J : V → V is said to be compatible
with the symplectic form ω if ω(·, J ·) is an inner product. More explicitly, J is
compatible with ω if:

−ω(Jv,w) = ω(v, Jw), ∀ v, w ∈ V,

and if ω(v, Jv) > 0 for all v 6= 0.

1.4.19. EXAMPLE. The canonical complex structure of R2n (Example 1.2.2)
is compatible with the canonical symplectic structure of R2n. The inner product
ω(·, J ·) is simply the canonical inner product of R2n. It follows that every sym-
plectic space admits a complex structure compatible with the symplectic form: it
is enough to define J by the matrix (1.2.2) with respect to any fixed symplectic ba-
sis. Such basis will then be an orthonormal basis with respect to the inner product
ω(·, J ·).

Let’s assume that J is a given complex structure on V which is compatible
with ω, and let’s denote by g the inner product ω(·, J ·); J is a symplectomorphism
of (V, ω) (see Exercise 1.22) and the following identity holds:

g(J ·, ·) = ω.

A compatible complex structure J can be used to construct a Lagrangian which
is complementary to a given Lagrangian:

1.4.20. LEMMA. If L ⊂ V is a Lagrangian subspace and J is a complex
structure compatible with ω, then V = L⊕ J(L).

PROOF. It suffices to observe that L and J(L) are orthogonal subspaces with
respect to the inner product g. �

1.4.21. COROLLARY. Every Lagrangian subspace admits a complementary
Lagrangian subspace.

PROOF. It follows from Lemma 1.4.20, observing that J(L) is Lagrangian,
since J is a symplectomorphism (Exercise 1.22). �

We can define a complex valued sesquilinear form gs (see Definition 1.3.14) in
the complex space (V, J) by setting:

(1.4.10) gs(v, w) = g(v, w) − i ω(v, w).

It is easy to see that gs is a positive Hermitian product in (V, J).
Recall from Remark 1.3.16 that a C-linear endomorphism is gs-unitary when

gs(T ·, T ·) = gs; in this situation we also say that T preserves gs. We have the
following:

1.4.22. PROPOSITION. Let T ∈ Lin(V ) be an R-linear map; the following
statements are equivalent:

• T is C-linear in (V, J) and gs-unitary;
• T is orthogonal with respect to g and T ∈ Sp(V, ω).
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PROOF. If T is C-linear and gs-unitary, then T preserves gs, hence it preserves
separately its real part, which is g, and its imaginary part, which is −ω. Hence T
is an orthogonal symplectomorphism.

Conversely, if T is an orthogonal symplectomorphism, then the following iden-
tities hold:

T ∗ ◦ g ◦ T = g, T ∗ ◦ ω ◦ T = ω, ω = g ◦ J,
considering g and ω as linear maps in Lin(V, V ∗) (see Example 1.1.3)). It follows
easily that J ◦ T = T ◦ J , i.e., T is C-linear. Since T preserves both the real and
the imaginary part of gs, we conclude that T is gs-unitary. �

1.4.23. EXAMPLE. The canonical complex structure J of R2n (see Exam-
ple 1.4.8) is compatible with its canonical symplectic structure (Example 1.2.2),
and the inner product g corresponds to the canonical inner product of R2n. If we
identify (R2n, J) with Cn (Example 1.2.2), the Hermitian product gs coincides
with the canonical Hermitian product of Cn given in (1.3.10).

1.4.24. REMARK. Observe that if (V, J) is a complex space endowed with a
Hermitian product gs, then the real part of gs is a positive inner product g on V and
the imaginary part of gs is a symplectic form on V ; moreover, defining ω as minus
the imaginary part of gs, it follows that J is compatible with ω and g = ω(·, J ·).

1.4.25. REMARK. If V is a real vector space, g is a positive inner product
on V and J is a complex structure which is g-anti-symmetric (or, equivalently,
g-orthogonal), then we get a symplectic form on V by setting ω = g(J ·, ·). The
complex structure J will then be compatible with ω, and g = ω(·, J ·). Again, we
also get a Hermitian product gs in (V, J) defined by (1.4.10).

We have the following relation between Lagrangian subspaces and the Hermit-
ian product gs:

1.4.26. LEMMA. A subspace L ⊂ V is Lagrangian if and only if it is a real
form which is preserved by gs, i.e., V = L⊕ J(L) and gs(L× L) ⊂ R.

PROOF. It follows from Lemma 1.4.20 and the observation that the imaginary
part of gs equals −ω. �

As a corollary, we now prove that the group of gs-unitary isomorphisms of
(V, J) acts transitively on the set of Lagrangian subspaces of (V, ω):

1.4.27. COROLLARY. Given any pair of Lagrangian subspaces L1, L2 of V ,
there exists a C-linear isomorphism T of (V, J) which is gs-unitary and such that
T (L1) = L2.

PROOF. Let (bj)nj=1 be an orthonormal basis of L1 with respect to the inner
product g; since L1 is a real form of (V, J), it follows that (bj)nj=1 is a complex
basis of (V, J) (see Example 1.3.7). Moreover, since gs is real on L1, it follows
that (bj)nj=1 is an orthonormal basis of (V, J) with respect to gs. Similarly, we
consider a basis (b′j)

n
j=1 of L2 which is orthonormal with respect to g, and we

obtain that (b′j)
n
j=1 is a gs-orthonormal basis of (V, J). It follows that the C-linear

isomorphism T defined by T (bj) = b′j , for all j = 1, . . . , n, is unitary and satisfies
T (L1) = L2. �

It follows that also the symplectic group acts transitively on the set of La-
grangian subspaces:
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1.4.28. COROLLARY. Given any pair L1, L2 of Lagrangian subspaces of the
symplectic space (V, ω), there exists a symplectomorphism T ∈ Sp(V, ω) such that
T (L1) = L2.

PROOF. It follows from Corollary 1.4.27, observing that every gs-unitary map
is a symplectomorphism (Proposition 1.4.22). �

1.4.29. REMARK. For later use, we will mention a mild refinement of the
result of Corollary 1.4.27. Given Lagrangian subspaces L1, L2 ⊂ V and chosen
orientations O1 and O2 respectively on the spaces L1 and L2, it is possible to find
a C-linear and gs-unitary endomorphism T of (V, J) such that T (L1) = L2 and
such that T |L1 : L1 → L2 is positively oriented. To see this, it suffices to choose
in the proof of Corollary 1.4.27 the g-orthonormal bases (bj)nj=1 and (b′j)

n
j=1 of L1

and L2 respectively in such a way that they are positively oriented.

1.4.30. REMARK. Given a Lagrangian subspace L0 ⊂ V , then it is always
possible to find a basis (bj)2nj=1 of V which is at the same time symplectic, adapted
to J , and such that (bj)nj=1 is a basis of L0. For, if (bj)nj=1 is a g-orthonormal
basis of L0, then the basis defined in (1.2.5) satisfies the required properties; more-
over, such basis is g-orthonormal and the complex basis (bj)nj=1 of (V, J) is gs-
orthonormal. We therefore obtain a basis that puts simultaneously all the objects
(V, ω, J, g, gs, L0) in their canonical forms.

In the spirit of Remark 1.4.24 and Remark 1.4.25, one can ask himself whether
given a real space V endowed with a symplectic form ω and a positive inner product
g, it is possible to construct a complex structure J and a Hermitian product gs which
are naturally associated to g and ω. If one requires the condition ω = g(J ·, ·),
then this is clearly impossible in general, because there exists a unique map H ∈
Lin(V ) such that ω = g(H·, ·), and such H does not in general satisfy H2 = −Id.

We conclude the subsection with a result in this direction:

1.4.31. PROPOSITION. Let (V, ω) be a symplectic space and g a positive inner
product in V . Then there exists a unique complex structure J in V which is g-anti-
symmetric (or, equivalently, g-orthogonal) and compatible with ω.

PROOF. The uniqueness is the hard part of the thesis, which we now prove.
Suppose that J is a given g-anti-symmetric complex structure in V which is com-
patible with ω, and let H ∈ Lin(V ) be the unique linear map such that ω =
g(H·, ·). Then, H is a g-anti-symmetric isomorphism of V .

The compatibility of J with ω is equivalent to the condition that g(HJ ·, ·) be a
symmetric bilinear form on V which is negative definite. By the usual identification
of linear and bilinear maps, we see that the g-anti-symmetry property of H and J ,
together with the g-symmetry of HJ are expressed by the following relations:

g ◦ J = −J∗ ◦ g, g ◦H = −H∗ ◦ g, g ◦H ◦ J = J∗ ◦H∗ ◦ g,
from which it follows easily that H ◦ J = J ◦H .

We now consider the complexifications JC,HC ∈ Lin(V C) and the unique
sesquilinear extension gCs of g to V C; clearly, gCs is a positive Hermitian product
in V C, with respect to which HC and JC are anti-Hermitian maps (see Exam-
ple 1.3.15 and Remark 1.3.16); moreover, HC ◦JC = JC ◦HC and (JC)2 = −Id.

Since HC is gCs-anti-Hermitian, then HC can be diagonalized in a gCs-ortho-
normal basis of V C (see Exercise 1.24); its eigenvalues are pure imaginary (non
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zero, because HC is invertible), and since HC commutes with the conjugation, it
follows that eigenspaces of HC corresponding to two conjugate eigenvalues are
mutually conjugate (see Lemma 1.3.11). We can then write a gCs-orthogonal de-
composition:

V C =
r⊕
j=1

Zi λj
⊕

r⊕
j=1

Z−i λj
,

where λj > 0 for all j, Zi λ the eigenspace of HC corresponding to the eigenvalue
iλ; also, Z−iλ is the conjugate of Ziλ.

Since JC commutes with HC, it follows that the eigenspaces of HC are in-
variant by JC. The restriction of JC to each Ziλj

is an anti-Hermitian map whose
square is −Id, from which it follows that such restriction is diagonalizable, and its
possible eigenvalues are i and −i. The restriction of gCs(JC ◦HC ·, ·) to Ziλj

, that
coincides with the restriction of iλj gCs(JC ·, ·)) must be Hermitian and negative
definite, from which it follows that the unique eigenvalue of the restriction of JC

to Ziλj
must be equal to i.

We conclude that the restriction of JC to Ziλj
is the map of multiplication

by i, and the restriction of JC to Z−iλj
is the map of multiplication by −i; such

conditions determine JC, which shows the uniqueness of J .
For the existence, simply consider the unique complex structure J on V whose

holomorphic space coincides with
⊕

j Ziλj
(see Proposition 1.3.19). �

1.4.2. Lagrangian decompositions of a symplectic space. In this subsection
we study the properties of Lagrangian decompositions of a symplectic space, that
will be fundamental in the study of the Lagrangian Grassmannian in Section 2.5.
Throughout this subsection we will fix a symplectic space (V, ω), with dim(V ) =
2n. We start with a definition:

1.4.32. DEFINITION. A Lagrangian decomposition of (V, ω) is a pair (L0, L1)
of Lagrangian subspaces of V with V = L0 ⊕ L1.

1.4.33. EXAMPLE. The pair (Rn ⊕ {0}, {0} ⊕ Rn) is a Lagrangian decom-
position of R2n endowed with the canonical symplectic structure. More generally,
if L ⊂ V is a Lagrangian subspace and J is a complex structure on V compatible
with ω, then (L, J(L)) is a Lagrangian decomposition of (V, ω) (see Lemma 1.4.20
and the proof of Corollary 1.4.21).

Given a Lagrangian decomposition (L0, L1) of (V, ω), we define a a map:

ρL0,L1 : L1 −→ L∗
0

by setting

(1.4.11) ρL0,L1(v) = ω(v, ·)|L0

for all v ∈ L1; it is easy to see that ρL0,L1 is an isomorphism (see Exercise 1.25).

1.4.34. REMARK. The isomorphism ρL0,L1 gives us an identification of L1

with the dual space L∗
0, but the reader should be careful when using this identifi-

cation for the following reason. The isomorphism ρL0,L1 induces an isomorphism
(ρL0,L1)

∗ : L∗∗
0 ' L0 → L∗

1; however, (ρL0,L1)
∗ does not coincide with ρL1,L0 ,

but with its opposite:

(1.4.12) (ρL0,L1)
∗ = −ρL1,L0 .
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If L ⊂ V is a Lagrangian subspace, we also define an isomorphism:

ρL : V/L −→ L∗,

by setting ρL(v + L) = ω(v, ·)|L.
Given a Lagrangian decomposition (L0, L1) of (V, ω), we have the following

commutative diagram of isomorphisms:

(1.4.13) L1
ρL0,L1

""E
EEEEEEE

q

��

L∗
0

V/L0

ρL0

<<zzzzzzzz

where q is the restriction to L1 of the quotient map V → V/L0.
An application of the isomorphism ρL0,L1 is given in the following:

1.4.35. LEMMA. If L0 ⊂ V is a Lagrangian subspace, then every basis (bi)ni=1

of L0 extends to a symplectic basis (bi)2ni=1 of V ; moreover, given any Lagrangian
L1 which is complementary to L0, one can choose the basis (bi)2ni=1 in such a way
that (bi)2ni=n+1 is a basis of L1.

PROOF. Observe first that the Lagrangian L0 admits a complementary La-
grangian L1 (see Corollary 1.4.21); given one such Lagrangian L1, we define:

bn+i = −ρ−1
L0,L1

(b∗i ), i = 1, . . . , n,

where (b∗i )
n
i=1 is the basis of L∗

0 which is dual to (bi)ni=1. �

1.4.36. COROLLARY. Given (L0, L1) and (L′
0, L

′
1) Lagrangian decomposi-

tions of (V, ω) and (V ′, ω′) respectively, then every isomorphism from L0 to L′
0

extends to a symplectomorphism T : V → V ′ such that T (L1) = L′
1.

PROOF. Let (bi)ni=1 be a basis of L0 and let (b′i)
n
i=1 be the basis of L′

0 which
corresponds to (bi)ni=1 by the given isomorphism. Using Lemma 1.4.35 we can find
symplectic bases (bi)2ni=1 and (b′i)

2n
i=1 of V and V ′ in such a way that (bi)2ni=n+1 and

(b′i)
2n
i=n+1 are bases of L1 and L′

1 respectively; to conclude the proof one simply
chooses T such that T (bi) = b′i, i = 1, . . . , 2n. �

1.4.37. COROLLARY. If L0 ⊂ V is a Lagrangian subspace, then every iso-
morphism of L0 extends to a symplectomorphism of V .

PROOF. Choose a Lagrangian L1 complementary to L0 (see Corollary 1.4.21)
and apply Corollary 1.4.36. �

1.4.38. LEMMA. Let S be an isotropic subspace of V and consider the quotient
map q : S⊥ → S⊥/S onto the symplectic space (S⊥/S, ω) (see Example 1.4.17).

(a) If L is a Lagrangian subspace of V then q(L ∩ S⊥) is a Lagrangian
subspace of S⊥/S. In particular, if L is a Lagrangian subspace of V
containing S then L/S is a Lagrangian subspace of S⊥/S.

(b) If (L0, L1) is a Lagrangian decomposition of V then the following two
conditions are equivalent:
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• L1 ∩ S = {0} and
(
q(L0 ∩ S⊥), q(L1 ∩ S⊥)

)
is a Lagrangian

decomposition of S⊥/S;
•

(
(L0 ∩ S⊥) + (L1 ∩ S⊥)

)
∩ S = L0 ∩ S.

PROOF. For part (a) it is immediate that q(L ∩ S⊥) is isotropic. To compute
the dimension of q(L∩S⊥), observe that q(L∩S⊥) is the image of the restriction
of q to L∩S⊥ and that the kernel of such restriction is L∩S⊥∩S = L∩S. Thus:

(1.4.14) dim(L ∩ S⊥) = dim(L ∩ S) + dim
(
q(L ∩ S⊥)

)
.

But L ∩ S⊥ = (L+ S)⊥ and therefore:

(1.4.15) dim(L ∩ S⊥) = 2n− dim(L+ S).

Combining (1.4.14) and (1.4.15) and using that dim(L + S) + dim(L ∩ S) =
n+dim(S) we get dim

(
q(L∩S⊥)

)
= n−dim(S) = 1

2 dim(S⊥/S). This proves
part (a). Part (b) follows from the result of Exercise 1.4 by setting W = S⊥,
Z1 = L0 ∩ S⊥, Z2 = L1 ∩ S⊥. �

1.4.39. LEMMA. If L0 ⊂ V is a Lagrangian subspace and S ⊂ V is an
isotropic subspace then there exists a Lagrangian subspace L ⊂ V containing S
with L0 ∩ L = L0 ∩ S.

PROOF. It suffices to show that if S is not Lagrangian then there exists an
isotropic subspace S̃ of V containing properly S with L0 ∩ S̃ = L0 ∩ S. If we can
find v ∈ S⊥ with v 6∈ L0 + S, then the isotropic subspace S̃ can be obtained by
setting S̃ = S+Rv. Thus, we have to show that S⊥ is not contained in L0+S. But
S⊥ ⊂ L0 + S implies (L0 + S)⊥ ⊂ (S⊥)⊥ = S, i.e., L⊥

0 ∩ S⊥ = L0 ∩ S⊥ ⊂ S.
Then L0 ∩ S⊥ ⊂ L0 ∩ S. This is impossible, since part (a) of Lemma 1.4.38 says
that the quotient map q : S⊥ → S⊥/S sends L0 ∩S⊥ to a Lagrangian subspace of
the (non zero) symplectic space S⊥/S, while q(L0∩S⊥) ⊂ q(L0∩S) = {0}. �

1.4.40. COROLLARY. If R, S are isotropic subspaces of V then there exists a
Lagrangian L containing S with R ∩ L = R ∩ S.

PROOF. Let L0 be an arbitrary Lagrangian containing R. Choose L as in
Lemma 1.4.39. Clearly:

R ∩ L = R ∩ L0 ∩ L = R ∩ L0 ∩ S = R ∩ S. �

The technique of extending bases of Lagrangians to symplectic bases of the
symplectic space may be used to give an alternative proof of Corollary 1.4.28.
Roughly speaking, Corollary 1.4.28 tells us that Lagrangian subspaces are “indis-
tinguishable” from the viewpoint of the symplectic structure; our next Proposition
tells us that the only invariant of a pair (L0, L1) of Lagrangian subspaces is the
dimension of their intersection L0 ∩ L1:

1.4.41. PROPOSITION. Given three Lagrangian subspaces L0, L, L
′ ⊂ V with

dim(L0 ∩L) = dim(L0 ∩L′), there exists a symplectomorphism T of (V, ω) such
that T (L0) = L0 and T (L) = L′.

PROOF. By Corollary 1.4.37, there exists a symplectomorphism of (V, ω) that
takes L0 into itself and L0 ∩L onto L0 ∩L′; we can therefore assume without loss
of generality that L0 ∩ L = L0 ∩ L′.
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Set S = L0 ∩ L = L0 ∩ L′; clearly S is isotropic and L0, L, L
′ ⊂ S⊥. We

have a symplectic form ω in S⊥/S obtained from ω by passing to the quotient (see
Example 1.4.17).

Denote by q : S⊥ → S⊥/S the quotient map; q(L0), q(L) and q(L′) are
Lagrangian subspaces of (S⊥/S, ω), by part (a) of Lemma 1.4.38. Moreover,(
q(L0), q(L)

)
and

(
q(L0), q(L′)

)
are both Lagrangian decompositions of S⊥/S

and hence there exists a symplectomorphism T of (S⊥/S, ω) such that (see Corol-
lary 1.4.28):

T
(
q(L0)

)
= q(L0), T

(
q(L)

)
= q(L′).

The required symplectomorphism T ∈ Sp(V, ω) is obtained from the following
Lemma. �

1.4.42. LEMMA. Let L0 ⊂ V be a Lagrangian subspace and let S ⊂ L0

be any subspace. Consider the quotient symplectic form ω on S⊥/S; then, given
any symplectomorphism T of (S⊥/S, ω) with T (q(L0)) = q(L0), there exists a
symplectomorphism T of (V, ω) such that T (S) = S (hence also T (S⊥) = S⊥),
T (L0) = L0, and such that the following diagram commutes

(1.4.16) S⊥
T |

S⊥ //

q

��

S⊥

q

��
S⊥/S

T

// S⊥/S

where q : S⊥ → S⊥/S denotes the quotient map.

PROOF. Write L0 = S ⊕ R; hence L∗
0 = So ⊕ Ro, where So and Ro are the

annihilators of S and R respectively. Let L1 be any complementary Lagrangian to
L0 in V (Corollary 1.4.21). We have:

L1 = ρ−1
L0,L1

(So) ⊕ ρ−1
L0,L1

(Ro).

We obtain a direct sum decomposition V = V1 ⊕ V2 into ω-orthogonal subspaces
given by:

V1 = S ⊕ ρ−1
L0,L1

(Ro), V2 = R⊕ ρ−1
L0,L1

(So),
from which it follows that V is direct sum of the symplectic spaces V1 and V2.

Observe that S⊥ = V2 ⊕ S, hence the quotient map q restricts to a symplec-
tomorphism of V2 into S⊥/S; therefore, we have a unique symplectomorphism T ′

of V2 such that the diagram:

V2
T ′

//

q|V2
��

V2

q|V2
��

S⊥/S
T

// S⊥/S

commutes. Since T preserves q(L0) it follows that T ′ preserves R; we then define
T by setting T |V1 = Id and T |V2 = T ′ (see Example 1.4.12). �

1.4.43. REMARK. We claim that one can actually choose the symplectomor-
phism T in the thesis of Proposition 1.4.41 in such a way that T restricts to a posi-
tively oriented isomorphism of L0; namely, if dim(L0 ∩ L) = dim(L0 ∩ L′) = 0
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then this claim follows directly from Corollary 1.4.36. For the general case, we
observe that in the last part of the proof of Lemma 1.4.42 one can define T |V1 to
be any symplectomorphism of V1 which preserves S (while T |V2 = T ′ is kept un-
changed); since S is Lagrangian in V1, using Corollary 1.4.37, we get that T |S can
be choosen to be any isomorphism A of S given a priori (and T |R does not depend
on A). Since dim(S) ≥ 1, this freedom in the choice of A can be used to adjust
the orientation of T |L0 .

1.5. Index of a symmetric bilinear form

In this section we will define the index and the co-index of a symmetric bilinear
form; in finite dimension, these numbers are respectively the number of negative
and of positive entries of a symmetric matrix when it is diagonalized as in the
Sylvester Inertia Theorem (Theorem 1.5.10). We will show some properties of
these numbers.

In this Section, V will always denote a real vector space, not necessarily finite
dimensional. Recall that Bsym(V ) denotes the space of symmetric bilinear forms
B : V × V → R. We start with a definition:

1.5.1. DEFINITION. Let B ∈ Bsym(V ); we say that B is:
• positive definite if B(v, v) > 0 for all v ∈ V , v 6= 0;
• positive semi-definite if B(v, v) ≥ 0 for all v ∈ V ;
• negative definite if B(v, v) < 0 for all v ∈ V , v 6= 0;
• negative semi-definite if B(v, v) ≤ 0 for all v ∈ V .

We say that a subspace W ⊂ V is positive with respect to B, or B-positive, if
B|W×W is positive definite; similarly, we say thatW is negative with respect toB,
or B-negative, if B|W×W is negative definite.

The index of B, denoted by n−(B), is defined by:

(1.5.1) n−(B) = sup
{
dim(W ) : W is a B-negative subspace of V

}
.

The index of B can be a non negative integer, or +∞. The co-index of B, denoted
by n+(B), is defined as the index of −B:

n+(B) = n−(−B).

Obviously, the co-index of B can be defined as the supremum of the dimensions
of all B-positive subspaces of V . When at least one of the numbers n−(B) and
n+(B) is finite, we define the signature of B by:

sgn(B) = n+(B) − n−(B).

If B ∈ Bsym(V ) and W ⊂ V is a subspace, then clearly:

(1.5.2) n−(B|W×W ) ≤ n−(B), n+(B|W×W ) ≤ n+(B).

The reader should now recall the definitions of kernel of a symmetric bilinear form
B, denoted by Ker(B), and of orthogonal complement of a subspace S ⊂ V with
respect to B, denoted by S⊥. Recall also that B is said to be nondegenerate if
Ker(B) = {0}.

Observe that in Section 1.1 we have considered only finite dimensional vector
spaces, but obviously the definitions of kernel, orthogonal complement and nonde-
generacy make sense for symmetric bilinear forms defined on an arbitrary vector
space V . However, many results proven in Section 1.1 make an essential use of
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the finiteness of the vector space (see Example 1.1.12). For instance, observe that
a bilinear form is nondegenerate if and only if its associated linear map

(1.5.3) V 3 v 7−→ B(v, ·) ∈ V ∗

is injective; if dim(V ) = +∞, this does not imply that (1.5.3) is an isomorphism.

1.5.2. DEFINITION. Given B ∈ Bsym(V ), the degeneracy of B, denoted by
dgn(B) is the possibly infinite dimension of Ker(B). We say that a subspace
W ⊂ V is nondegenerate with respect to B, or also that W is B-nondegenerate, if
B|W×W is nondegenerate.

1.5.3. EXAMPLE. Unlike the case of the index and the co-index (see (1.5.2)),
the degeneracy of a symmetric bilinear formB is not monotonic with respect to the
inclusion of subspaces. For instance, if V = R2 and B is the symmetric bilinear
form:

(1.5.4) B
(
(x1, y1), (x2, y2)

)
= x1x2 − y1y2

then dgn(B) = 0; however, if W is the subspace generated by the vector (1, 1),
we have:

dgn(B|W×W ) = 1 > 0 = dgn(B).

On the other hand, if B is defined by

B
(
(x1, y1), (x2, y2)

)
= x1x2

and if W is the subspaces generated by (1, 0), then

dgn(B|W×W ) = 0 < 1 = dgn(B).

1.5.4. EXAMPLE. If T : V1 → V2 is an isomorphism and if B ∈ Bsym(V1),
then we can consider the push-forward ofB, T#(B) ∈ Bsym(V2). Clearly, T maps
B-positive subspaces of V1 into T#(B)-positive subspaces of V2, and B-negative
subspaces of V1 into T#(B)-negative subspaces of V2; moreover, Ker(T#(B)) =
T (Ker(B)). Hence we have:

n+

(
T#(B)

)
= n+(B), n−

(
T#(B)

)
= n−(B), dgn

(
T#(B)

)
= dgn(B).

1.5.5. REMARK. It follows from Proposition 1.1.10 and from remark 1.1.13
that if W ⊂ V is a finite dimensional B-nondegenerate subspace, then V = W ⊕
W⊥, even in the case that dim(V ) = +∞.

Recall that ifW ⊂ V is a subspace, then the codimension ofW in V is defined
by:

codimV (W ) = dim(V/W );

this number may be finite even when dim(W ) = dim(V ) = +∞. The codimen-
sion of W in V coincides with the dimension of any complementary subspace of
W in V .

The following Lemma and its Corollary are the basic tool for the computation
of indices of bilinear forms:

1.5.6. LEMMA. Let B ∈ Bsym(V ); if Z ⊂ V is a subspace of V on which B
is positive semi-definite, then:

n−(B) ≤ codimV (Z).
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PROOF. If B is negative definite on a subspace W , then W ∩Z = {0}, and so
the quotient map q : V → V/Z takes W isomorphically onto a subspace of V/Z.
Hence, dim(W ) ≤ codimV (Z). �

1.5.7. COROLLARY. Suppose that V = Z ⊕W with B positive semi-definite
on Z and negative definite on W ; then n−(B) = dim(W ).

PROOF. Clearly, n−(B) ≥ dim(W ).
From Lemma 1.5.6 it follows that n−(B) ≤ codimV (Z) = dim(W ). �

1.5.8. REMARK. Note that every result concerning the index of symmetric
bilinear forms, like for instance Lemma 1.5.6 and Corollary 1.5.7, admits a cor-
responding version for the co-index of forms. For shortness, we will only state
these results in the version for the index, and we will understand the version for the
co-index. Similarly, results concerning negative (semi-)definite symmetric bilinear
forms B can be translated into results for positive (semi-)definite symmetric forms
by replacing B with −B.

1.5.9. PROPOSITION. If B ∈ Bsym(V ) and V = Z ⊕ W with B positive
definite in Z and negative definite in W , then B is nondegenerate.

PROOF. Let v ∈ Ker(B); write v = v+ + v− with v+ ∈ Z and v− ∈ W .
Then:

B(v, v+) = B(v+, v+) +B(v−, v+) = 0,(1.5.5)

B(v, v−) = B(v+, v−) +B(v−, v−) = 0;(1.5.6)

from (1.5.5) we get that B(v+, v−) ≤ 0, and from (1.5.6) we get B(v+, v−) ≥ 0,
from which it follows B(v+, v−) = 0. Then, (1.5.5) implies v+ = 0 and (1.5.6)
implies v− = 0. �

1.5.10. THEOREM (Sylvester’s Inertia Theorem). Suppose dim(V ) = n <
+∞ and let B ∈ Bsym(V ); then, there exists a basis of V with respect to which
the matrix form of B is given by:

(1.5.7) B ∼

 Ip 0p×q 0p×r
0q×p −Iq 0q×r
0r×p 0r×q 0r

 ,

where 0α×β , 0α and Iα denote respectively the zero α × β matrix, the zero α × α
matrix and the α× α identity matrix.

The numbers p, q and r are uniquely determined by the bilinear form B; we
have:

(1.5.8) n+(B) = p, n−(B) = q, dgn(B) = r.

PROOF. The existence of a basis (bi)ni=1 with respect to which B has the
canonical form (1.5.7) follows from Theorem 1.1.14, after suitable rescaling of the
vectors of the basis. To prove that p, q and r are uniquely determined byB, i.e., that
they do not depend on the choice of the basis, it is actually enough to prove (1.5.8).
To this aim, let Z be the subspace generated by the vectors {bi}pi=1 ∪ {bi}ni=p+q+1

and W the subspace generated by {bi}p+qi=p+1; then V = Z ⊕ W , B is positive
semi-definite in Z and negative definite in W . It follows from Corollary 1.5.7
that n−(B) = dim(W ) = q. Similarly, we get n+(B) = p. It is easy to
see that Ker(B) is generated by the vectors {bi}ni=p+q+1 and we conclude that
dgn(B) = r. �
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1.5.11. COROLLARY. LetB ∈ Bsym(V ), with dim(V ) < +∞. If g is an inner
product in V and if T ∈ Lin(V ) is such that B = g(T ·, ·), then the index (resp.,
the co-index) of B is equal to the sum of the multiplicities of the negative (resp.,
the positive) eigenvalues of T ; the degeneracy of B is equal to the multiplicity of
the zero eigenvalue of T .

PROOF. Since T is g-symmetric, there exists a g-orthonormal basis that diag-
onalizes T , and this diagonal matrix has in its diagonal entries the eigenvalues of T
repeated with multiplicity. In such basis, the bilinear form B is represented by the
same matrix. After suitable rescaling of the vectors of the basis, B will be given in
the canonical form (1.5.7); this operation does not change the signs of the elements
in the diagonal of the matrix that represents B. The conclusion now follows from
Theorem 1.5.10 �

1.5.12. EXAMPLE. The conclusion of Corollary 1.5.11 holds in the more gen-
eral case of a matrix T that representsB in any basis; indeed, observe that any basis
is orthonormal with respect to some inner product of V . Recall that the determi-
nant and the trace of a matrix are equal respectively to the product and the sum of
its eigenvalues (repeated with multiplicity); in the case dim(V ) = 2 it follows that
the determinant and the trace of a matrix that represents B in any basis determine
uniquely the numbers n−(B), n+(B) and dgn(B).

1.5.13. LEMMA. Suppose that B ∈ Bsym(V ) is positive semi-definite; then

Ker(B) = {v ∈ V : B(v, v) = 0}.

PROOF. Let v ∈ V with B(v, v) = 0 and let w ∈ V be arbitrary; we need to
show that B(v, w) = 0. If v and w are linearly dependent, the conclusion is trivial;
otherwise, v and w form the basis of a two-dimensional subspace of V in which
the restriction of B is represented by the matrix:

(1.5.9)
(

B(v, v) B(v, w)
B(v, w) B(w,w)

)
.

It follows from Corollary 1.5.11 (see Example 1.5.12) that the determinant of
(1.5.9) is non negative, that is:

B(v, w)2 ≤ B(v, v)B(w,w) = 0,

which concludes the proof. �

1.5.14. COROLLARY. If B ∈ Bsym(V ) is positive semi-definite and nondegen-
erate, then B is positive definite. �

We now prove a generalized version of the Cauchy–Schwarz inequality for
symmetric bilinear forms:

1.5.15. PROPOSITION. Let B ∈ Bsym(V ) and vectors v, w ∈ V be given. We
have:

• if v, w are linearly dependent or if v, w generate a B-degenerate two-
dimensional subspace, then

B(v, w)2 = B(v, v)B(w,w);

• if v, w generate a B-positive or B-negative two-dimensional subspace,
then

B(v, w)2 < B(v, v)B(w,w);
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• if v, w generate a two-dimensional subspace where B has index equal to
1, then

B(v, w)2 > B(v, v)B(w,w);
the above possibilities are exhaustive and mutually exclusive.

PROOF. The case that v and w are linearly dependent is trivial; all the others
follow directly from Corollary 1.5.11 (see also Example 1.5.12), keeping in mind
that the matrix that represents the restriction of B to the subspace generated by v
and w is given by (1.5.9). �

1.5.16. DEFINITION. Given B ∈ Bsym(V ), we say that two subspaces V1 and
V2 of V are orthogonal with respect toB, orB-orthogonal, ifB(v1, v2) = 0 for all
v1 ∈ V1 and all v2 ∈ V2; a direct sum V = V1 ⊕ V2 with V1 and V2 B-orthogonal
will be called a B-orthogonal decomposition of V .

1.5.17. LEMMA. Let B ∈ Bsym(V ); if V = V1 ⊕ V2 is a B-orthogonal de-
composition of V and if B is negative definite (resp., negative semi-definite) in V1

and in V2, then B is negative definite (resp., negative semi-definite) in V .

PROOF. It is obtained from the following simple computation:

B(v1 + v2, v1 + v2) = B(v1, v1) +B(v2, v2), v1 ∈ V1, v2 ∈ V2. �

1.5.18. DEFINITION. Given B ∈ Bsym(V ), we say that a subspace W ⊂ V
is maximal negative with respect to B if W is B-negative and if it is not properly
contained in any other B-negative subspace of V . Similarly, we say that W ⊂ V
is maximal positive with respect to B if W is B-positive and if it is not properly
contained in any other B-positive subspace of V .

1.5.19. COROLLARY. Let B ∈ Bsym(V ) and W ⊂ V be a maximal negative
subspace with respect to B. Then, if Z ⊂ V is a subspace which is B-orthogonal
to W , it follows that B is positive semi-definite in Z.

PROOF. By Lemma 1.5.17, the sum of any non zero B-negative subspace of
Z with W would be a B-negative subspace of V that contains properly W . The
conclusion follows. �

Observe that Corollary 1.5.19 can be applied when n−(B) < +∞ and W is a
B-negative subspace with dim(W ) = n−(B).

1.5.20. COROLLARY. Given B ∈ Bsym(V ), then

dim(V ) = n+(B) + n−(B) + dgn(B).

PROOF. If either one of the numbers n+(B) or n−(B) is infinite, the result
is trivial. Suppose then that both numbers are finite; let W ⊂ V be a B-negative
subspace with dim(W ) = n−(B) and let Z ⊂ V be a B-positive subspace with
dim(Z) = n+(B). By Proposition 1.5.9 we have that B is nondegenerate in
Z ⊕W , and it follows from Remark 1.5.5 that

V = Z ⊕W ⊕ (Z ⊕W )⊥.

By Corollary 1.5.19, we have that B is positive semi-definite and also negative
semi-definite in (Z ⊕W )⊥, hence B vanishes in (Z ⊕W )⊥. It follows now that
Ker(B) = (Z ⊕W )⊥, which concludes the proof. �
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1.5.21. COROLLARY. If W ⊂ V is a maximal negative subspace with respect
to B ∈ Bsym(V ), then n−(B) = dim(W ).

PROOF. If dim(W ) = +∞ the result is trivial; for the general case, it follows
from Remark 1.5.5 that V = W ⊕W⊥. By Corollary 1.5.19, B is positive semi-
definite in W⊥, and then the conclusion follows from Corollary 1.5.7. �

1.5.22. REMARK. We can now conclude that the “supremum” that appears in
the definition of index in (1.5.1) is in facts a maximum, i.e., there always exists a
B-negative subspace W ⊂ V with n−(B) = dim(W ). If n−(B) is finite, this
statement is trivial. If n−(B) = +∞, it follows from Corollary 1.5.21 that no
finite-dimensional subspace of V is maximal B-negative. If there were no infinite-
dimensional B-negative subspace of V , we could construct a strictly increasing
sequence W1 ⊂ W2 ⊂ · · · of B-negative subspaces; then W =

⋃
n≥1Wn would

be an infinite-dimensional B-negative subspace, in contradiction with the hypoth-
esis.

As a matter of facts, it follows from Zorn’s Lemma that every symmetric bilin-
ear form admits a maximal negative subspace (see Exercise 1.27).

1.5.23. PROPOSITION. Let B ∈ Bsym(V ); if V = V1 ⊕ V2 is a B-orthogonal
decomposition, then:

n+(B) = n+

(
B|V1×V1

)
+ n+

(
B|V2×V2

)
,(1.5.10)

n−(B) = n−
(
B|V1×V1

)
+ n−

(
B|V2×V2

)
,(1.5.11)

dgn(B) = dgn
(
B|V1×V1

)
+ dgn

(
B|V2×V2

)
.(1.5.12)

PROOF. The identity (1.5.12) follows from

Ker(B) = Ker
(
B|V1×V1

)
⊕ Ker

(
B|V2×V2

)
.

Let us prove (1.5.11). If B has infinite index in V1 or in V2 the result is trivial;
suppose then that these indices are finite. Let Wi ⊂ Vi be a B-negative subspace
with n−

(
B|Vi×Vi

)
= dim(Wi), i = 1, 2. By Remark 1.5.5 we can find a B-

orthogonal decomposition Vi = Zi ⊕Wi; it follows from Corollary 1.5.19 that B
must be positive semi-definite in Zi. Then:

V = (W1 ⊕W2) ⊕ (Z1 ⊕ Z2),

where, by Lemma 1.5.17, B is negative definite in W1 ⊕W2 and positive semi-
definite in Z1 ⊕ Z2. The identity (1.5.11) now follows from Corollary 1.5.7; the
identity (1.5.10) follows by replacing B with −B. �

1.5.24. COROLLARY. Let B ∈ Bsym(V ) and let N ⊂ Ker(B); if W ⊂ V is
any complementary subspace to N then the following identities hold:

n+(B) = n+

(
B|W×W

)
, n−(B) = n−

(
B|W×W

)
,

dgn(B) = dgn
(
B|W×W

)
+ dim(N);

(1.5.13)

if N = Ker(B) then B is nondegenerate in W .

PROOF. The identities (1.5.13) follow immediately from Proposition 1.5.23,
because V = W ⊕ N is a B-orthogonal decomposition. If N = Ker(B), the
nondegeneracy of B in W is obvious. �

1.5.25. COROLLARY. Let B ∈ Bsym(V ). If V1, V2 are B-orthogonal sub-
spaces of V with V = V1 + V2 then (1.5.10) and (1.5.11) hold.
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PROOF. Write V2 = (V1 ∩ V2) ⊕ V ′
2 , so that V = V1 ⊕ V ′

2 and V1, V ′
2 are

B-orthogonal. Observe that V1 ∩ V2 is contained in the kernel of B (and hence in
the kernel of B|V2×V2), so that, by Corollary 1.5.24:

n+(B|V2×V2) = n+(B|V ′
2×V ′

2
), n−(B|V2×V2) = n−(B|V ′

2×V ′
2
).

The conclusion follows from Proposition 1.5.23 applied to the B-orthogonal direct
sum decomposition V = V1 ⊕ V ′

2 . �

1.5.26. REMARK. IfN is a subspace of Ker(B) then we can define by passing
to the quotient a symmetric bilinear form B ∈ Bsym(V/N):

B(v1 +N, v2 +N) = B(v1, v2), v1, v2 ∈ V.

If W ⊂ V is any subspace complementary to N , we have an isomorphism q :
W → V/N obtained by restriction of the quotient map; moreover, B is the push-
forward ofB|W×W by q. It follows from Corollary 1.5.24 (see also Example 1.5.4)
that

n+(B) = n+

(
B

)
, n−(B) = n−

(
B

)
, dgn(B) = dgn

(
B

)
+ dim(N);

if N = Ker(B) then it follows also that B is nondegenerate.

1.5.27. EXAMPLE. Lemma 1.5.17 does not hold if the subspaces V1 and V2

are not B-orthogonal. For instance, if V = R2 and if we consider the symmetric
bilinear form B given in (1.5.4), then n−(B) = n+(B) = 1, but we can write
R2 as the direct sum of the subspaces generated respectively by v1 = (0, 1) and
v2 = (1, 2), that are both B-negative.

1.5.28. REMARK. If T : V1 → V2 is a surjective linear map andB ∈ Bsym(V2)
then:

n+

(
T#(B)

)
= n+(B), n−

(
T#(B)

)
= n−(B).

Namely, the map T induces an isomorphism T : V1/Ker(T ) → V2 and, by Exam-
ple 1.5.4, setting B = T

#(B):

n+(B) = n+(B), n−(B) = n−(B).

Setting N = Ker(T ) then B is obtained from T#(B) by passing to the quotient,
as in Remark 1.5.26; thus:

n+

(
T#(B)

)
= n+(B), n−

(
T#(B)

)
= n−(B).

In the next proposition we generalize the result of Lemma 1.5.17 by showing
that if V = V1 ⊕ V2, where V1 and V2 are B-negative subspaces such that the
product of elements of V1 with elements of V2 is “relatively small with respect to
their lengths”, then V is B-negative.

1.5.29. PROPOSITION. Let B ∈ Bsym(V ) and assume that V is written as the
direct sum of B-negative subspaces V = V1 ⊕ V2; if for all v1 ∈ V1 and v2 ∈ V2,
with v1, v2 6= 0, it is

(1.5.14) B(v1, v2)2 < B(v1, v1)B(v2, v2)

then B is negative definite in V .
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PROOF. Let v ∈ V be non zero and write v = v1 + v2, with v1 ∈ V1 and
v2 ∈ V2. We need to show that B(v, v) < 0, and clearly it suffices to consider the
case that both v1 and v2 are non zero. In this case, the hypothesis (1.5.14) together
with Proposition 1.5.15 imply that the two-dimensional subspace generated by v1
and v2 is B-negative, which concludes the proof. �

1.5.30. REMARK. It can also be shown a version of Proposition 1.5.29 assum-
ing only that B is negative semi-definite in V1 and in V2, and that

(1.5.15) B(v1, v2)2 ≤ B(v1, v1)B(v2, v2),

for all v1 ∈ V1, v2 ∈ V2. In this case, the conclusion is that B is negative semi-
definite in V (see Exercise 1.28).

Exercises for Chapter 1

EXERCISE 1.1. Show that the isomorphism between the spaces Lin(V,W ∗)
and B(V,W ) given in (1.1.1) is natural in the sense that it gives a natural iso-
morphism of the functors Lin(·, ·) and B(·, ·) from the category of pairs of vector
spaces to the category of vector spaces.

EXERCISE 1.2. Let V , W be vector spaces and T : V → W be a linear map.
Show that:

Ker(T ∗) = Im(T )o ⊂W ∗, Im(T ∗) = Ker(T )o ⊂ V ∗.

EXERCISE 1.3. Prove that B(V ) = Bsym(V ) ⊕ Ba−sym(V ).

EXERCISE 1.4. Let W be a vector space, S, Z1 and Z2 be subspaces of W
with Z1 ∩ Z2 = {0} and Z2 ∩ S = {0}. Denote by q : W → W/S the quotient
map. Show that q(Z1) ∩ q(Z2) = {0} if and only if:

(Z1 + Z2) ∩ S = Z1 ∩ S.

EXERCISE 1.5. Prove Lemma 1.2.3.

EXERCISE 1.6. Prove Proposition 1.2.6.

EXERCISE 1.7. Prove Proposition 1.3.3.

EXERCISE 1.8. Prove Corollary 1.3.4.

EXERCISE 1.9. Prove Lemma 1.3.9.

EXERCISE 1.10. Generalize the results of Section 1.3, in particular Proposi-
tion 1.3.3, Lemma 1.3.10 and Lemma 1.3.11, to the case of anti-linear, multi-linear
and sesquilinear maps.

EXERCISE 1.11. Prove that if V is a non trivial complex vector space, then
there exists no C-bilinear form on V which is positive definite.

EXERCISE 1.12. Let (V1, ω1), (V2, ω2) be symplectic spaces and set V =
V1 ⊕ V2. Show that the bilinear form ω = ω1 ⊕ ω2 on V defined by:

ω
(
(v1, v2), (w1, w2)

)
= ω1(v1, w1) + ω2(v2, w2),

is a symplectic form on V . We call (V, ω) the direct sum of the symplectic spaces
(V1, ω1) and (V2, ω2). Show that if L1 is Lagrangian subspaces of V1 and L2 is a
Lagrangian subspaces of V2 then L1 ⊕ L2 is a Lagrangian subspace of V .
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EXERCISE 1.13. Let (V, ω) be a symplectic spaces and V1 be a subspace of V
such that ω1 = ω|V1×V1 is nondegenerate. We call (V1, ω1) a symplectic subspace
of (V, ω). Set V2 = V ⊥

1 and ω2 = ω|V2×V2 . Show that (V2, ω2) is a symplectic sub-
space of (V, ω) and that (V, ω) is symplectomorphic to the direct sum of (V1, ω1)
with (V2, ω2).

EXERCISE 1.14. Let (V, ω) be a symplectic space. Two isotropic subspaces S
and R of V are called complementary if V = S ⊕R⊥.

(a) Given isotropic subspaces R, S of V , show that V = S ⊕R⊥ if and only
if V = R⊕ S⊥.

(b) Given complementary isotropic subspaces R, S of V , show that:

dim(R) = dim(S).

(c) Given complementary isotropic subspaces R, S of V , show that R ⊕ S
(and also (R⊕ S)⊥ = R⊥ ∩ S⊥) is a symplectic subspace of V .

(d) Given complementary isotropic subspaces R, S of V complementary
isotropic subspaces R′, S′ of a symplectic space V ′ with dim(V ) =
dim(V ′), dim(R) = dim(R′), show that there exists a symplectomor-
phism T : V → V ′ with T (R) = R′ and T (S) = S′.

EXERCISE 1.15. Let (V, ω), (V ′, ω′) be symplectic spaces, L ⊂ V , L′ ⊂
V ′ be Lagrangian subspaces and S ⊂ V , S′ ⊂ V ′ be isotropic subspaces with
dim(V ) = dim(V ′), dim(S) = dim(S′) and dim(L ∩ S) = dim(L′ ∩ S′). Show
that there exists a symplectomorphim T : V → V ′ with T (L) = L′ and T (S) =
S′.

EXERCISE 1.16. Prove that T ∈ Lin(V ) is a symplectomorphism of (V, ω)
if and only if its matrix representation with respect to a symplectic basis of (V, ω)
satisfies the relations (1.4.8).

EXERCISE 1.17. Consider the symplectic space Rn ⊕ Rn∗ endowed with its
canonical symplectic structure. Prove that to each Lagrangian subspace L there
corresponds a unique pair (P, S), where P ⊂ Rn is a subspace and S : P×P → R

is a symmetric bilinear form on P , such that:

L =
{
(v, α) ∈ Rn ⊕Rn∗ : v ∈ P, α|P + S(v, ·) = 0

}
.

More generally, if (L0, L1) is a Lagrangian decomposition of the symplectic space
(V, ω), there exists a bijection between the Lagrangian subspaces L ⊂ V and the
pairs (P, S), where P ⊂ L1 is any subspace and S ∈ Bsym(P ) is a symmetric
bilinear form on P , so that (recall formula (1.4.11)):

(1.5.16) L =
{
v + w : v ∈ P, w ∈ L0, ρL1,L0(w)|P + S(v, ·) = 0

}
.

EXERCISE 1.18. Let T =
(
A B
C D

)
be an element in Sp(2n,R) (recall for-

mula (1.4.8)) and let L0 = {0}⊕Rn∗. Prove that the following two statements are
equivalent:

(a) T (L0) is transverse to L0;
(b) B is invertible.

Prove also that, in this case, the n×n matrices DB−1, B−1A and C −DB−1A−
B−1 are symmetric.
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EXERCISE 1.19. Prove that the transpose of a symplectic matrix in Sp(2n,R)
is again symplectic.

EXERCISE 1.20. Every invertible matrix M can be written in polar form:

M = PO, P = (MM∗)
1
2 , O = P−1M,

where P is symmetric and positive definite and O is orthogonal. Such decomposi-
tion is unique and it depends continuously on M .

Prove that M ∈ Sp(2n,R) if and only if both P and O are in Sp(2n,R).

EXERCISE 1.21. Prove that the direct sum of symplectic spaces is not categor-
ical, i.e., it is not true in general that if a linear map T : V1 ⊕ V2 →W is such that
its restrictions T |V1 and T |V2 are symplectic, then T is symplectic.

EXERCISE 1.22. Prove that a complex structure on a symplectic space which
is compatible with the symplectic form is a symplectomorphism.

EXERCISE 1.23. Let V be a real vector space and g a positive inner product.
Prove that a complex structure J in V is g-anti-symmetric iff it is g-orthogonal.

EXERCISE 1.24. Let V be a complex space, gs a positive Hermitian product
in V and T ∈ Lin(V) a gs-normal linear map. Show that T is diagonalizable in a
gs-orthonormal basis of V .

EXERCISE 1.25. Given a Lagrangian decomposition (L0, L1) of a symplectic
space (V, ω), prove that the map ρL0,L1 : L1 → L∗

0 defined in (1.4.11) page 24 is
an isomorphism.

EXERCISE 1.26. Let (V, ω) be a symplectic space, S ⊂ V an isotropic sub-
space, and consider the quotient symplectic space (S⊥/S, ω) defined in Exam-
ple 1.4.17. Prove that if L ⊂ V is a Lagrangian subspace of (V, ω), then π(L) is
Lagrangian in (S⊥/S, ω), where π : S⊥ → S⊥/S is the projection.

EXERCISE 1.27. Prove that every symmetric bilinear form B ∈ Bsym(V )
admits a maximal negative subspace.

EXERCISE 1.28. Suppose that B ∈ Bsym(V ), with V = V1 ⊕ V2 and B
is negative semi-definite in V1 and in V2. If the inequality (1.5.15) holds for all
v1 ∈ V1 and v2 ∈ V2, then B is negative semi-definite in V .

EXERCISE 1.29. Let V be an n-dimensional real vector space, B ∈ Bsym(V )
a symmetric bilinear form and assume that the matrix representation of B in some
basis {v1, . . . , vn} of V is given by:(

X Z
Z∗ Y

)
,

where X is a k × k symmetric matrix and Y is a (n − k) × (n − k) symmetric
matrix. Prove that, if X is invertible, then:

n−(B) = n−(X) + n−(Y − Z∗X−1Z), dgn(B) = dgn(Y − Z∗X−1Z),

and n+(B) = n+(X) + n+(Y − Z∗X−1Z).
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EXERCISE 1.30. Let V be a finite dimensional vector space, W ⊂ V a sub-
space and B ∈ Bsym(V ) a nondegenerate symmetric bilinear form. Denote by
W⊥ the B-orthogonal complement of W . Prove the following equalities:

n−(B) = n−
(
B|W

)
+ n−

(
B|W⊥

)
+ dim(W ∩W⊥),(1.5.17)

n+(B) = n+

(
B|W

)
+ n+

(
B|W⊥

)
+ dim(W ∩W⊥).(1.5.18)

EXERCISE 1.31. Let V be a finite dimensional real vector space and let U,Z ∈
Bsym(V ) be nondegenerate symmetric bilinear forms on V such that U −Z is also
nondegenerate. Prove that U−1 − Z−1 is nondegenerate and that:

n−(Z) − n−(U) = n−(Z−1 − U−1) − n−(U − Z).



CHAPTER 2

The Geometry of Grassmannians

2.1. Differentiable manifolds and Lie groups

In this section we give the basic definitions and we fix some notations concern-
ing calculus on manifolds. In this text, the term “manifold” will always mean a real,
finite dimensional differentiable manifold whose topology satisfies the Hausdorff
property and the second countability axiom, i.e., it admits a countable basis of
open sets. The term “differentiable” will always mean “of class C∞”; we will de-
scribe below the terminology used in the construction of a differentiable manifold
structure.

Let M be a set; a chart in M is a bijection:

φ : U → Ũ ,

where U ⊂ M is any subset and Ũ is an open set in some Euclidean space Rn; in
some situation, with a slight abuse of terminology, we will allow that Ũ be an open
subset of some arbitrary real finite dimensional vector space.

We say that two charts φ : U → Ũ and ψ : V → Ṽ in M are compatible if
U ∩ V = ∅ or if φ(U ∩ V ) and ψ(U ∩ V ) are both open sets and the transition
function:

ψ ◦ φ−1 : φ(U ∩ V ) −→ ψ(U ∩ V )

is a differentiable diffeomorphism. A differentiable atlas A in M is a set of charts
in M that are pairwise compatible and whose domains form a covering of M . A
chart is said to be compatible with a differentiable atlas if it is compatible with all
the charts of the atlas; it is easy to see that two charts that are compatible with an
atlas are compatible with each other. Hence, every differentiable atlas A is con-
tained in a unique maximal differentiable atlas which is obtained as the collection
of all the charts in M that are compatible with A.

A differentiable atlas A induces onM a unique topology τ such that each chart
of A is a homeomorphism defined in an open subset of (M, τ); such topology τ is
defined as the set of parts A ⊂ M such that φ(A ∩ U) is an open subset of Ũ for
every chart φ : U → Ũ in A.

A (differentiable) manifold is then defined as a pair (M,A), where M is a set
and A is a maximal differentiable atlas in M whose corresponding topology τ is
Hausdorff and second countable; a chart, or a coordinate system, in a differentiable
manifold (M,A) is a chart that belongs to A.

2.1.1. REMARK. Observe that some authors replace the assumption of second
countability for a differentiable manifold with the assumption of paracompactness.
In Exercise 2.1 the reader is asked to show that such assumption is “weaker”, but
indeed “not so much weaker”.

39
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Let M be a manifold and N ⊂ M be a subset; we say that a chart φ : U →
Ũ ⊂ Rn is a submanifold chart for N if φ(U ∩ N) is equal to the intersection of
Ũ with a vector subspace S of Rn. We then say that:

φ|U∩N : U ∩N −→ Ũ ∩ S

is the chart in N induced by φ. The subset N is said to be an embedded subman-
ifold of M if for all x ∈ N there exists a submanifold chart for N whose domain
contains x. The inclusion i : N →M will then be an embedding of N in M , i.e., a
differentiable immersion which is a homeomorphism onto its image endowed with
the relative topology.

An immersed submanifold N in M is a manifold N such that N is a subset of
M and such that the inclusion i : N → M is a differentiable immersion. Observe
that a subset N ⊂ M may admit several differentiable structures that make it into
an immersed submanifold; however, if we fix a topology in N , then there exists
at most one differentiable structure in N compatible with such topology and for
which N is an immersed submanifold of M (see Exercise 2.3).

In general, if N and M are any two manifolds, and if f : N →M is an injec-
tive differentiable immersion, then there exists a unique differentiable structure on
f(N) that makes f into a differentiable diffeomorphism onto f(N); hence, f(N)
is an immersed submanifold of M . If f is an embedding, then it follows from the
local form of immersions that f(N) is an embedded submanifold of M .

From now on, unless otherwise stated, by “submanifold” we will always mean
“embedded submanifold”.

2.1.2. REMARK. If P and M are two manifolds, N ⊂ M is an embedded
submanifold and f : P → M is a differentiable map such that f(P ) ⊂ N , then
there exists a unique map f0 : P → N such that the following diagram commutes:

(2.1.1) M

P

f
>>}}}}}}}}

f0
// N

i

OO

where i denotes the inclusion. We say that f0 is obtained from f by change of
counterdomain, and we will often use the same symbol f for f0; the map f0 is
differentiable. The same results does not hold in general if N is only an immersed
submanifold; it holds under the assumption of continuity for f0 (see Exercise 2.2).

Immersed submanifolds N ⊂M for which the differentiability of f in (2.1.1)
implies the differentiability of f0 are known as almost embedded submanifolds of
M ; examples of such submanifolds are integral submanifolds of involutive distri-
butions, or immersed submanifolds that are subgroups of Lie groups.

2.1.3. REMARK. If f : M → N is a differentiable submersion, then it follows
from the local form of the submersions that for all y ∈ Im(f) and for all x ∈
f−1(y) ⊂M there exists a local differentiable section of f that takes y into x, i.e.,
there exists a differentiable map s : U → M defined in an open neighborhood U
of y in N such that s(y) = x and such that f(s(z)) = z for all z ∈ U .

The existence of local differentiable sections allows to prove that differentiable
submersions that are surjective have the quotient property; this means that if f :
M → N is a surjective submersion and g : M → P is a differentiable map, and if
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there exists a map ḡ : N → P such that the following diagram commutes:

M
g

  A
AA

AA
AA

A

f

��
N

ḡ
// P

then also ḡ is differentiable.
In particular, ifM is a manifold and f : M → N is a surjective map, then there

exists at most one differentiable structure on N that makes f into a differentiable
submersion; such structure is called a quotient differentiable structure induced by
f .

2.1.1. Classical Lie groups and Lie algebras. In this subsection we give a
short description and we introduce the notations for the classical Lie groups and
Lie algebras that will be used in the text.

A Lie group is a group G endowed with a differentiable structure such that the
map G×G 3 (x, y) 7→ xy−1 ∈ G is differentiable; the unit of G will be denoted
by 1 ∈ G.

A Lie group homomorphism will always means a group homomorphism which
is also continuous; then, it will be automatically differentiable (see for instance
[19, Theorem 2.11.2] and [20, Theorem 3.39]).

For g ∈ G, we denote by lg and rg respectively the diffeomorphisms of G
given by the left-translation lg(x) = gx and by the right-translation rg(x) = xg;
by Ig = lg ◦ r−1

g we denote the inner automorphism of G associated to g. If g ∈ G
and v ∈ TxG is a tangent vector to G, we write:

gv = dlg(x) · v, vg = drg(x) · v;

for all X ∈ T1G we define vector fields XL and XR in G by setting:

(2.1.2) XL(g) = gX, XR(g) = Xg,

for all g ∈ G. We say thatXL (respectively,XR) is the left-invariant (respectively,
the right-invariant ) vector field in X associated to X ∈ T1G.

The Lie algebra corresponding to G, denoted by g, is defined as the tangent
space at 1 of the manifold G: g = T1G; the Lie bracket, or commutator, in g
is obtained as the restriction of the Lie brackets of vector fields in G where we
identify each X ∈ g with the left-invariant vector field XL.

We denote by exp : g → G the exponential map of G, defined in such a way
that, for each X ∈ g, the map:

(2.1.3) R 3 t 7−→ exp(tX) ∈ G

is a Lie group homomorphism whose derivative at t = 0 is equal to X . Then, the
curve (2.1.3) is an integral curve of the vector fields XL and XR, that is:

(2.1.4)
d
dt

exp(tX) = XL(exp(tX)) = XR(exp(tX)),

for all t ∈ R (see [20, Theorem 3.31]).
A Lie subgroup of G is an immersed submanifold which is also a subgroup

of G; then, H is also a Lie group with the group and the differentiable structure
inherited from those of G (see Remark 2.1.2). A Lie subgroup H ⊂ G will be an
embedded submanifold if and only if H is closed in G (see [19, Theorem 2.5.4]
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and [20, Theorem 3.21]); moreover, every closed subgroup of a Lie group is a Lie
subgroup of G (see [19, Theorem 2.12.6] and [20, Theorem 3.42]).

If H ⊂ G is a Lie subgroup, then the differential of the inclusion map allows
to identify the Lie algebra h of H with a Lie subalgebra of g (see [20, Proposi-
tion 3.33]); explicitly, we have:

(2.1.5) h =
{
X ∈ g : exp(tX) ∈ H, ∀t ∈ R

}
.

Observe that every discrete subgroup H ⊂ G is an embedded (and closed) Lie
subgroup of G with dim(H) = 0; in this case h = {0}.

If Go denotes the connected component of G containing the identity (which
is also an arc-connected component), then it is easy to see that Go is a normal
subgroup of G which is closed and open. Actually, every open subgroup of G
is also closed, as its complementary is union of cosets of this subgroup, that are
open. It follows that every open subgroup of G is the union of some connected
components of G, and the Lie algebra of an open subgroup of G is identified with
the Lie algebra of G.

2.1.4. REMARK. IfG is a Lie group and h is a subspace of g, then there exists a
unique left-invariant distribution DL and a unique right-invariant distribution DR

in G such that DL(1) = DR(1) = h. We have that DL, or DR, is involutive if and
only if h is a Lie subalgebra of g. In this case, the maximal connected integral sub-
manifold of DL, or of DR, passing through 1 ∈ G is a (connected) Lie subgroup
of G whose Lie algebra is h; moreover, if H ⊂ G is any Lie subgroup whose Lie
algebra is h, then Ho is the maximal connected integral submanifold of DL, or of
DR passing through 1 ∈ G. The other maximal connected integral submanifolds
of DL (respectively, of DR) are the left cosets gH (respectively, the right cosets
Hg) of H . A proof of these facts can be found in [19, Theorem 2.5.2] and [20,
Corollary (b), Theorem 3.19]; for the basic notions of involutive distributions, in-
tegral submanifolds and the Frobenius Theorem the reader may use, for instance,
[19, Section 1.3] or [20, pages 41–49].

From the above observations we obtain that a curve t 7→ γ(t) ∈ G of class C1

has image contained in some left coset of H if and only if

γ(t)−1γ′(t) ∈ h,

for all t; similarly, it has image in some right coset of H if and only if:

γ′(t)γ(t)−1 ∈ h,

for all t.

We will now present a short list of the classical Lie groups that will be en-
countered in this text, and we will describe their Lie algebras. All these groups
and algebras are formed by real or complex matrices, or by linear maps on real or
complex vector spaces. The group multiplication will always be the multiplication
of matrices, or the map composition, and the Lie bracket will always be given by:[

X,Y
]

= XY − Y X;

finally, the exponential map will always be:

exp(X) =
∞∑
n=0

Xn

n!
.
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Typically, we will use capital letters to denote Lie groups and the corresponding
small letters to denote their Lie algebras; all the vector spaces below will be meant
to be finite dimensional.

• The general linear group. Let V be a real or a complex vector space; we
denote by GL(V ) the group of all linear automorphisms of V ; its Lie algebra
gl(V ) coincides with the space of all linear endomorphisms Lin(V ) of V . We
call GL(V ) the general linear group of V .

We write GL(Rn) = GL(n,R), gl(Rn) = gl(n,R), GL(Cn) = GL(n,C)
and gl(Cn) = gl(n,C); obviously, we can identify GL(n,R) (respectively,
GL(n,C)) with the group of invertible real (respectively, complex) n×n ma-
trices, and gl(n,R) (resp., gl(n,C)) with the algebra of all real (resp., com-
plex) n× n matrices.

Observe that if V is a real space and J is a complex structure on V , so
that (V, J) is identified with a complex space, then GL(V, J) (resp., gl(V, J))
can be seen as the subgroup (resp., the subalgebra) of GL(V ) (resp., of gl(V ))
consisting of those maps that commute with J (see Lemma 1.2.3).

In this way we obtain an inclusion of GL(n,C) into GL(2n,R) and of
gl(n,C) into gl(2n,R) (see Example 1.2.2 and Remark 1.2.9).

• The special linear group.
If V is a real or complex vector space, we denote by SL(V ) the special

linear group of V , given by the closed subgroup of GL(V ) consisting of those
endomorphisms with determinant equal to 1. Its Lie algebra sl(V ) is given
by the set of endomorphisms of V with null trace. We also write SL(Rn) =
SL(n,R), SL(Cn) = SL(n,C), sl(Rn) = sl(n,R) and sl(Cn) = sl(n,C).
We identify SL(n,R) (resp., SL(n,C)) with the group of real (resp., complex)
n×n matrices with determinant equal to 1, and sl(n,R) (resp., sl(n,C)) with
the algebra of real (resp., complex) n× n matrices with null trace.

As in the case of the general linear group, we have inclusions: SL(n,C) ⊂
SL(2n,R) and sl(n,C) ⊂ sl(2n,R).

• The orthogonal and the special orthogonal groups.
If V is a real vector space endowed with a positive inner product g, we de-

note by O(V, g) the orthogonal group of (V, g), which is the closed subgroup
of GL(V ) consisting of the g-orthogonal linear maps. The special orthogonal
group of (V, g) is defined by:

SO(V, g) = O(V, g) ∩ SL(V ).

The Lie algebras of O(V, g) and of SO(V, g) coincide, and they are both
denoted by so(V, g); this is the subalgebra of gl(V ) consisting of g-anti-
symmetric linear maps.

If V = Rn and g is the canonical inner product, then we write O(Rn, g) =
O(n), SO(Rn, g) = SO(n) and so(Rn, g) = so(n); O(n) is identified with
the group of n×n orthogonal matrices (a matrix is orthogonal if its transpose
coincides with its inverse), SO(n) is the subgroup of O(n) consisting of those
matrices with determinant equal to 1, and so(n) is the Lie algebra of real n×n
anti-symmetric matrices.
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• The unitary and the special unitary groups. Let V be a complex vector space
endowed with a positive Hermitian product gs. The unitary group of (V, gs),
denoted by U(V, gs), is the closed subgroup of GL(V) consisting of the gs-
unitary linear maps on V; the special unitary group of (V, gs) is defined by:

SU(V, gs) = U(V, gs) ∩ SL(V).

The Lie algebra u(V, gs) of U(V, gs) is the subalgebra of gl(V) consisting of
the gs-anti-Hermitian linear maps, and the Lie algebra su(V, gs) of SU(V, gs)
is the subalgebra of u(V, gs) consisting of linear maps with null trace.

If V is a real space and J is a complex structure in V in such a way
that (V, J) is identified with a complex vector space V , then given a Hermit-
ian product gs in (V, J) we also write U(V, gs) = U(V, J, gs), SU(V, gs) =
SU(V, J, gs), u(V, gs) = u(V, J, gs) and su(V, gs) = su(V, J, gs).

If V = Cn and gs is the canonical Hermitian product in Cn, then we
write U(Cn, gs) = U(n), SU(Cn, gs) = SU(n), u(Cn, gs) = u(n) and
su(Cn, gs) = su(n); then U(n) is the group of complex n × n unitary ma-
trices (a matrix is unitary if its conjugate transpose is equal to its inverse),
SU(n) is the subgroup of U(n) consisting of matrices with determinant equal
to 1, u(n) is the Lie algebra of all complex n × n anti-Hermitian matrices
(a matrix is anti-Hermitian if its conjugate transpose equals its opposite), and
su(n) is the subalgebra of u(n) consisting of matrices with null trace.

• The symplectic group.
Let (V, ω) be a symplectic space; in Definition 1.4.10 we have introduced

the symplectic group Sp(V, ω). We have that Sp(V, ω) is a closed subgroup of
GL(V ); its Lie algebra consists of those linear endomorphisms X of V such
that ω(X·, ·) is a symmetric bilinear form, that is:

(2.1.6) ω(X(v), w) = ω(X(w), v), v, w ∈ V.

In terms of the linear map ω : V → V ∗, formula (2.1.6) is equivalent to the
identity:

(2.1.7) ω ◦X = −X∗ ◦ ω.

If ω is the canonical symplectic form of R2n, then we write Sp(R2n, ω) =
Sp(2n,R) and sp(R2n, ω) = sp(2n,R). The matrix representations of ele-
ments of Sp(V, ω) with respect to a symplectic basis are described in formulas
(1.4.7) and (1.4.8). Using (2.1.7) it is easy to see that the matrix representation
of elements of sp(V, ω) in a symplectic basis is of the form:(

A B
C −A∗

)
, B, C symmetric,

where A∗ denotes the transpose of A.

2.1.2. Actions of Lie groups and homogeneous manifolds. In this subsec-
tion we state some results concerning actions of Lie groups on manifolds and we
study the homogeneous manifolds, that are manifolds obtained as quotients of Lie
groups.

If G is a group and M is a set, a (left) action of G on M is a map:

(2.1.8) G×M 3 (g,m) 7−→ g ·m ∈M
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such that g1 · (g2 ·m) = (g1g2) ·m and 1 ·m = m for all g1, g2 ∈ G and for all
m ∈M , where 1 is the unit of G. Given an action of G on M , we get a map

(2.1.9) βm : G −→M

given by βm(g) = g ·m, and for all g ∈ G we get a bijection:

γg : M →M

of M given by γg(m) = g ·m; the map g 7→ γg is a group homomorphism from G
to the group of bijections of M .

For all m ∈M , we define the orbit of m relative to the action of G by:

G(m) =
{
g ·m : g ∈ G

}
;

the orbits of the action of G form a partition of M ; we also define the isotropy
group of the element m ∈M by:

Gm =
{
g ∈ G : g ·m = m

}
.

It is easy to see that Gm is a subgroup of G.
We say that the action of G on M is transitive if G(m) = M for some, hence

for all, m ∈M ; we say that the action is free, or without fixed points, if Gm = {1}
for all m ∈ M . The action is effective if the homomorphism g 7→ γg is injective,
i.e., if

⋂
m∈M Gm = {1}.

If H is a subgroup of G, we will denote by G/H the set of left cosets of H in
G:

G/H =
{
gH : g ∈ G

}
,

where gH = {gh : h ∈ H} is the left coset of g ∈ G. We have a natural action of
G on G/H given by:

(2.1.10) G×G/H 3 (g1, g2H) 7−→ (g1g2)H ∈ G/H;

this action is called action by left translation of G in the left cosets of H . The
action (2.1.10) is always transitive.

If G acts on M and Gm is the isotropy group of the element m ∈M , then the
map βm of (2.1.9) passes to the quotient and defines a bijection:

(2.1.11) β̄m : G/Gm −→ G(m)

given by β̄m(gGm) = g · m. We therefore have the following commutative dia-
gram:

G

q

��

βm

##F
FFFFFFFF

G/Gm
∼=

β̄m

// M

where q : G→ G/Gm denotes the quotient map.

2.1.5. DEFINITION. Given actions of the group G on sets M and N , we say
that a map φ : M → N is G-equivariant if the following identity holds:

φ(g ·m) = g · φ(m),

for all g ∈ G and all m ∈ M . If φ is an equivariant bijection, we say that φ is an
equivariant isomorphism; in this case φ−1 is automatically equivariant.
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The bijection (2.1.11) is an equivariant isomorphism when we consider the
action of G on G/Gm by left translation and the action of G on G(m) obtained by
the restriction of the action of G on M .

2.1.6. REMARK. It is possible to define also a right action of a group G on a
set M as a map:

(2.1.12) M ×G 3 (m, g) 7−→ m · g ∈M

that satisfies (m · g1) · g2 = m · (g1g2) and m · 1 = m for all g1, g2 ∈ G and all
m ∈ M . A theory totally analogous to the theory of left actions can be developed
for right actions; as a matter of facts, every right action (2.1.12) defines a left action
by (g,m) 7→ m · g−1. Observe that in the theory of right actions, in order to define
properly the bijection β̄m in formula (2.1.11), the symbol G/H has to be meant as
the set of right cosets of H .

Let’s assume now thatG is a Lie group and thatM is a manifold; in this context
we will always assume that the map (2.1.8) is differentiable, and we will say that
G acts differentiably on M . If H is a closed subgroup of G, then there exists a
unique differentiable structure in the set G/H such that the quotient map:

q : G −→ G/H

is a differentiable submersion (see Remark 2.1.3). The kernel of the differential
dq(1) is precisely the Lie algebra h of H , so that the tangent space to G/H at the
point 1H may be identified with the quotient space g/h. Observe that, since q is
open and surjective, it follows that G/H has the quotient topology induced by q
from the topology of G.

By continuity, for all m ∈ M , the isotropy group Gm is a closed subgroup of
G, hence we get a differentiable structure on G/Gm; it can be shown that the map
gGm 7→ g ·m is a differentiable immersion, from which we obtain the following:

2.1.7. PROPOSITION. If G is a Lie group that acts differentiably on the mani-
fold M , then for all m ∈ M the orbit G(m) has a unique differentiable structure
that makes (2.1.11) into a differentiable diffeomorphism; with such structureG(m)
is an immersed submanifold of M , and the tangent space TmG(m) coincides with
the image of the map:

dβm(1) : g −→ TmM,

where βm is the map defined in (2.1.9). �

2.1.8. REMARK. If we choose a different point m′ ∈ G(m), so that G(m′) =
G(m), then it is easy to see that the differentiable structure induced on G(m) by
β̄m′ coincides with that induced by β̄m.

We also have the following:

2.1.9. COROLLARY. If G acts transitively on M , then for all m ∈M the map
(2.1.11) is a differentiable diffeomorphism of G/Gm onto M ; in particular, the
map βm of (2.1.9) is a surjective submersion. �

In the case of transitive actions, when we identify G/Gm with M by the dif-
feomorphism (2.1.11), we will say that m is the base point for such identification;
we then say that M (or G/Gm) is a homogeneous manifold.
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2.1.10. COROLLARY. Let M,N be manifolds and let G be a Lie group that
acts differentiably on both M and N . If the action of G on M is transitive, then
every equivariant map φ : M → N is differentiable.

PROOF. Choosem ∈M ; the equivariance property of φ gives us the following
commutative diagram:

G

βm

��

βφ(m)

  B
BB

BB
BB

B

M
φ

// N

and the conclusion follows from Corollary 2.1.9 and Remark 2.1.3. �

In some situations we will need to know if a given orbit of the action of a Lie
group is an embedded submanifold. Let us give the following definition:

2.1.11. DEFINITION. Let X be a topological space; a subset S ⊂ X is said to
be locally closed if S is given by the intersection of an open and a closed subset of
X . Equivalently, S is locally closed when it is open in the relative topology of its
closure S.

Exercise 2.4 is dedicated to the notion of locally closed subsets.
We have the following:

2.1.12. THEOREM. Let G be a Lie group acting differentiably on the manifold
M . Given m ∈ M , the orbit G(m) is an embedded submanifold of M if and only
if G(m) is locally closed in M .

PROOF. See [19, Theorem 2.9.7]. �

We conclude the subsection with a result that relates the notions of fibration
and homogeneous manifold.

2.1.13. DEFINITION. Given manifolds F , E and B and a differentiable map
p : E → B, we say that p is a differentiable fibration with typical fiber F if for all
b ∈ B there exists a diffeomorphism:

α : p−1(U) −→ U × F

such that π1 ◦ α = p|p−1(U), where U ⊂ B is an open neighborhood of b in B and
π1 : U × F → U is the projection onto the first factor. In this case, we say that α
is a local trivialization of p around b.

2.1.14. THEOREM. Let G be a Lie group and H,K closed subgroups of G
with K ⊂ H; then the map:

p : G/K −→ G/H

defined by p(gK) = gH is a differentiable fibration with typical fiber H/K.

PROOF. It follows from Remark 2.1.3 that p is differentiable. Given gH ∈
G/H , let s : U → G be a local section of the submersion q : G → G/H defined
in an open neighborhood U ⊂ G/H of gH; it follows that q ◦ s is the inclusion of
U in G/H . We define a local trivialization of p:

α : p−1(U) −→ U ×H/K

by setting α(xK) = (xH, s(xH)−1 xK). The conclusion follows. �
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2.1.15. COROLLARY. Under the assumptions of Corollary 2.1.9, the map βm
given in (2.1.9) is a differentiable fibration with typical fiber Gm. �

2.1.16. COROLLARY. Let f : G → G′ be a Lie group homomorphism and let
H ⊂ G, H ′ ⊂ G′ be closed subgroups such that f(H) ⊂ H ′; consider the map:

f̄ : G/H −→ G′/H ′

induced from f by passage to the quotient, i.e., f̄(gH) = f(g)H ′ for all g ∈ G. If
f̄ is surjective, then f̄ is a differentiable fibration with typical fiber f−1(H ′)/H .

PROOF. Consider the action of G on G′/H ′ given by

G×G′/H ′ 3 (g, g′H ′) 7−→ (f(g)g′)H ′ ∈ G′/H ′.

The orbit of the element 1H ′ ∈ G′/H ′ is the image of f̄ , and its isotropy group
is f−1(H ′); since f̄ is surjective, it follows from Corollary 2.1.9 that the map
f̂ : G/f−1(H ′) → G′/H ′ induced from f by passage to the quotient is a diffeo-
morphism. We have the following commutative diagram:

G/H
p

yyrrrrrrrrrr
f̄

##H
HH

HH
HH

HH

G/f−1(H ′)
f̂

// G′/H ′

where p is induced from the identity ofG by passage to the quotient; it follows from
Theorem 2.1.14 that p is a differentiable fibration with typical fiber f−1(H ′)/H .
This concludes the proof. �

A differentiable covering is a differentiable fibering whose fiber is a discrete
manifold (i.e., zero dimensional). We have the following:

2.1.17. COROLLARY. Under the assumptions of Corollary 2.1.16, if H and
f−1(H ′) have the same dimension, then f̄ is a differentiable covering. �

2.1.18. REMARK. Given a differentiable fibration p : E → B with typical
fiber F , then every curve γ : [a, b] → B of class Ck, 0 ≤ k ≤ +∞, admits a lift
γ : [a, b] → E (i.e., p ◦ γ = γ) which is of class Ck:

E

p

��
[a, b]

γ̃
==

γ
// B

The proof of this fact is left to the reader in Exercise 2.13.

2.1.3. Linearization of the action of a Lie group on a manifold. In this
subsection we will consider a Lie group G with a differentiable (left) action on the
manifold M ; we show that such action defines a anti-homomorphism of the Lie
algebra g of G to the Lie algebra of the differentiable vector fields on M .

Given X ∈ g, we define a differentiable vector field X∗ on M by setting:

X∗(m) = dβm(1) ·X, m ∈M,

where βm is the map defined in (2.1.9).



2.1. DIFFERENTIABLE MANIFOLDS AND LIE GROUPS 49

Recall that if f : N1 → N2 is a differentiable map, the vector fields Y1 and Y2

on N1 and N2 respectively are said to be f -related if:

Y2(f(n)) = dfn(Y1(n)), ∀n ∈ N1.

2.1.19. REMARK. If Y1, Z1 are differentiable vector fields on the manifold N1

that are f -related respectively with the fields Y2, Z2 on the manifold N2, then the
Lie bracket [Y1, Z1] is f -related to the Lie bracket [Y2, Z2].

Observe that, for all g ∈ G and all m ∈M , we have

βgm = βm ◦ rg,
hence

(2.1.13) dβgm(1) = dβm(g) ◦ drg(1).

If XR denotes the right invariant vector field on G corresponding to the element
X ∈ g, then, using (2.1.13), we have:

(2.1.14) X∗(g ·m) = dβm(g) ·XR(g), ∀m ∈M.

The identity (2.1.14) tells us that, for all m ∈ M , the field X∗ in M is βm-related
with the field XR in G.

2.1.20. REMARK. Let us denote by XL the left invariant vector field on G
corresponding to X ∈ g; if G acts on the left on M , then in general it is not
possible to construct a vector field in M which is βm-related to XL. Observe also
that, in general, the field X∗ is not invariant by the action of G in M ; actually, it
is not possible in general to construct a vector field on M which is invariant by the
action of G and whose value at a given point is given.

As a corollary of (2.1.14) we get the following:

2.1.21. PROPOSITION. Given X,Y ∈ g, then we have:

[X,Y ]∗ = −[X∗, Y ∗],

where the bracket on the left of the equality is the Lie product in g and the bracket
on the right denotes the Lie bracket of vector fields in M .

PROOF. Choose m ∈ M ; since the vector fields X∗ and Y ∗ are βm-related
respectively to the right invariant vector fields XR and Y R, it follows from Re-
mark 2.1.19 that [X∗, Y ∗] is βm-related to [XR, Y R]. To conclude the proof, we
will show that:

(2.1.15) [XR, Y R] = −[X,Y ]R;

observe now that from (2.1.15) it will follow that both [X∗, Y ∗] and −[X,Y ]∗ are
βm-related to [XR, Y R], hence they must coincide on Im(βm) = G(m). Since m
is arbitrary, the proof of Proposition 2.1.21 will follow.

In order to show (2.1.15), consider the inversion map inv : G → G given by
inv(g) = g−1; we have that d(inv)(1) = −Id. Then, it is easy to see that XR

is inv-related to the left invariant field −XL, and, by Remark 2.1.19, [XR, Y R] is
inv-related to [XL, Y L] = [X,Y ]L; also, −[X,Y ]R is inv-related to [X,Y ]L. The
conclusion now follows from the fact that inv is surjective. �

The map X 7→ X∗ is called the linearization of the action of G in M ; Proposi-
tion 2.1.21 tells us that this map is a anti-homomorphism of the Lie algebra g into
the Lie algebra of differentiable vector fields on M .
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2.1.22. REMARK. From (2.1.14) it follows easily that, for allm ∈M , the map
t 7→ exp(tX) ·m is an integral curve of X∗.

More generally, given any map I 3 t 7→ X(t) ∈ g defined in an interval
I ⊂ R, we obtain a time-dependent right invariant vector field in G given by:

(2.1.16) I ×G 3 (t, g) 7−→ X(t)R(g) = X(t)g ∈ TgG;

we also have a time-dependent vector field in M by setting:

(2.1.17) I ×M 3 (t,m) 7−→ X(t)∗(m) ∈ TmM.

From (2.1.14) it follows also that, for any m ∈ M , the map βm takes integral
curves of (2.1.16) into integral curves of (2.1.17); more explicitly, if t 7→ γ(t) ∈ G
satisfies

γ′(t) = X(t)γ(t),
for all t then:

d
dt

(γ(t) ·m) = X(t)∗(γ(t) ·m).

2.2. Grassmannians and their differentiable structure

In this section we will study the geometry of the set of all k-dimensional sub-
spaces of a Euclidean space.

Let n, k be fixed integers, with n ≥ 0 and 0 ≤ k ≤ n; we will denote by
Gk(n) the set of all k-dimensional vector subspaces of Rn; Gk(n) is called the
Grassmannian of k-dimensional subspaces of Rn.

Our goal is to describe a differentiable atlas for Gk(n), and the main idea is to
view the points ofGk(n) as graphs of linear maps defined on a fixed k-dimensional
subspace of Rn and taking values in another fixed (n − k)-dimensional subspace
of Rn, where these two fixed subspaces are transversal.

To this aim, we consider a direct sum decomposition Rn = W0 ⊕W1, where
dim(W0) = k (and obviously dim(W1) = n−k). For every linear map T : W0 →
W1, the graph of T given by:

Gr(T ) = { v + T (v) : v ∈W0 }
is an element in Gk(n). Moreover, an element W ∈ Gk(n) is of the form Gr(T )
if and only if it is transversal to W1, i.e., iff it belongs to the set:

G0
k(n,W1) =

{
W ∈ Gk(n) : W ∩W1 = {0}

}
⊂ Gk(n).

In this situation, the linear map T is uniquely determined by W . We can therefore
define a bijection:

(2.2.1) φW0,W1 : G0
k(n,W1) −→ Lin(W0,W1),

by setting φW0,W1(W ) = T when W = Gr(T ).
More concretely, if π0 and π1 denote respectively the projections onto W0 and

W1 in the decomposition Rn = W0 ⊕W1, then the linear map T = φW0,W1(W )
is given by:

T = (π1|W ) ◦ (π0|W )−1.

Observe that the condition that W be transversal to W1 is equivalent to the condi-
tion that the restriction π0|W be an isomorphism onto W0.

We will now show that the collection of the charts φW0,W1 , when (W0,W1)
run over the set of all direct sum decomposition of Rn with dim(W0) = k, is a
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differentiable atlas forGk(n). To this aim, we need to study the transition functions
between these charts. Let us give the following:

2.2.1. DEFINITION. Given subspaces W0,W
′
0 ⊂ Rn and given a common

complementary subspace W1 ⊂ Rn of theirs, i.e., Rn = W0 ⊕W1 = W ′
0 ⊕W1,

then we have an isomorphism:

η = ηW1

W0,W ′
0
: W0 −→W ′

0,

obtained by the restriction to W0 of the projection onto W ′
0 relative to the decom-

position Rn = W ′
0 ⊕W1. We say that ηW1

W0,W ′
0

is the isomorphism of W0 and W ′
0

determined by the common complementary subspace W1.

The inverse of ηW1

W0,W ′
0

is simply ηW1

W ′
0,W0

; we have the following commutative
diagram of isomorphisms:

Rn/W1

W0

q|W0

;;wwwwwwwww

η
W1
W0,W ′

0

// W ′
0

q|W ′
0

ccGGGGGGGGG

where q : Rn → Rn/W1 is the quotient map.
Let us consider charts φW0,W1 and φW ′

0,W1
in Gk(n), with k = dim(W0) =

dim(W ′
0); observe that they have the same domain. In this case it is easy to obtain

the following formula for the transition function:

(2.2.2) φW ′
0,W1

◦ (φW0,W1)
−1(T ) = (π′1|W0 + T ) ◦ ηW1

W ′
0,W0

,

where π′1 denotes the projection ontoW1 relative to the decomposition Rn = W ′
0⊕

W1.
Let us now consider decompositions Rn = W0 ⊕ W1 = W0 ⊕ W ′

1, with
dim(W0) = k, and let us look at the transition function φW0,W ′

1
◦ (φW0,W1)

−1.
First, we observe that its domain consists of those linear maps T ∈ Lin(W0,W1)
such that Gr(T ) ∈ G0

k(n,W
′
1); it is easy to see that this condition is equivalent to

the invertibility of the map:

Id + (π′0|W1) ◦ T,

where π′0 denotes the projection ontoW0 relative to the decomposition Rn = W0⊕
W ′

1 and Id is the identity map on W0. We have the following formula for φW0,W ′
1
◦

(φW0,W1)
−1:

(2.2.3) φW0,W ′
1
◦ (φW0,W1)

−1(T ) = ηW0

W1,W ′
1
◦ T ◦

(
Id + (π′0|W1) ◦ T

)−1
.

We have therefore proven the following:

2.2.2. PROPOSITION. The set of all charts φW0,W1 in Gk(n), where the pair
(W0,W1) run over the set of all direct sum decompositions of Rn with dim(W0) =
k, is a differentiable atlas for Gk(n).
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PROOF. Since every subspace of Rn admits one complementary subspace, it
follows that the domains of the charts φW0,W1 cover Gk(n). The transition func-
tions (2.2.2) and (2.2.3) are differentiable maps defined in open subsets of the vec-
tor space Lin(W0,W1). The general case of compatibility between charts φW0,W1

and φW ′
0,W

′
1

follows from transitivity. �

2.2.3. REMARK. As to the argument of transitivity mentioned in the proof of
Proposition 2.2.2, we observe that in general the property of the compatibility of
charts is not transitive. However, the following weaker transitivity property holds,
and that applies to the case of Proposition 2.2.2: if ψ0, ψ1 and ψ2 are charts on a
set such that ψ0 is compatible with ψ1, ψ1 is compatible with ψ2 and the domain
of ψ0 coincides with the domain of ψ1, then ψ0 is compatible with ψ2.

2.2.4. REMARK. Formulas (2.2.2) and (2.2.3) show indeed that the charts
φW0,W1 form a real analytic atlas for Gk(n).

2.2.5. REMARK. Given a finite collection V1, . . . , Vr of k-dimensional sub-
spaces of Rn, it is possible to find a subspace W which is complementary to all
of the Vi’s. For, if k < n, we can choose a vector v1 ∈ Rn \

⋃r
i=1 Vi. Let us

now consider the subspaces V ′
i = Vi ⊕R v1 of dimension k + 1; by repeating the

construction to the V ′
i ’s, we determine inductively vectors v1, . . . , vn−k that form

a basis for a common complementary to the Vi’s. This argument shows that every
finite subset ofGk(n) belongs to the domain of some chart φW0,W1 . In Exercise 2.8
the reader is asked to show that the same holds for countable subsets of Gk(n).

We finally prove that Gk(n) is a manifold:

2.2.6. THEOREM. The differentiable atlas in Proposition 2.2.2 makes Gk(n)
into a differentiable manifold of dimension k(n− k).

PROOF. If dim(W0) = k and dim(W1) = n− k, then dim(Lin(W0,W1)) =
k(n − k). It remains to prove that the topology defined by the atlas is Hausdorff
and second countable. The Hausdorff property follows from the fact that every
pair of points of Gk(n) belongs to the domain of a chart. The second countability
property follows from the fact that, if we consider the finite set of chart φW0,W1 ,
where bothW0 andW1 are generated by elements of the canonical basis of Rn, we
obtain a finite differentiable atlas for Gk(n). �

2.2.7. REMARK. It follows immediately from the definition of topology in-
duced by a differentiable atlas that the subsets G0

k(n,W1) ⊂ Gk(n) are open;
moreover, since the charts φW0,W1 are surjective, it follows that G0

k(n,W1) is
homeomorphic (and diffeomorphic) to the vector space Lin(W0,W1).

2.2.8. EXAMPLE. The Grassmannian G1(n) of all the lines through the ori-
gin in Rn is also known as the real projective space RPn−1. By taking W0 =
{0}n−1 ⊕ R and W1 = Rn−1 ⊕ {0}, the chart φW0,W1 gives us what is usually
known in projective geometry as the homogeneous coordinates. The space RPn−1

can also be described as the quotient of the sphere Sn−1 obtained by identifying
the antipodal points.

The real projective line RP 1 is diffeomorphic to the circle S1; in fact, con-
sidering S1 ⊂ C, the map z 7→ z2 is a two-fold covering of S1 over itself that
identifies antipodal points.
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2.2.9. REMARK. The theory of this section can be repeated verbatim to define
a manifold structure in the Grassmannian of all k-dimensional complex subspaces
of Cn. Formulas (2.2.2) and (2.2.3) are holomorphic, which says that such Grass-
mannian is a complex manifold, whose complex dimension is k(n− k).

2.3. The tangent space to a Grassmannian

In this section we give a concrete description of the tangent space TWGk(n)
for W ∈ Gk(n), by showing that it can be naturally identified with the space
Lin(W,Rn/W ). This identification will allow to compute in a simple way the
derivative of a curve in Gk(n).

We start with an informal approach. Suppose that we are given a differentiable
curve t 7→ W (t) in Gk(n), i.e., for all instants t we have k-dimensional subspace
W (t) of Rn. How can we think of the derivative W ′(t0) in an intuitive way?
Consider a curve of vectors t 7→ w(t) ∈ Rn, with v(t) ∈ W (t) for all t; in some
sense, the derivative v′(t0) must encode part of the information contained in the
derivative W ′(t0). We now try to formalize these ideas.

For all t, write W (t) = Ker
(
A(t)

)
, where A(t) ∈ Lin(Rn,Rn−k); differenti-

ating the identity A(t)w(t) = 0 in t = t0 we get:

A′(t0)w(t0) +A(t0)w′(t0) = 0.

This identity shows that the value of w′(t0) is totally determined by w(t0) up to
elements of W (t0). More precisely, to all w0 ∈ W (t0), we can associate a class
w′

0 +W (t0) ∈ Rn/W (t0) by setting w′
0 = w′(t0), where t 7→ w(t) is any differ-

entiable curve in Rn with w(t) ∈ W (t) for all t and w(0) = w0. Using the above
identity it is easy to see that such map is well defined, i.e., it does not depend on the
choice of the curve w(t). The map w0 7→ w′

0 +W (t0) is a linear map from W (t0)
to Rn/W (t0), and we can look at it as the derivative of the curve of subspaces
W (t) in t = t0.

We can now prove the existence of a canonical isomorphism of the tangent
space TWGk(n) with Lin(W,Rn/W ); in the following proposition we will use the
abstract formalism concerning the functor Lin(·, ·) introduced in Remark 1.1.1.

2.3.1. PROPOSITION. Let W ∈ Gk(n) and W1 be a complementary subspace
of W in Rn. Denote by q1 : W1 → Rn/W the restriction of the quotient map onto
Rn/W . We have an isomorphism:

(2.3.1) Lin(Id, q1) ◦ dφW,W1(W ) : TWGk(n) −→ Lin(W,Rn/W ),

where

(2.3.2) Lin(Id, q1) : Lin(W,W1) −→ Lin(W,Rn/W )

is the map of composition on the left T 7→ q1 ◦ T (recall formulas (1.1.2) and
(1.1.3)).

The isomorphism (2.3.1) does not depend on the choice of the complementary
subspace W1.

PROOF. Since q1 is an isomorphism and φW,W1 is a chart around W , obvi-
ously (2.3.1) is an isomorphism. The only non trivial fact in the statement is
the independence of (2.3.1) from the choice of the subspace W1. To prove this
fact, consider a different complementary subspace W ′

1 of W in Rn; observe that
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φW,W1(W ) = φW,W ′
1
(W ) = 0. By differentiating the transition function (2.2.3) in

T = 0 we see that the following diagram commutes:

TWGk(n)
dφW,W1

(W )

wwppppppppppp dφW,W ′
1
(W )

''OOOOOOOOOOO

Lin(W,W1)
Lin

(
Id, ηW

W1,W ′
1

) // Lin(W,W ′
1).

The conclusion now follows easily from the observation that also the diagram

(2.3.3) W1

ηW
W1,W ′

1 //

q1 ##F
FF

FF
FF

FF
W ′

1

q′1{{xxx
xx

xx
xx

Rn/W

is commutative, where q′1 denotes the restriction to W ′
1 of the quotient map onto

Rn/W . �

2.3.2. REMARK. Observe that, from a functorial point of view, the conclu-
sion of Proposition 2.3.1 follows by applying the functor Lin(W, ·) to the diagram
(2.3.3).

Keeping in mind Proposition 2.3.1, we will henceforth identify the spaces
TWGk(n) and Lin(W,Rn/W ). Our next proposition will provide a justification
for the informal reasons of such identification given at the beginning of the section:

2.3.3. PROPOSITION. Let W : I → Gk(n) and w : I → Rn be curves
defined in an interval I containing t0, both differentiable at t = t0. Suppose that
w(t) ∈W (t) for all t ∈ I . Then, the following identity holds:

W ′(t0) · w(t0) = w′(t0) +W (t0) ∈ Rn/W (t0),

where we identify W ′(t0) with an element in Lin(W,Rn/W (t0)) using the iso-
morphism (2.3.1).

PROOF. Set W0 = W (t0) and choose a complementary subspace W1 of W0

in Rn. Set T = φW0,W1 ◦ W , so that, for all t ∈ I sufficiently close to t0, we
have W (t) = Gr(T (t)). Denoting by π0 the projection onto W0 relative to the
decomposition Rn = W0 ⊕W1, we set u = π0 ◦ w.

Since w(t) ∈W (t), we have:

(2.3.4) w(t) = u(t) + T (t) · u(t), t ∈ I.

Using the isomorphism (2.3.1) we see that W ′(t0) ∈ TW0Gk(n) is identified with:

Lin(Id, q1) ◦ dφW0,W1(W0) ·W ′(t0) = q1 ◦ T ′(t0) ∈ Lin(W0,R
n/W0),

where q1 and Lin(Id, q1) are defined as in the statement of Proposition 2.3.1.
Hence, it remains to show that:

q1 ◦ T ′(t0) · w(t0) = w′(t0) +W0 ∈ Rn/W0.

Differentiating (2.3.4) in t = t0 and observing that T (t0) = 0, u(t0) = w(t0), we
obtain:

w′(t0) = u′(t0) + T ′(t0) · w(t0),
where u′(t0) ∈W0. The conclusion follows. �
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2.3.4. REMARK. Given a curve W : I → Gk(n), t0 ∈ I and a vector
w0 ∈ W0 = W (t0), we can always find a curve t 7→ w(t) ∈ Rn defined in
a neighborhood of t0 in I , with w(t) ∈ W (t) for all t, with w(t0) = w0 and
such that w has the same regularity as W . Indeed, for t near t0, we write W
in the form W (t) = Gr(T (t)) using a local chart φW0,W1 ; then we can define
w(t) = w0 + T (t) · w0.

This implies that Proposition 2.3.3 can always be used to compute differentials
of functions defined on, or taking values in, Grassmannian manifolds. Indeed, the
computation of differentials may always be reduced to the computation of tangent
vectors to curves, and to this aim we can always use Proposition 2.3.3 (see for
instance the proofs of Lemma 2.3.5, Proposition 2.4.11 and Proposition 2.4.12).

We now compute the differential of a chart φW0,W1 at a point W of its domain
using the identification TWGk(n) ' Lin(W,Rn/W ):

2.3.5. LEMMA. Consider a direct sum decomposition Rn = W0 ⊕W1, with
dim(W0) = k, and let W ∈ G0

k(n,W1); then the differential of the chart φW0,W1

at W is the map:

Lin
(
ηW1
W0,W

, q−1
1

)
: Lin(W,Rn/W ) −→ Lin(W0,W1),

that is:

dφW0,W1(W ) · Z = q−1
1 ◦ Z ◦ ηW1

W0,W
, Z ∈ Lin(W,Rn/W ) ∼= TWGk(n),

where q1 denotes the restriction to W1 of the quotient map onto Rn/W and ηW1
W0,W

is the isomorphism of W0 onto W determined by the common complementary W1

(cf. Definition 2.2.1).

PROOF. It is a direct application of the technique described in Remark 2.3.4.
Let t 7→ W(t) be a differentiable curve in Gk(n) with W(0) = W , W′(0) =

Z; write T (t) = φW0,W1(W(t)), so that W(t) = Gr(T (t)) for all t; observe that
T ′(0) = dφW0,W1(W ) · Z.

Let w ∈ W ; since W = Gr(T (0)), we can write w = w0 + T (0) · w0 with
w0 ∈ W0. Then, t 7→ w(t) = w0 + T (t) · w0 is a curve in Rn with w(t) ∈ W(t)
for all t and w(0) = w. By Proposition 2.3.3 we have:

W′(0) · w = Z · w = w′(0) +W = T ′(0) · w0 +W ∈ Rn/W.

Observing that w0 = ηW1
W,W0

(w), we conclude that

Z = q1 ◦ T ′(0) ◦ ηW1
W,W0

.

The conclusion follows. �

2.4. The Grassmannian as a homogeneous space

In this section we will show that the natural action of the general linear group
of Rn on Gk(n) is differentiable. This action is transitive, even when restricted to
the special orthogonal group; it will follow that the Grassmannian is a quotient of
this group, and therefore it is a compact and connected manifold.

Each linear isomorphism A ∈ GL(n,R) defines a bijection of Gk(n) that
associates to each W ∈ Gk(n) its image A(W ); with a slight abuse of notation,
this bijection will be denoted by the same symbol A. We therefore have a (left)
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action of GL(n,R) on Gk(n), that will be called the natural action of GL(n,R)
on Gk(n) .

We start by proving the differentiability of this action:

2.4.1. PROPOSITION. The natural action GL(n,R) × Gk(n) → Gk(n) is
differentiable.

PROOF. We simply compute the representation of this action in local charts.
Let A ∈ GL(n,R) and W0 ∈ Gk(n) be fixed. Let W1 be a common comple-

mentary for W0 and A(W0); hence, φW0,W1 is a chart whose domain contains both
W0 and A(W0). We compute φW0,W1(B(W )) for B in a neighborhood of A and
W in a neighborhood of W0; writing T = φW0,W1(W ) we have:

(2.4.1) φW0,W1(B(W )) = (B10 +B11 ◦ T ) ◦ (B00 +B01 ◦ T )−1,

where Bij denotes the component πi ◦ (B|Wj ) of B and πi, i = 0, 1, denotes the
projection onto Wi relative to the decomposition Rn = W0 ⊕ W1. Obviously,
(2.4.1) is a differentiable function of the pair (B, T ). �

The action of GL(n,R) onGk(n) is transitive; actually, we have the following
stronger result:

2.4.2. PROPOSITION. The natural action of SO(n) in Gk(n), obtained by re-
striction of the natural action of GL(n,R), is transitive.

PROOF. Let W,W ′ ∈ Gk(n) be fixed; we can find orthonormal bases (bj)nj=1

and (b′j)
n
j=1 of Rn such that (bj)kj=1 is a basis of W and (b′j)

k
j=1 is a basis of W ′.

By possibly replacing b1 with −b1, we can assume that the two bases define the
same orientation of Rn. We can therefore find A ∈ SO(n) such that A(bj) = b′j
for all j = 1, . . . , n, hence in particular A(W ) = W ′. �

2.4.3. COROLLARY. The Grassmannian Gk(n) is diffeomorphic to the quo-
tients:

O(n)
O(k) × O(n− k)

and
SO(n)

S
(
O(k) × O(n− k)

)
where S

(
O(k) × O(n− k)

)
denotes the intersection:

SO(n) ∩
(
O(k) × O(n− k)

)
.

It follows in particular that Gk(n) is a compact and connected manifold.

PROOF. The isotropy of the point Rk⊕{0}n−k by the action of O(n) is given
by the group of orthogonal linear maps that leave the subspaces Rk ⊕ {0}n−k and
{0}k ⊕ Rn−k invariant; this group is clearly isomorphic to O(k) × O(n − k).
A similar argument applies to the case of the action of SO(n). The conclusion
follows from Corollary 2.1.9 and Proposition 2.4.2. �

2.4.4. REMARK. Obviously, we could have added to the statement of Corol-
lary 2.4.3 a representation ofGk(n) as a quotient of GL(n,R). Observe that in this
case the isotropy of Rk ⊕ {0}n−k is not GL(k) × GL(n− k) (see Exercise 2.9).

2.4.5. REMARK. As a matter of facts, formula (2.4.1) shows that the natural
action of GL(n,R) on Gk(n) is real analytic. In the case of a complex Grass-
mannian, the natural action of the linear group GL(n,C) on Cn is holomorphic.
An obvious generalization of Proposition 2.4.2 shows that the action of the special
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unitary group SU(n) on the complex Grassmannian is transitive. Analogously to
the result of Corollary 2.4.3, we conclude that the complex Grassmannian is com-
pact, connected and isomorphic to the quotients U(n)/

(
U(k) × U(n − k)

)
and

SU(n)/S
(
U(k)×U(n− k)), where S

(
U(k)×U(n− k)

)
denotes the intersection

SU(n) ∩
(
U(k) × U(n− k)

)
.

We have two more interesting corollaries of the representation of Gk(n) as the
quotient of a Lie group.

2.4.6. PROPOSITION. In an open neighborhood U of any point of Gk(n) we
can define a differentiable map A : U → GL(n,R) such that

A(W )(Rk ⊕ {0}n−k) = W

for all W ∈ U .

PROOF. It follows from Propositions 2.4.1, 2.4.2 and from Corollary 2.1.9 that
the map:

GL(n,R) 3 B 7−→ B
(
Rk ⊕ {0}n−k

)
∈ Gk(n)

is a submersion; the required map is simply a local differentiable section of this
submersion (see Remark 2.1.3). �

2.4.7. COROLLARY. In an open neighborhood U of any point of Gk(n) there
exist differentiable maps:

Zker : U −→ Lin(Rn,Rn−k) and Zim : U −→ Lin(Rk,Rn)

such that W = Ker
(
Zker(W )

)
= Im

(
Zim(W )

)
for all W ∈ U .

PROOF. Define A as in Proposition 2.4.6 and take Zker = π ◦ A(W )−1 and
Zim = A(W ) ◦ i, where i : Rk → Rn is the inclusion in the first k-coordinates
and π : Rn → Rn−k is the projection onto the last n− k coordinates. �

2.4.8. COROLLARY. Let S ⊂ Rn be any subspace and let r ∈ Z be a non
negative integer; then, the set of subspacesW ∈ Gk(n) such that dim(W ∩S) ≤ r
is open in Gk(n).

PROOF. Let W0 ∈ Gk(n) be fixed and let Zker be a map as in the statement
of Corollary 2.4.7 defined in an open neighborhood U of W0 in Gk(n). For all
W ∈ U we have:

W ∩ S = Ker
(
Zker(W )|S

)
,

from which we get that dim(W ∩S) ≤ r if and only if the linear map Zker(W )|S ∈
Lin(S,Rn−k) has rank greater or equal to dim(S) − r; this condition defines an
open subset of Lin(S,Rn−k), and the conclusion follows. �

We now consider the action of the product of Lie groups GL(n,R) × GL(m,R)
on the vector space Lin(Rn,Rm) given by:

(2.4.2) (A,B, T ) 7−→ B ◦ T ◦A−1,

for A ∈ GL(n,R), B ∈ GL(m,R) and T ∈ Lin(Rn,Rm). An elementary linear
algebra argument shows that the orbits of the action (2.3.4) are the sets:

Linr(Rn,Rm) =
{
T ∈ Lin(Rn,Rm) : T is a matrix of rank r

}
,
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where r = 1, . . . ,min{n,m}. It is also easy to see that the sets:⋃
i≥r

Lini(Rn,Rm) and
⋃
i≤r

Lini(Rn,Rm)

are respectively an open and a closed subset of Lin(Rn,Rm); it follows that each
Linr(Rn,Rm) is locally closed in Lin(Rn,Rm).

Thus, we have the following:

2.4.9. LEMMA. For each r = 1, . . . ,min{n,m}, the set Linr(Rn,Rm) is an
embedded submanifold of Lin(Rn,Rm).

PROOF. It follows from Theorem 2.1.12. �

We also obtain directly the following:

2.4.10. PROPOSITION. Given non negative integers m,n and r, with r ≤
min{n,m}, then the maps:

Linr(Rn,Rm) 3 T 7−→ Im(T ) ∈ Gr(m)(2.4.3)

Linr(Rn,Rm) 3 T 7−→ Ker(T ) ∈ Gn−r(n)(2.4.4)

are differentiable.

PROOF. The group product GL(n,R) × GL(m,R) acts transitively on the
orbit Linr(Rn,Rm), and it also acts transitively on Gr(m), by considering the
action for which GL(n,R) acts trivially and GL(m,R) acts on Gr(m) with its
natural action. The map (2.4.3) is equivariant, hence its differentiability follows
from Corollary 2.1.10 and Proposition 2.4.1.

The differentiability of (2.4.4) follows similarly. �

In the next two propositions we compute the differential of the natural action
of GL(n,R) on Gk(n).

2.4.11. PROPOSITION. ForA ∈ GL(n,R), let us consider the diffeomorphism
of Gk(n), also denoted by A, given by W 7→ A(W ). For W ∈ Gk(n), the differ-
ential dA(W ) of A at the point W is the linear map:

Lin
(
(A|W )−1, Ā

)
: Lin(W,Rn/W ) −→ Lin(A(W ),Rn/A(W ))

given by Z 7→ Ā ◦ Z ◦ (A|W )−1, where

Ā : Rn/W −→ Rn/A(W )

is induced from A by passing to the quotient.

PROOF. It is a direct application of the technique described in Remark 2.3.4.
Let t 7→ W (t) a differentiable curve in Gk(n) with W (0) = W and W ′(0) =

Z; let t 7→ w(t) be a differentiable curve in Rn with w(t) ∈ W (t) for all t. It
follows that t 7→ A(w(t)) is a differentiable curve in Rn withA(w(t)) ∈ A(W (t))
for all t; by Proposition 2.3.3 we have:

(2.4.5) (A ◦W )′(0) ·A(w(0)) = A(w′(0)) +A(W ) ∈ Rn/A(W ).

Using again Proposition 2.3.3, we get:

(2.4.6) W ′(0) · w(0) = w′(0) +W ∈ Rn/W.

The conclusion follows from (2.4.5) and (2.4.6). �
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2.4.12. PROPOSITION. For W ∈ Gk(n), the differential of the map:

βW : GL(n,R) −→ Gk(n)

given by βW (A) = A(W ) is:

dβW (A) ·X = q ◦X ◦A−1|A(W ),

for all A ∈ GL(n,R), X ∈ Lin(Rn), where q : Rn → Rn/A(W ) is the quotient
map.

PROOF. We use again the technique described in Remark 2.3.4.
Let t 7→ A(t) be a differentiable curve in GL(n,R) with A(0) = A and

A′(0) = X; fix w0 ∈ W . It follows that t 7→ A(t)(w0) is a differentiable curve in
Rn with A(t)(w0) ∈ βW (A(t)) for all t. Using Proposition 2.3.3 we get:

(βW ◦A)′(0) ·A(w0) = X(w0) +A(W ) ∈ Rn/A(W ).

The conclusion follows.
�

2.5. The Lagrangian Grassmannian

In this section we will show that the set Λ of all Lagrangian subspaces of a
2n-dimensional symplectic space (V, ω) is a submanifold of the Grassmannian of
all n-dimensional subspaces of V . We will call Λ the Lagrangian Grassmannian of
(V, ω). We will study in detail the charts of Λ, its tangent space and the action of the
symplectic group Sp(V, ω) on Λ; we will show that, like the total Grassmannian,
the Lagrangian Grassmannian is a homogeneous manifold.

We will make systematic use of the results concerning the Grassmannian man-
ifolds presented in Sections 2.2, 2.3 and 2.4, as well as the results concerning the
symplectic spaces presented in Section 1.4, and especially in Subsection 1.4.2.

We start with the observation that the theory of Grassmannians of subspaces of
Rn developed in Sections 2.2, 2.3 and 2.4 can be generalized in an obvious way if
we replace Rn with any other arbitrary finite dimensional real vector space V ; let
us briefly mention the changes in the notation that will be used in order to consider
Grassmannians of subspaces of an arbitrary space V .

We will denote byGk(V ) the set of all k-dimensional subspaces of V , with 0 ≤
k ≤ dim(V ); this set has a differentiable structure of dimension k(dim(V ) − k),
with charts described in Section 2.2. If W1 ⊂ V is a subspace of codimension k,
we will denote by G0

k(V,W1) (or more simply by G0
k(W1) when the space V will

be clear from the context) the subset of Gk(V ) consisting of those subspaces that
are transversal to W1:

G0
k(V,W1) = G0

k(W1) =
{
W ∈ Gk(V ) : V = W ⊕W1

}
.

If W0 ∈ G0
k(W1), then G0

k(W1) is the domain of the chart φW0,W1 .
For W ∈ Gk(V ), we will always consider the following identification of the

tangent space TWGk(V ):

TWGk(V ) ' Lin(W,V/W ),

that is constructed precisely as in Section 2.3. In Section 2.4 we must replace the
general linear group GL(n,R) of Rn by the general linear group GL(V ) of V ;
in Proposition 2.4.2 and in Corollary 2.4.3 the orthogonal and the special orthog-
onal group O(n) and SO(n) of Rn must be replaced by the corresponding group
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O(V, g) and SO(V, g) associated to an arbitrary choice of an inner product g in V .

Let now be fixed for the rest of this section a symplectic space (V, ω) with
dim(V ) = 2n. We denote by Λ(V, ω), or more simply by Λ, the set of all La-
grangian subspaces of (V, ω):

Λ(V, ω) = Λ =
{
L ∈ Gn(V ) : L is Lagrangian

}
.

We say that Λ is the Lagrangian Grassmannian of the symplectic space (V, ω).
We start with a description of submanifold charts for Λ:

2.5.1. LEMMA. Let (L0, L1) be a Lagrangian decomposition of V ; then a
subspace L ∈ G0

n(L1) is Lagrangian if and only if the bilinear form:

(2.5.1) ρL0,L1 ◦ φL0,L1(L) ∈ Lin(L0, L
∗
0) ' B(L0)

is symmetric.

PROOF. Since dim(L) = n, then L is Lagrangian if and only if it is isotropic.
Let T = φL0,L1(L), so that T ∈ Lin(L0, L1) and L = Gr(T ); we have:

ω
(
v + T (v), w + T (w)

)
= ω(T (v), w) − ω(T (w), v).

The conclusion follows by observing that the bilinear form (2.5.1) coincides with
ω(T ·, ·)|L0×L0 . �

If L1 ⊂ V is a Lagrangian subspace, we denote by Λ0(L1) the set of all
Lagrangian subspaces of V that are transversal to L1:

(2.5.2) Λ0(L1) = Λ ∩G0
n(L1).

It follows from Lemma 2.5.1 that, associated to each Lagrangian decomposition
(L0, L1) of V we have a bijection:

(2.5.3) ϕL0,L1 : Λ0(L1) −→ Bsym(L0)

given by ϕL0,L1(L) = ρL0,L1 ◦ φL0,L1(L). We therefore have the following:

2.5.2. COROLLARY. The Grassmannian Lagrangian Λ is an embedded sub-
manifold of Gn(V ) with dimension dim(Λ) = 1

2n(n + 1); the charts ϕL0,L1 de-
fined in (2.5.3) form a differentiable atlas for Λ as (L0, L1) runs over the set of all
Lagrangian decompositions of V .

PROOF. Given a Lagrangian decomposition (L0, L1) of V , it follows from
Lemma 2.5.1 that the chart:

(2.5.4) G0
n(L1) 3W 7−→ ρL0,L1 ◦ φL0,L1(W ) ∈ Lin(L0, L

∗
0) ' B(L0)

of Gn(V ) is a submanifold chart for Λ, that induces the chart (2.5.3) of Λ. More-
over, dim(Bsym(L0)) = 1

2n(n + 1). The conclusion follows from the fact that,
since every Lagrangian admits a complementary Lagrangian (Corollary 1.4.21),
the domains of the charts (2.4.5) cover Λ as (L0, L1) runs over the set of all La-
grangian decompositions of V . �

2.5.3. REMARK. It follows from formula (2.5.2) and Remark 2.2.7 that the
subset Λ0(L1) is open in Λ; moreover, since the chart (2.5.3) is surjective, we
have that Λ0(L1) is homeomorphic (and diffeomorphic) to the Euclidean space
Bsym(L0).
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It is sometimes useful to have an explicit formula for the transition functions
between the charts (2.5.3) of the Lagrangian Grassmannian; we have the following:

2.5.4. LEMMA. Given Lagrangian decompositions (L0, L1) and (L′
0, L1) of

V then:

(2.5.5) ϕL′
0,L1

◦ (ϕL0,L1)
−1(B) = ϕL′

0,L1
(L0) +

(
ηL1

L′
0,L0

)#(B) ∈ Bsym(L′
0),

for every B ∈ Bsym(L0), where ηL1

L′
0,L0

denotes the isomorphism of L′
0 onto L0

determined by the common complementary L1 (recall Definitions 1.1.2 and2.2.1);
if (L0, L

′
1) is also a Lagrangian decomposition of V then the following identity

holds:

(2.5.6) ϕL0,L′
1
◦ (ϕL0,L1)

−1(B) = B ◦
(
Id + (π′0|L1) ◦ ρ−1

L0,L1
◦B

)−1
,

for all B ∈ ϕL0,L1(Λ
0(L′

1)) ⊂ Bsym(L0), where π′0 denotes the projection onto
L0 relative to the decomposition V = L0 ⊕ L′

1.
Observe that the following identity holds:

(2.5.7) (π′0|L1) ◦ ρ−1
L0,L1

= (ρL0,L1)#
(
ϕL1,L0(L

′
1)

)
.

PROOF. Using (2.2.2) it is easy to see that:

(2.5.8) ϕL′
0,L1

◦ (ϕL0,L1)
−1(B) = ρL′

0,L1
◦ (π′1|L0 + ρ−1

L0,L1
◦B) ◦ ηL1

L′
0,L0

,

where π′1 denotes the projection onto L1 relative to the decomposition V = L′
0 ⊕

L1; it is also easy to prove that:

ρL′
0,L1

◦ ρ−1
L0,L1

=
(
ηL1

L′
0,L0

)∗ : L∗
0 −→ L′

0
∗

and substituting in (2.5.8) we obtain (see also (1.1.4)):

(2.5.9) ϕL′
0,L1

◦ (ϕL0,L1)
−1(B) = ρL′

0,L1
◦ (π′1|L0) ◦ η

L1

L′
0,L0

+
(
ηL1

L′
0,L0

)#(B).

Setting B = 0 in (2.5.9) we conclude that

ϕL′
0,L1

(L0) = ρL′
0,L1

◦ (π′1|L0) ◦ η
L1

L′
0,L0

,

which completes the proof of (2.5.5).
Now, using (2.2.3) it is easy to see that:

ϕL0,L′
1
◦ (ϕL0,L1)

−1(B) =

ρL0,L′
1
◦ ηL0

L1,L′
1
◦ ρ−1

L0,L1
◦B ◦

(
Id + (π′0|L1) ◦ ρ−1

L0,L1
◦B

)−1;

and it is also easy to prove that:

ρL0,L′
1
◦ ηL0

L1,L′
1
◦ ρ−1

L0,L1
= Id: L∗

0 −→ L∗
0,

and this concludes the proof. �

In our next Lemma we show an interesting formula that involves the charts
(2.5.3).

2.5.5. LEMMA. Let L0, L1 and L be Lagrangian subspaces of V that are
pairwise complementary; the following identities hold:

ϕL0,L1(L) = −ϕL0,L(L1),(2.5.10)

ϕL0,L1(L) = −(ρL1,L0)
#

(
ϕL1,L0(L)−1

)
;(2.5.11)
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PROOF. Let T = φL0,L1(L); then T ∈ Lin(L0, L1) and L = Gr(T ). Observe
that Ker(T ) = L0 ∩ L = {0} and so T is invertible; hence:

L1 = {v + (−v − T (v)) : v ∈ L0}

and therefore:
φL0,L(L1) : L0 3 v 7−→ −v − T (v) ∈ L.

For all v, w ∈ L0, we now compute, :

ϕL0,L(L1) · (v, w) = ω(−v − T (v), w) = −ω(T (v), w) = −ϕL0,L1(L) · (v, w),

which completes the proof of (2.5.10). To show (2.5.11) observe that φL1,L0(L) =
T−1; then:

ϕL1,L0(L) = ρL1,L0 ◦ T−1, ϕL0,L1(L) = ρL0,L1 ◦ T,

from which we get:

ϕL0,L1(L) = ρL0,L1 ◦ ϕL1,L0(L)−1 ◦ ρL1,L0 .

The conclusion follows from (1.4.12) and (1.1.4). �

We will now study the tangent space TLΛ of the Lagrangian Grassmannian.

2.5.6. PROPOSITION. Let L ∈ Λ be fixed; then the isomorphism:

(2.5.12) Lin(Id, ρL) : Lin(L, V/L) −→ Lin(L,L∗) ' B(L)

given by Z 7→ ρL ◦ Z takes TLΛ ⊂ TLGn(V ) ' Lin(L, V/L) onto the subspace
Bsym(L) ⊂ B(L).

PROOF. LetL1 be a Lagrangian complementary toL. As in the proof of Corol-
lary 2.5.2, the chart:

(2.5.13) G0
n(L1) 3W 7−→ ρL,L1 ◦ φL,L1(W ) ∈ B(L)

of Gn(V ) is a submanifold chart for Λ that induces the chart ϕL,L1 of Λ; hence,
the differential of (2.5.13) at the point L is an isomorphism that takes TLΛ onto
Bsym(L). By Lemma 2.3.5, the differential of φL,L1 at the point L is Lin(Id, q−1

1 ),
where q1 denotes the restriction to L1 of the quotient map onto V/L; it follows
from the diagram (1.4.13) that the differential of (2.5.13) at L coincides with the
isomorphism (2.5.12). �

Using the result of Proposition 2.5.6, we will henceforth identify the tangent
space TLΛ with Bsym(L). We will now prove versions of Lemma 2.3.5 and Propo-
sitions 2.4.11 and 2.4.12 for the Lagrangian Grassmannian; in these proofs we must
keep in mind the isomorphism (2.5.12) that identifies TLΛ and Bsym(L).

2.5.7. LEMMA. Consider a Lagrangian decomposition (L0, L1) of V and let
L ∈ Λ0(L1) be fixed; then, the differential of the chart ϕL0,L1 at the point L is the
push-forward map: (

ηL1
L,L0

)
#

: Bsym(L) −→ Bsym(L0),

where ηL1
L,L0

denotes the isomorphism of L onto L0 determined by the common
complementary L1 (see Definition 2.2.1).
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PROOF. By differentiating the equality:

ϕL0,L1 = Lin(Id, ρL0,L1) ◦ φL0,L1

at the point L and keeping in mind the identification TLΛ ' Bsym(L), we obtain:

dϕL0,L1(L) = Lin
(
ηL1
L0,L

, ρL0,L1 ◦ q−1
1 ◦ ρ−1

L

)
|Bsym(L) : Bsym(L) −→ Bsym(L0),

where q1 denotes the restriction to L1 of the quotient map onto V/L. On the other
hand, it is easy to see that:

ρL0,L1 ◦ q−1
1 ◦ ρ−1

L =
(
ηL1
L0,L

)∗
.

This concludes the proof. �

Clearly, the natural action of GL(V ) on the Grassmannian Gn(V ) restricts to
an action of the symplectic group Sp(V, ω) on the Lagrangian Grassmannian Λ;
we have the following:

2.5.8. PROPOSITION. The natural action of Sp(V, ω) on Λ is differentiable.

PROOF. It follows directly from Proposition 2.4.1. �

Let us now compute the differential of the action of Sp(V, ω) on Λ:

2.5.9. PROPOSITION. For A ∈ Sp(V, ω), consider the diffeomorphism, also
denoted by A, of Λ given by L 7→ A(L). For L ∈ Λ, the differential dA(L) is the
push-forward map:

(A|L)# : Bsym(L) −→ Bsym(A(L)).

PROOF. Using Proposition 2.4.11 and keeping in mind the identifications of
the tangent spaces TLΛ ' Bsym(L) and TA(L)Λ ' Bsym(A(L)), we see that the
differential dA(L) is obtained by the restriction to Bsym(L) of the map Φ defined
by the following commutative diagram:

B(L) Φ // B(A(L))

Lin(L, V/L)

Lin(Id,ρL)

OO

Lin
(
(A|L)−1,Ā

) // Lin
(
A(L), V/A(L)

)Lin
(
Id,ρA(L)

)OO

where Ā : V/L→ V/A(L) is induced from A by passing to the quotient, hence:

Φ = Lin
(
(A|L)−1, ρA(L) ◦ Ā ◦ ρ−1

L

)
.

It is easy to see that:
ρA(L) ◦ Ā ◦ ρ−1

L = (A|L)∗−1.

This concludes the proof. �

2.5.10. PROPOSITION. For L ∈ Λ, the differential of the map:

βL : Sp(V, ω) −→ Λ

given by βL(A) = A(L) is:

dβL(A) ·X = ω(X ◦A−1·, ·)|A(L)×A(L),

for all A ∈ Sp(V, ω), X ∈ TASp(V, ω) = sp(V, ω) ·A.
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PROOF. It follows easily from Proposition 2.4.11, keeping in mind the iden-
tification TA(L)Λ ' Bsym(A(L)) obtained by the restriction of the isomorphism
Lin(Id, ρA(L)). �

We will now show that the Lagrangian Grassmannian can be obtained as a quo-
tient of the unitary group. Let J be a complex structure in V which is compatible
with the symplectic form ω; consider the corresponding inner product g = ω(·, J ·)
on V and the Hermitian product gs in (V, J) defined in (1.4.10). Using the notation
introduced in Subsection 2.1.1, Proposition 1.4.22 tells us that

U(V, J, gs) = O(V, g) ∩ Sp(V, ω).

Let us now fix a Lagrangian L0 ⊂ V ; by Lemma 1.4.26, L0 is a real form in
(V, J) where gs is real. It follows that gs is the unique sesquilinear extension
of the inner product g|L0×L0 in L0. Since L0 is a real form in (V, J), we have
that (V, J) is a complexification of L0, from which it follows that every R-linear
endomorphism T ∈ Lin(L0) extends uniquely to a C-linear endomorphism of
(V, J). From Remark 1.3.16 it follows that T ∈ Lin(L0) is g-orthogonal if and
only if TC is gs-unitary; we therefore have an injective homomorphism of Lie
groups:

(2.5.14) O
(
L0, g|L0×L0

)
3 T 7−→ TC ∈ U(V, J, gs)

whose image consists precisely of the elements in U(V, J, gs) that leave L0 invari-
ant (see Lemma 1.3.11). Corollary 1.4.27 tells us that the subgroup U(V, J, gs)
of Sp(V, ω) acts transitively on Λ; from Corollary 2.1.9 we therefore obtain the
following:

2.5.11. PROPOSITION. Fix L0 ∈ Λ and a complex structure J on V which is
compatible with ω; the map:

U(V, J, gs) 3 A 7−→ A(L0) ∈ Λ

induces a diffeomorphism

U(V, J, gs)/O
(
L0, g|L0×L0

)
' Λ,

where O(L0, g|L0×L0

)
is identified with a closed subgroup of U(V, J, gs) through

(2.5.14). �

Obviously, the choice of a symplectic basis in V induces an isomorphism be-
tween the Lagrangian Grassmannian of (V, ω) and the Lagrangian Grassmannian
of R2n endowed with the canonical symplectic structure. Hence we have the fol-
lowing:

2.5.12. COROLLARY. The Lagrangian Grassmannian Λ is isomorphic to the
quotient U(n)/O(n); in particular, Λ is a compact and connect manifold.

2.5.1. The submanifolds Λk(L0). In this subsection we will consider a fixed
symplectic space (V, ω), with dim(V ) = 2n, and a Lagrangian subspace L0 ⊂ V .
For k = 0, . . . , n we define the following subsets of Λ:

Λk(L0) =
{
L ∈ Λ : dim(L ∩ L0) = k

}
.

Observe that, for k = 0, the above definition is compatible with the definition of
Λ0(L0) given in (2.5.2). Our goal is to show that each Λk(L0) is a submanifold of
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Λ and to compute its tangent space; we will also show that Λ1(L0) has codimension
1 in Λ, and that it admits a canonical transverse orientation in Λ.

Let us denote by Sp(V, ω, L0) the closed subgroup of Sp(V, ω) consisting of
those symplectomorphisms that preserve L0:

(2.5.15) Sp(V, ω, L0) =
{
A ∈ Sp(V, ω) : A(L0) = L0

}
.

It is easy to see that the Lie algebra sp(V, ω, L0) of Sp(V, ω, L0) is given by (see
formula (2.1.5)):

sp(V, ω, L0) =
{
X ∈ sp(V, ω) : X(L0) ⊂ L0

}
.

In the next Lemma we compute more explicitly this algebra:

2.5.13. LEMMA. The Lie algebra sp(V, ω, L0) consists of those linear endo-
morphisms X ∈ Lin(V ) such that ω(X·, ·) is a symmetric bilinear form that van-
ishes on L0.

PROOF. It follows from the characterization of the algebra sp(V, ω) given in
Subsection 2.1.1, observing that ω(X·, ·)|L0×L0 = 0 if and only if X(L0) is con-
tained in the ω-orthogonal complement L⊥

0 of L0. But L0 is Lagrangian, hence
L⊥

0 = L0. �

It is clear that the action of Sp(V, ω) on Λ leaves each subset Λk(L0) invariant;
moreover, by Proposition 1.4.41, it follows that Λk(L0) is an orbit of the action of
Sp(V, ω, L0). The strategy then is to use Theorem 2.1.12 to conclude that Λk(L0)
is an embedded submanifold of Λ; to this aim, we need to show that Λk(L0) is
locally closed in Λ.

For each k = 0, . . . , n we define:

Λ≥k(L0) =
n⋃
i=k

Λi(L0), Λ≤k(L0) =
k⋃
i=0

Λi(L0).

We have the following:

2.5.14. LEMMA. For all k = 0, . . . , n, the subset Λ≤k(L0) is open and the
subset Λ≥k(L0) is closed in Λ.

PROOF. It follows from Corollary 2.4.8 that the set of spaces W ∈ Gn(V )
such that dim(W ∩ L0) ≤ k is open in Gn(V ); since Λ has the topology induced
by that of Gn(V ), it follows that Λ≤k(L0) is open in Λ. Since Λ≥k(L0) is the
complementary of Λ≤k−1(L0), the conclusion follows. �

2.5.15. COROLLARY. For all k = 0, . . . , n, the subset Λk(L0) is locally closed
in Λ.

PROOF. Simply observe that Λk(L0) = Λ≥k(L0) ∩ Λ≤k(L0). �

As a corollary, we obtain the main result of the subsection:

2.5.16. THEOREM. For each k = 0, . . . , n, Λk(L0) is an embedded submani-
fold of Λ with codimension 1

2k(k + 1); its tangent space is given by:

(2.5.16) TLΛk(L0) =
{
B ∈ Bsym(L) : B|(L0∩L)×(L0∩L) = 0

}
,

for all L ∈ Λk(L0).
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PROOF. It follows from Proposition 1.4.41 that Λk(L0) is an orbit of the action
of Sp(V, ω, L0) on Λ. From Theorem 2.1.12 and Corollary 2.5.15 it follows that
Λk(L0) is an embedded submanifold of Λ. It remains to prove the identity in
(2.5.16), because then it will follow that

(2.5.17) TLΛ ∼= Bsym(L) 3 B 7−→ B|(L0∩L)×(L0∩L) ∈ Bsym(L0 ∩ L)

is a surjective linear map whose kernel is TLΛk(L0), which implies the claim on
the codimension of Λk(L0).

Using Propositions 2.1.7, 2.5.10 and Lemma 2.5.13, we have that:

TLΛk(L0) =
{
B|L×L : B ∈ Bsym(V ), B|L0×L0 = 0

}
,

for all L ∈ Λk(L0). It remains to prove that every symmetric bilinear form B ∈
Bsym(L) that vanishes on vectors in L∩L0 can be extended to a symmetric bilinear
form on V that vanishes on L0. This fact is left to the reader in Exercise 2.12. �

2.5.17. REMARK. One can actually prove that the manifolds Λk(L0) are con-
nected; namely, Remark 1.4.43 implies that the group Sp+(V, ω, L0) of symplec-
tomorphisms of V which restrict to a positive isomorphism of L0 acts transitively
on Λk(L0). The connectedness of Λk(L0) then follows from the conectedness of
Sp+(V, ω, L0) (see Example 3.2.39).

2.5.18. REMARK. It follows from Theorem 2.5.16 that Λ0(L0) is a dense open
subset of Λ; indeed, its complement Λ≥1(L0) is a finite union of positive codimen-
sion submanifolds, all of which have therefore null measure. It follows that given
any sequence (Li)i∈N of Lagrangian subspaces of V , then the set⋂

i∈N
Λ0(Li) =

{
L ∈ Λ : L ∩ Li = {0}, for all i ∈ N

}
is dense in Λ, because its complement is a countable union of sets of null measure.
The same conclusion can be obtained by using Baire’s Lemma instead of the “null
measure argument”.

We are now able to define a transverse orientation for Λ1(L0) in Λ. Recall
that if N is a submanifold of M , then a transverse orientation for N in M is an
orientation for the normal bundle i∗(TM)/TN , where i : N → M denotes the
inclusion; more explicitly, a transverse orientation for N in M is a choice of an
orientation for the quotient space TnM/TnN that depends continuously on n ∈ N.
The continuous dependence of the choice of an orientation has to be meant in the
following sense: given any n0 ∈ N there exists an open neighborhood U ⊂ N
of n0 and there exist continuous functions Xi : U → TM , i = 1, . . . , r, such
that (Xi(n) + TnN)ri=1 is a positively oriented basis of TnM/TnN for all n ∈ U .
It follows that, if such continuous maps Xi exist, then we can replace them with
differentiable maps Xi that satisfy the same condition.

Observe that, for each L ∈ Λk(L0), the map (2.5.17) passes to the quotient
and defines an isomorphism:

(2.5.18) TLΛ/TLΛk(L0)
∼=−−→ Bsym(L0 ∩ L).

2.5.19. DEFINITION. For each L ∈ Λ1(L0) we define an orientation in the
quotient TLΛ/TLΛ1(L0) in the following way:
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• we give an orientation to the unidimensional space Bsym(L0 ∩ L) by
requiring that an element B ∈ Bsym(L0 ∩ L) is a positively oriented
basis if B(v, v) > 0 for some (hence for all) v ∈ L0 ∩ L with v 6= 0;

• we consider the unique orientation in TLΛ/TLΛ1(L0) that makes the iso-
morphism (2.5.18) positively oriented.

2.5.20. PROPOSITION. The orientation chosen in Definition 2.5.19 for the
space TLΛ/TLΛ1(L0) makes Λ1(L0) into a transversally oriented submanifold
of Λ; this transverse orientation is invariant by the action of Sp(V, ω, L0), i.e., for
all A ∈ Sp(V, ω, L0) and for all L ∈ Λ1(L0) the isomorphism:

TLΛ/TLΛ1(L0) −→ TA(L)Λ/TA(L)Λ
1(L0)

induced from dA(L) by passage to the quotient is positively oriented.

PROOF. It follows from Proposition 2.5.9 that the differential dA(L) coincides
with the push-forward A#; hence we have the following commutative diagram:

(2.5.19) TLΛ
dA(L) //

��

TA(L)Λ

��
Bsym(L ∩ L0)

(A|L∩L0
)#

// Bsym(A(L) ∩ L0)

where the vertical arrows are the maps of restriction of bilinear forms. Then, the
orientation given in Definition 2.5.19 is Sp(V, ω, L0)-invariant.

The continuous dependence on L of such orientation now follows from the fact
that the action of Sp(V, ω, L0) on Λ1(L0) is transitive.1 �

2.5.21. REMARK. If A : (V, ω) → (V ′, ω′) is a symplectomorphism with
A(L0) = L′

0, then, as in the proof of Proposition 2.5.20, it follows that the isomor-
phism:

TLΛ(V, ω)/TLΛ1(L0) −→ TA(L)Λ(V ′, ω′)/TA(L)Λ
1(L′

0)

induced by the differential dA(L) by passage to the quotient is positively oriented
for all L ∈ Λ1(L0). To see this, simply replace diagram (2.5.19) with:

(2.5.20) TLΛ(V, ω)
dA(L) //

��

TA(L)Λ(V ′, ω′)

��
Bsym(L ∩ L0)

(A|L∩L0
)#

// Bsym(A(L) ∩ L′
0)

1The required transverse orientation can be seen as a section O of the (Z2-principal) fiber bun-
dle over Λ1(L0) whose fiber at the point L ∈ Λ1(L0) is the set consisting of the two possible
orientations of TLΛ/TLΛ1(L0). Under this viewpoint, the Sp(V, ω, L0)-invariance of this trans-
verse orientation means that the map O is Sp(V, ω, L0)-equivariant, and the differentiability of O
follows then from Corollary 2.1.10.
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Exercises for Chapter 2

EXERCISE 2.1. LetX be a locally compact Hausdorff topological space. Show
that if X is second countable then X is paracompact; conversely, show that if X is
paracompact, connected and locally second countable then X is second countable.

EXERCISE 2.2. Suppose that P,M are manifolds, N ⊂ M is an immersed
submanifold and f : P → M is a differentiable map. Suppose that f(P ) ⊂ N ;
prove that if f0 : P → N is continuous (f0 is defined by the diagram (2.1.1))
when N is endowed with the topology induced by its differentiable atlas, then
f0 : P → N is differentiable.

EXERCISE 2.3. Let M be a manifold, N ⊂ M a subset and τ a topology for
N . Prove that there exists at most one differentiable structure on N that induces
the topology τ and that makes N an immersed submanifold of M .

EXERCISE 2.4. Prove that every locally compact subspace of a Hausdorff
space is locally closed and, conversely, that in a locally compact Hausdorff space
every locally closed subset is locally compact in the induced topology.

EXERCISE 2.5. Let M , N be differentiable manifolds and f : M → N be a
differentiable immersion. Assuming that the map f : M → f(M) is open (i.e.,
it takes open subsets of M to subsets of f(M) that are open with respect to the
topology induced by N ) then f(M) is an embedded submanifold of N and the
map f : M → f(M) is a local diffeomorphism.

EXERCISE 2.6. Let M , N be differentiable manifolds and f : M → N be
a map. Assume that for all y ∈ f(M) there exists a local charts ϕ : U → Ũ

in M and a local chart ψ : V → Ṽ in N such that y ∈ V , U = f−1(V ) and
ψ ◦f ◦ϕ−1 : Ũ → Ṽ is a differentiable embedding. Show that f is a differentiable
embedding.

EXERCISE 2.7. Let G be a Lie group acting differentiably on the manifold
M ; let X ∈ g and let X∗ be the vector field given by (2.1.14). Prove that X∗ is
complete in M , i.e., its maximal integral lines are defined over the whole real line.

EXERCISE 2.8. Show that, given any countable family {Vi}∞i=1 of k-dimen-
sional subspaces of Rn, with k < n, then there exist a (n − k)-dimensional sub-
space W ⊂ Rn which is complementary to all the Vi’s.

EXERCISE 2.9. Determine the isotropy of the element Rk ⊕{0}n−k ∈ Gk(n)
with respect to the natural action of GL(n,R) on Gk(n).

EXERCISE 2.10. Let V be an n-dimensional vector space and k be an integer
with 0 ≤ k ≤ n. Consider the set:

Ek(V ) =
{
(W, v) ∈ Gk(V ) × V : v ∈W

}
.

(a) Let φW0,W1 : G0
k(W1) → Lin(W0,W1) be a local chart of Gk(V ) and

denote by π0 : V → W0 the projection corresponding to the decomposi-
tion V = W0 ⊕W1. Show that the map:

(2.5.21) G0
k(W1)×V 3 (W, v) 7−→

(
W, v−φW0,W1(W )·π0(v)

)
∈ G0

k(W1)×V
is a diffeomorphism that carriesEk(V )∩

(
G0
k(W1)×V ) toG0

k(W1)×W0.
(b) Show that Ek(V ) is a closed subset of Gk(V ) × V .
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(c) Given v ∈ V , show that the set:

(2.5.22)
{
W ∈ Gk(V ) : v ∈W

}
is closed in Gk(V ).

Part (a) shows that Ek(V ) is a vector subbundle (over Gk(V )) of the trivial vector
bundle Gk(V ) × V . This is called the tautological vector bundle of Gk(V ).

EXERCISE 2.11. Let (V1, ω1), (V2, ω2) be symplectic spaces and (V, ω) be
their direct sum (see Exercise 1.12). Show that the map:

s : Λ(V1) × Λ(V2) 3 (L1, L2) 7−→ L1 ⊕ L2 ∈ Λ(V )

is a differentiable embedding.

EXERCISE 2.12. Let (V, ω) be a (finite dimensional) symplectic space and
L,L0 be Lagrangian subspaces of V . Suppose that B ∈ Bsym(L) is a symmetric
bilinear form on L that vanishes in L ∩ L0. Prove that B extends to a symmetric
bilinear form on V that vanishes in V0.

EXERCISE 2.13. Prove that if P : E → B is a differentiable fibration, then
every curve of class Ck, γ : [a, b] → B, admits a lift γ : [a, b] → B of class Ck,
0 ≤ k ≤ +∞ (see Remark 2.1.18).

EXERCISE 2.14. Show that the map

Lin(Rn,Rm) 3 T 7−→ Gr(T ) ∈ Gn(n+m)

is a diffeomorphism onto an open set and compute its differential.

EXERCISE 2.15. Prove that a map D : [a, b] → Gk(n) is of class Cp if and
only if there exist maps Y1, . . . , Yk : [a, b] → Rn of class Cp such that (Yi(t))ki=1
is a basis of D(t) for all t.

EXERCISE 2.16. The Grassmannian of oriented k-dimensional subspaces of
Rn is the set G+

k (n) of all pairs (W,O) where W ⊂ Rn is a k-dimensional sub-
space and O is an orientation in W . Define an action of GL(n,R) in G+

k (n) and
show that its restriction to SO(n) is transitive if k < n. Conclude that, if k < n,
G+
k (n) has a natural structure of homogeneous manifold which is compact and

connected.

EXERCISE 2.17. Given a Lagrangian L0 of a symplectic space (V, ω), denote
by FixL0 the subgroup of Sp(V, ω) consisting of those symplectomorphisms T
such that T |L0 = Id, i.e., such that T (v) = v for all v ∈ L0. Prove that FixL0

is a Lie subgroup of Sp(V, ω), and that it acts freely and transitively on Λ0(L0).
Conclude that FixL0 is diffeomorphic to Λ0(L0).

EXERCISE 2.18. In the notations of Exercise 2.17, prove that FixL0 is isomor-
phic as a Lie group to the additive group of n× n real symmetric matrices.

EXERCISE 2.19. Given L0, L ∈ Λ with L ∩ L0 = {0} and B ∈ Bsym(L0) a
nondegenerate symmetric bilinear form on L0, prove that there exists L1 ∈ Λ with
L1 ∩ L0 = {0} and such that ϕL0,L1(L) = B.

EXERCISE 2.20. Let A : (V, ω) → (V ′, ω′) be a symplectomorphism and
(L0, L1) be a Lagrangian decomposition of V . Identifying A with a map from
Λ(V, ω) to Λ(V ′, ω′) and setting L′

0 = A(L0), L′
1 = A(L1), show that:

A
(
Λ0(L1)

)
= Λ0(L′

1)
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and that:
ϕL′

0,L
′
1

(
A(L)

)
= A#

(
ϕL0,L1(L)

)
,

for all L ∈ Λ0(L1).

EXERCISE 2.21. Let (V, ω) be a symplectic space and consider the symplectic
form ω̃ in V ⊕ V defined by:

ω̃
(
(v1, v2), (w1, w2)

)
= ω(v1, w1) − ω(v2, w2),

for all v1, v2, w1, w2 ∈ V . Given symplectomorphisms T1, T2 ∈ Sp(V, ω), show
that the map:

T1 ⊕ T2 : V ⊕ V 3 (v1, v2) 7−→
(
T1(v1), T2(v2)

)
∈ V ⊕ V

is a symplectomorphism.



CHAPTER 3

Topics of Algebraic Topology

3.1. The fundamental groupoid and the fundamental group

In this section we will give a short summary of the definition and of the main
properties of the fundamental groupoid and group of a topological space X . We
will denote by I the unit closed interval [0, 1] and byC0(Y, Z) the set of continuous
maps f : Y → Z between any two topological spaces Y and Z.

Let us begin with a general definition:

3.1.1. DEFINITION. If Y and Z are topological spaces, we say that two maps
f, g ∈ C0(Y, Z) are homotopic when there exists a continuous function:

H : I × Y −→ Z

such that H(0, y) = f(y) and H(1, y) = g(y) for every y ∈ Y . We then say that
H is a homotopy between f and g and we write H : f ∼= g. For s ∈ I , we denote
by Hs : Y → Z the map Hs(y) = H(s, y).

Intuitively, a homotopy H : f ∼= g is a one-parameter family (Hs)s∈I in
C0(Y, Z) that deforms continuously H0 = f into H1 = g.

In our context, the following notion of homotopy is more interesting:

3.1.2. DEFINITION. Let γ, µ : [a, b] → X be continuous curves in a topolog-
ical space X; we say that γ is homotopic to µ with fixed endpoints if there exists
a homotopy H : γ ∼= µ such that H(s, a) = γ(a) = µ(a) and H(s, b) = γ(b) =
µ(b) for every s ∈ I . In this case, we say thatH is a homotopy with fixed endpoints
between γ and µ.

Clearly, two curves γ, µ : [a, b] → X can only be homotopic with fixed end-
points if they have the same endpoints, i.e., if γ(a) = µ(a) and γ(b) = µ(b);
given a homotopy with fixed endpoints H the stages Hs are curves with the same
endpoints as γ and µ.

It is easy to see that the “homotopy” and the “homotopy with fixed endpoints”
are equivalence relations in C0(Y, Z) and in C0([a, b], X) respectively.

For this section we will fix a topological space X and we will denote by Ω(X)
the set of all continuous curves γ : I → X:

Ω(X) = C0(I,X).

For γ ∈ Ω(X), we denote by [γ] the equivalence class of all curves homotopic
to γ with fixed endpoints; we call it the homotopy class of γ. We also denote by
Ω(X) the set of such classes:

Ω(X) =
{

[γ] : γ ∈ Ω(X)
}
.

71



72 3. ALGEBRAIC TOPOLOGY

If γ, µ ∈ Ω(X) are such that γ(1) = µ(0), we define the concatenation of γ and µ
to be the curve γ · µ in Ω(X) defined by:

(γ · µ)(t) =

{
γ(2t), t ∈ [0, 1

2 ],
µ(2t− 1), t ∈ [12 , 1].

In this way, the map (γ, µ) 7→ γ · µ defines a partial binary operation in the set
Ω(X). For γ ∈ Ω(X), we define γ−1 ∈ Ω(X) by setting:

γ−1(t) = γ(1 − t), t ∈ I.

For each point x ∈ X we denote by ox ∈ Ω(X) the constant curve equal to x:

ox(t) = x, t ∈ I.

It is not hard to prove that, if γ(1) = µ(0), [γ] = [γ1] and [µ] = [µ1], then:

[γ · µ] = [γ1 · µ1],
[
γ−1

]
=

[
γ−1

1

]
.

These identities show that the operations (γ, µ) 7→ γ · µ and γ 7→ γ−1 pass to the
quotient and they define operations in the set Ω(X); we then define:

[γ] · [µ] = [γ · µ], [γ]−1 =
[
γ−1

]
.

The homotopy class [γ] of a curve γ is invariant by reparameterizations:

3.1.3. LEMMA. Let γ ∈ Ω(X) be a continuous curve and consider a reparam-
eterization γ ◦ σ of γ, where σ : I → I is a continuous map. If σ(0) = 0 and
σ(1) = 1, then [γ] = [γ ◦ σ]; if σ(0) = σ(1), then γ ◦ σ is homotopic with fixed
endpoints to a constant curve, i.e., [γ ◦ σ] = [oγ(σ(0))].

PROOF. DefineH(s, t) = γ
(
(1−s)t+s σ(t)

)
to prove the first statement and

H(s, t) = γ
(
(1 − s)σ(t) + s σ(0)

)
to prove the second statement. �

3.1.4. REMARK. In some cases we may need to consider homotopy classes
of curves γ : [a, b] → X defined on an arbitrary closed interval [a, b]; in this
case we will denote by [γ] the homotopy class with fixed endpoints of the affine
reparameterization of γ on I defined by:

(3.1.1) I 3 t 7−→ γ
(
(b− a)t+ a

)
∈ X;

it follows from Lemma 3.1.3 that (3.1.1) is homotopic with fixed endpoints to every
reparameterization γ◦σ of γ, where σ : I → [a, b] is a continuous map with σ(0) =
a and σ(1) = b. More generally, in some situations we will identify a continuous
curve γ : [a, b] → X with its affine reparameterization (3.1.1). In particular, the
concatenation of curves defined on arbitrary closed intervals should be understood
as the concatenation of their affine reparameterizations on the interval I .

3.1.5. COROLLARY. Given γ, µ, κ ∈ Ω(X) with γ(1) = µ(0) and µ(1) =
κ(0), then:

(3.1.2)
(
[γ] · [µ]

)
· [κ] = [γ] ·

(
[µ] · [κ]

)
.

Moreover, for γ ∈ Ω(X) we have:

(3.1.3) [γ] · [oγ(1)] = [γ], [oγ(0)] · [γ] = [γ]

and also:

(3.1.4) [γ] · [γ]−1 = [oγ(0)], [γ]−1 · [γ] = [oγ(1)].
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PROOF. The identity (3.1.2) follows from the observation that (γ · µ) · κ is a
reparameterization of γ · (µ · κ) by a continuous map σ : I → I with σ(0) = 0
and σ(1) = 1. Similarly, the identities in (3.1.3) are obtained by observing that
γ · oγ(1) and oγ(0) · γ are reparameterizations of γ by a map σ with σ(0) = 0 and
σ(1) = 1. The first identity in (3.1.4) follows from the fact that γ · γ−1 = γ ◦ σ
where σ : I → I satisfies σ(0) = σ(1) = 0; the second identity in (3.1.4) is
obtained similarly. �

The identity (3.1.2) tells us that the concatenation is associative in Ω(X) when
all the products involved are defined; the identities in (3.1.3), roughly speaking,
say that the classes [ox], x ∈ X , act like neutral elements for the operation of
concatenation, and the identities in (3.1.4) tell us that the class [γ−1] acts like the
inverse of the class [γ] with respect to the concatenation.

If we fix a point x0 ∈ X , we denote by Ωx0(X) the set of loops in X with
basepoint x0:

Ωx0(X) =
{
γ ∈ Ω(X) : γ(0) = γ(1) = x0

}
.

We also consider the image of Ωx0(X) in the quotient Ω(X), that will be denoted
by:

π1(X,x0) =
{
[γ] : γ ∈ Ωx0(X)

}
.

The (partially defined) binary operation of concatenation in Ω(X) restricts to a
(totally defined) binary operation in π1(X,x0); from Corollary 3.1.5 we obtain the
following:

3.1.6. THEOREM. The set π1(X,x0) endowed with the concatenation opera-
tion is a group. �

This is the main definition of the section:

3.1.7. DEFINITION. The set Ω(X) endowed with the (partially defined) oper-
ation of concatenation is called the fundamental groupoid of the topological space
X . For all x0 ∈ X , the group π1(X,x0) (with respect to the concatenation opera-
tion) is called the fundamental group of X with basepoint x0.

3.1.8. REMARK. A groupoid is usually defined as a small category, i.e., a cat-
egory whose objects form a set, whose morphisms are all isomorphisms. In this
context it will not be important to study this abstract notion of groupoid, never-
theless it is important to observe that Corollary 3.1.5 shows that the fundamental
groupoid of a topological space is indeed a groupoid in this abstract sense.

3.1.9. REMARK. If X0 ⊂ X is the arc-connected component of x0 in X , then
π1(X,x0) = π1(X0, x0), since every loop in X with basepoint in x0 has image
contained in X0, as well as every homotopy between such loops has image in X0.

In the following lemma we describe the functoriality properties of the funda-
mental groupoid and group:

3.1.10. LEMMA. Let f : X → Y be a continuous map; for γ ∈ Ω(X), the
homotopy class [f ◦ γ] depends only on the homotopy class [γ] of γ; hence, we
have a well defined map

f∗ : Ω(X) −→ Ω(Y )
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given by f∗([γ]) = [f ◦ γ]. For γ, µ ∈ Ω(X) with γ(1) = µ(0) and for every
x0 ∈ X the following identities hold:

f∗([γ] · [µ]) = f∗([γ]) · f∗([µ]), f∗
(
[γ]−1

)
= f∗([γ])−1, f∗([ox0 ]) = [of(x0)].

In particular, if f(x0) = y0 then f∗ restricts to a map

f∗ : π1(X,x0) −→ π1(Y, y0)

which is a group homomorphism. �

Clearly, given f ∈ C0(X,Y ) and g ∈ C0(Y, Z) then:

(g ◦ f)∗ = g∗ ◦ f∗,

and that, if Id denotes the identity ofX , then Id∗ is the identity of Ω(X); it follows
that, if f : X → Y is a homeomorphism, then f∗ is a bijection, and it induces an
isomorphism of π1(X,x0) onto π1(Y, f(x0)). The map f∗ is said to be induced by
f in the fundamental groupoid or in the fundamental group.

The following proposition relates the fundamental groups relative to different
basepoints:

3.1.11. PROPOSITION. Given x0, x1 ∈ X and a continuous curve λ : I → X
with λ(0) = x0 and λ(1) = x1, we have an isomorphism:

λ# : π1(X,x0) −→ π1(X,x1)

defined by λ#([γ]) = [λ]−1 · [γ] · [λ], for every γ ∈ Ωx0(X). �

3.1.12. COROLLARY. If x0 and x1 belong to the same arc-connected compo-
nent of X , then the groups π1(X,x0) and π1(X,x1) are isomorphic. �

The following commutative diagram relates the homomorphisms f∗ and λ#:

π1(X,x0)
f∗ //

λ#

��

π1(Y, y0)

(f◦λ)#
��

π1(X,x1)
f∗

// π1(Y, y1)

where f ∈ C0(X,Y ), x0, x1 ∈ X , y0 = f(x0), y1 = f(x1) and λ ∈ Ω(X) is a
curve from x0 to x1.

3.1.13. REMARK. In spite of the fact that π1(X,x0) and π1(X,x1) are isomor-
phic if x0 and x1 are in the same arc-connected component ofX , such isomorphism
is not canonical; more explicitly, if λ0, λ1 ∈ Ω(X) are curves from x0 to x1, then:

(λ1)−1
# ◦ (λ0)# = I[λ],

where λ = λ1 · λ−1
0 and I[λ] denotes the map of conjugation by the element [λ] in

π1(X,x0). If π1(X,x0) is abelian it follows that (λ0)# = (λ1)#, and therefore the
fundamental groups with basepoints in the same arc-connected components can be
canonically identified (compare with Remark 3.3.34).

3.1.14. DEFINITION. We say that a topological spaceX is simply connected if
it is arc-connected and if π1(X,x0) is the trivial group {ox0} for some (hence for
all) x0 ∈ X .
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Observe that, ifX is simply connected, then [γ] = [µ] for all continuous curves
γ, µ : I → X such that γ(0) = µ(0) and γ(1) = µ(1); for, in this case, [γ]·[µ]−1 =
[ox0 ].

3.1.15. EXAMPLE. A subset X ⊂ Rn is said to be star-shaped around the
point x0 ∈ X if for every x ∈ X the segment:

[x0, x] =
{
(1 − t)x0 + tx : t ∈ I

}
is contained in X; we say that X is convex if it is star-shaped at each one of its
points. If X is star-shaped at x0, then X is simply connected; indeed, X is clearly
arc-connected, and, given a loop γ ∈ Ωx0(X), we can define a homotopy:

I × I 3 (s, t) 7→ (1 − s)γ(t) + s x0 ∈ X

between γ and ox0 .

3.1.16. REMARK. Two loops γ ∈ Ωx0(X) and µ ∈ Ωx1(X) are said to be
freely homotopic if there exists a homotopy H : γ ∼= µ such that, for every s ∈ I ,
the curve Hs is a loop in X , i.e., H(s, 0) = H(s, 1) for every s. In this situation,
if we set λ(s) = H(s, 0), we have the following identity:

(3.1.5) λ#([γ]) = [µ].

The identity (3.1.5) follows from the fact that, since the square I × I is convex,
the homotopy class in Ω(I × I) of the loop that is obtained by considering the
boundary of I × I run counterclockwise is trivial, hence so is its image by H∗.
Such image is precisely the difference of the terms on the two sides of the equality
in (3.1.5). In Exercise 3.3 the reader is asked to show that, conversely, any loop γ
is always freely homotopic to λ−1 · γ · λ, for any curve λ with λ(0) = γ(0).

In particular, if γ, µ ∈ Ωx0(X) are freely homotopic, then the classes [γ] and
[µ] are conjugate in π1(X,x0); it follows that γ ∈ Ωx0(X) is such that [γ] = [ox0 ]
if and only if γ is freely homotopic to a constant loop. With this argument we have
shown that an arc-connected topological space X is simply connected if and only
if every loop in X is freely homotopic to a constant loop.

3.1.17. EXAMPLE. A topological space X is said to be contractible if the
identity map of X is homotopic to a constant map, i.e., if there exists a continuous
map H : I ×X → X and x0 ∈ X such that H(0, x) = x and H(1, x) = x0 for
every x ∈ X . For instance, if X ⊂ Rn is star-shaped at x0, then X is contractible:
the required homotopy H is given by H(s, x) = (1 − s)x+ s x0. It is easy to see
that every contractible space is arc-connected (see Exercise 3.1). Moreover, if X is
contractible then X is simply connected; indeed, if H : Id ∼= x0 is a homotopy and
γ ∈ Ω(X) is a loop, then the map (s, t) 7→ H(s, γ(t)) is a free homotopy between
γ and the constant loop ox0 (see Remark 3.1.16).

3.1.1. The Seifert–van Kampen theorem for the fundamental groupoid.
The classical Seifert–van Kampen theorem relates the fundamental group of a topo-
logical space covered by a family of open sets to the fundamental group of each
open set of the cover1. The full statement and proof of the classical Seifert–van
Kampen theorem can be found for instance in [11]. In this subsection we will give
a version of the Seifert–van Kampen theorem for fundamental groupoids that will
allow us to give a simple construction for the Maslov index (see Section 5.2).

1The family of open sets should be closed under finite intersections and all open sets must be
arc-connected.
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3.1.18. DEFINITION. If G is a set, a map ψ : Ω(X) → G is said to be homo-
topy invariant if ψ(γ) = ψ(µ) whenever γ, µ ∈ Ω(X) are homotopic with fixed
endpoints.

Clearly, a map ψ : Ω(X) → G is homotopy invariant if and only if there exists
a map φ : Ω(X) → G such that ψ(γ) = φ

(
[γ]

)
, for all γ ∈ Ω(X).

3.1.19. DEFINITION. If G is a group, a map ψ : Ω(X) → G is said to be
compatible with concatenations if:

(3.1.6) ψ(γ · µ) = ψ(γ)ψ(µ),

for all γ, µ ∈ Ω(X) with γ(1) = µ(0). If ψ is compatible with concatenations and
homotopy invariant we say that ψ is a groupoid homomorphism.

We observe that if ψ is compatible with concatenations then:

ψ(ox) = 1,

for all x ∈ X , where 1 ∈ G denotes the neutral element; namely, this follows by
applying ψ to both sides of equality ox = ox ·ox. If ψ is a groupoid homomorphism
then:

ψ(γ−1) = ψ(γ)−1,

for all γ ∈ Ω(X). Namely, γ · γ−1 is homotopic with fixed endpoints to oγ(0).

3.1.20. EXAMPLE. Given a group G and a map g : X → G we define a map
ψg : Ω(X) → G by setting:

ψg(γ) = g
(
γ(0)

)−1
g
(
γ(1)

)
,

for all γ ∈ Ω(X). Clearly ψ is a groupoid homomorphism. In Exercise 3.12
we ask the reader to prove a result that characterizes which G-valued groupoid
homomorphisms on Ω(X) arise from G-valued maps on X .

3.1.21. THEOREM. Let G be a group and let X =
⋃
α∈A Uα be an open

cover of X . Assume that for each α ∈ A we are given a groupoid homomorphism
ψα : Ω(Uα) → G and that for every α, β ∈ A and every γ ∈ Ω(Uα ∩ Uβ) we
have:

(3.1.7) ψα(γ) = ψβ(γ).

Then there exists a unique groupoid homomorphism ψ : Ω(X) → G such that
ψ(γ) = ψα(γ), for every α ∈ A and every γ ∈ Ω(Uα).

PROOF. We regard the sets Ω(Uα) as subsets of Ω(X). Our hypothesis (3.1.7)
says that, for α, β ∈ A, ψα and ψβ agree on Ω(Uα) ∩ Ω(Uβ) = Ω(Uα ∩ Uβ).
Therefore, setting ΩA =

⋃
α∈A Ω(Uα), we get a unique map ψ : ΩA → G that

agrees with ψα in Ω(Uα), for all α ∈ A (the set ΩA may be thought of as the set
of curves that are “small”, in the sense that their image is contained in some open
set Uα).

Given a partition P = {t0, t1, . . . , tk}, 0 = t0 < t1 < · · · < tk = 1 of I , we
set:

ΩA,P =
{
γ ∈ Ω(X) : γ|[tr,tr+1] ∈ ΩA, r = 0, 1, . . . , k − 1

}
,

where, as explained in Remark 3.1.4, we are identifying curves defined on arbitrary
intervals with their affine reparameterizations on I . We define ψP : ΩA,P → G by
setting:

ψP (γ) = ψ
(
γ|[t0,t1]

)
· · ·ψ

(
γ|[tk−1,tk]

)
,
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for all γ ∈ ΩA,P . Obviously, if P = {0, 1} is the trivial partition of I then
ΩA,P = ΩA and ψP = ψ. We claim that if P and Q are arbitrary partitions of
I then ψP and ψQ agree on ΩA,P ∩ ΩA,Q. Namely, when Q is finer than P (i.e.,
Q ⊃ P ), this is a simple exercise and is left to the reader (Exercise 3.15). The
general case follows from the observation that any two partitions P , Q admit a
simultaneous refinement (namely, P ∪Q).

By the result of Exercise 3.14, Ω(X) =
⋃
P ΩA,P (the union being taken over

all partitions P of I), so that all the maps ψP extend to a G-valued map on Ω(X)
that will be denoted by ψ. The map ψ is compatible with concatenations; namely,
given γ, µ ∈ Ω(X) with γ(1) = µ(0), it is easy to check (3.1.6) by choosing
a partition P of I with γ, µ ∈ ΩA,P and 1

2 ∈ P . It remains to show that ψ is
homotopy invariant. This is left to the reader in Exercise 3.16. �

3.1.22. COROLLARY. Let G be a group and let X =
⋃
α∈A Uα be an open

cover of X . Assume that for each α ∈ A we are given a map gα : Uα → G and
that for every α, β ∈ A, the map Uα ∩ Uβ 3 x 7→ gα(x)gβ(x)−1 ∈ G is constant
in each arc-connected component of Uα ∩Uβ . Then there exists a unique groupoid
homomorphism ψ : Ω(X) → G such that ψ(γ) = ψgα(γ), for every α ∈ A and
every γ ∈ Ω(Uα) (see Example 3.1.20).

PROOF. Given α, β ∈ A and γ ∈ Ω(Uα ∩Uβ) then γ(0), γ(1) are in the same
arc-connected component of Uα ∩ Uβ and thus:

gα
(
γ(0)

)
gβ

(
γ(0)

)−1 = gα
(
γ(1)

)
gβ

(
γ(1)

)−1
.

It follows that ψgα(γ) = ψgβ
(γ). The conclusion follows from Theorem 3.1.21.

�

We give a simple application of Corollary 3.1.22 that relates the fundamental
group and the first de Rham-cohomology space of a differentiable manifold.

3.1.23. EXAMPLE. Let M be a simply connected differentiable manifold and
let θ be a differentiable closed 1-form on M . We will show that θ is exact. We
assume the result that differentiable closed 1-forms on convex open subsets of
Rn are exact (and, therefore, a differentiable closed 1-form on a differentiable
manifold which is diffeomorphic to a convex open subset of Rn is exact). Let
M =

⋃
α∈A Uα be an open covering of M , where each Uα is diffeomorphic to a

convex open subset of Rn. For each α ∈ A, the restriction of θ to Uα is exact,
i.e., it is the differential of a differentiable map gα : Uα → R. Set G = R (as an
additive group). For each α, β ∈ A, the map Uα ∩ Uβ 3 x 7→ gα(x) − gβ(x) ∈ R

has null differential and thus it is constant on each arc-connected component of
Uα ∩ Uβ . Corollary 3.1.22 gives us a groupoid homomorphism ψ : Ω(M) → R

such that ψ(γ) = ψgα(γ), for every α ∈ A and every γ ∈ Ω(Uα). Since M is
simply-connected, we have ψ(γ) = ψ(µ), whenever γ(0) = µ(0) and γ(1) = µ(1)
(notice that two curves with the same endpoints are always homotopic). By the re-
sult of Exercise 3.12, there exists a map g : M → R such that ψ = ψg. Given
α ∈ A, since ψg and ψgα agree on Ω(Uα) and Uα is arc-connected, it follows that
g|Uα and gα differ by a constant (see Exercise 3.11). Hence g is differentiable and
its differential is equal to θ.

3.1.2. Stability of the homotopy class of a curve. In this subsection we show
that, under reasonable assumptions on the topology of the spaceX , two continuous
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curves inX that are sufficiently close belong to the same homotopy class. We begin
with a definition of “proximity” for continuous maps:

3.1.24. DEFINITION. Let Y, Z be topological spaces; for K ⊂ Y compact and
U ⊂ Z open, we define:

V(K;U) =
{
f ∈ C0(Y, Z) : f(K) ⊂ U

}
.

The compact-open topology in C0(Y, Z) is the topology generated by the sets
V(K;U) with K ⊂ Y compact and U ⊂ Z open; more explicitly, an open set
in the compact-open topology is union of intersections of the form:

V(K1;U1) ∩ . . . ∩ V(Kn;Un)

with each Ki ⊂ Y compact and each Ui ⊂ Z open, i = 1, . . . , n.

3.1.25. REMARK. When the topology of the counterdomain Z is metrizable,
i.e., it is induced by a metric d, the compact-open topology in C0(Y, Z) is also
called the topology of the uniform convergence on compact sets; in this case it
is not too hard to prove that, for f ∈ C0(Y, Z), a fundamental systems of open
neighborhood of f is obtained by considering the sets:

V(f ;K, ε) =
{
g ∈ C0(Y, Z) : sup

y∈K
d(f(y), g(y)) < ε

}
,

where K ⊂ Y is an arbitrary compact set and ε > 0. In this topology, a sequence
(or a net) fn converges to f if and only if fn converges uniformly to f on each
compact subset of Y .

In the context of differential topology, if Y and Z are manifolds (possibly
with boundary), the compact-open topology in C0(Y, Z) is also known as the C0-
topology or as the C0-weak Whitney topology.

3.1.26. REMARK. To each map f : X × Y → Z which is continuous in the
second variable there corresponds a map:

f̃ : X −→ C0(Y, Z).

An interesting property of the compact-open topology in C0(Y, Z) is that, if Y is
Hausdorff, the continuity of f̃ is equivalent to the continuity of f |X×K for every
compact K ⊂ Y (see [8, Proposição 21, §8, Capı́tulo 9]). In particular, if Y is
Hausdorff and locally compact, the continuity of f and the continuity of f̃ are
equivalent.

We will now introduce suitable conditions on the topological space X that will
allow to prove the stability of the homotopy class of curves.

3.1.27. DEFINITION. We say that the topological space X is locally arc-con-
nected if every point of X has a fundamental system of open neighborhoods con-
sisting of arc-connected subsets, i.e., if for every x ∈ X and every neighborhood
V of x in X there exists an open arc-connected subset U ⊂ X with x ∈ U ⊂ V .

We say thatX is semi-locally simply connected if every x ∈ X has a neighbor-
hood V such that every loop on V is contractible in X , i.e., given γ ∈ Ω(X) with
γ(0) = γ(1) and Im(γ) ⊂ V , then γ is homotopic (in X) with fixed endpoints to
a constant curve.
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3.1.28. EXAMPLE. If every point of X has a simply connected neighborhood,
thenX is semi-locally simply connected; in particular, every differentiable (or even
topological) manifold is locally arc-connected and semi-locally simply connected.

This is the main result of the subsection:

3.1.29. THEOREM. Let X be a locally arc-connected and semi-locally simply
connected topological space; given a curve γ ∈ Ω(X), there exists a neighborhood
U of γ in the space C0(I,X) endowed with the compact-open topology such that
for every µ ∈ U , if µ(0) = γ(0) and µ(1) = γ(1) then [µ] = [γ].

PROOF. Write X =
⋃
α∈A Uα, where each Uα ⊂ X is open and such that

every lace in Uα is contractible in X . By the result of Exercise 3.14, there exists a
partition 0 = t0 < t1 < · · · < tk = 1 of I such that for all r = 0, . . . , k − 1, there
exists αr ∈ A with γ

(
[tr, tr+1]

)
⊂ Uαr . For each r, the point γ(tr) ∈ Uαr−1 ∩Uαr

has an open arc-connected neighborhood Vr contained in the intersection Uαr−1 ∩
Uαr ; define the neighborhood U of γ in C0(I,X) by:

U =
k−1⋂
r=0

V([tr, tr+1];Uαr) ∩
k−1⋂
r=1

V({tr};Vr).

Clearly, γ ∈ U . Let now µ ∈ U be such that µ(0) = γ(0) and µ(1) = γ(1); we
need to show that [γ] = [µ].

For each r = 1, . . . , k− 1 choose a curve λr ∈ Ω(Vr) with λr(0) = γ(tr) and
λr(1) = µ(tr); set λ0 = oγ(0) and λk = oγ(1). For r = 0, . . . , k − 1, we have (see
Remark 3.1.4):

(3.1.8) [µ|[tr,tr+1]] = [λr]−1 · [γ|[tr,tr+1]] · [λr+1],

because the curve on the right hand side of (3.1.8) concatenated with the inverse
of the curve on the left hand side of (3.1.8) is the homotopy class of a loop in Uαr ,
hence trivial in Ω(X). Moreover, by the result of Exercise 3.13:

[µ] = [µ|[t0,t1]] · · · · · [µ|[tk−1,tk]],

[γ] = [γ|[t0,t1]] · · · · · [γ|[tk−1,tk]].
(3.1.9)

The conclusion now follows from (3.1.9) by concatenating the curves on both sides
of the identities (3.1.8) for r = 0, . . . , k − 1. �

3.1.30. EXAMPLE. Let Sn ⊂ Rn+1 be the unit n-dimensional sphere. From
the proof of Theorem 3.1.29 it follows that every curve γ : I → Sn is homotopic
with fixed endpoints to a curve which is piecewise C1. If n ≥ 2, such curve cannot
be surjective onto the sphere, because its image must have null measure in Sn.
Hence, if n ≥ 2 and γ : I → Sn is a piecewise C1 loop, there exists x ∈ Sn such
that Im(γ) ⊂ Sn \ {x}. Using the stereographic projection, we see that Sn \ {x}
is homeomorphic to Rn, therefore it is simply connected. From this argument it
follows that the sphere Sn is simply connected for n ≥ 2; the circle S1 is not
simply connected (see Example 3.2.27).

We will need also a version of Theorem 3.1.29 for the case of homotopies with
free endpoints in a given set.

3.1.31. DEFINITION. LetA ⊂ X be a subset and let γ, µ : [a, b] → X be given
curves with γ(a), µ(a), γ(b), µ(b) ∈ A; we say that γ and µ are homotopic with
endpoints free in A if there exists a homotopy H : γ ∼= µ such that Hs(a),Hs(b) ∈
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A for every s ∈ I; in this case we say that H is a homotopy with free endpoints in
A between γ and µ.

The relation of “homotopy with free endpoints in A” is an equivalence relation
in the set of curves γ ∈ C0([a, b], X) such that γ(a), γ(b) ∈ A; obviously, if two
curves with endpoints in A are homotopic with fixed endpoints then they will be
homotopic with free endpoints in A.

3.1.32. REMARK. If γ ∈ Ω(X) is a curve with endpoints in A and λ ∈ Ω(A)
is such that γ(1) = λ(0), then the concatenation γ · λ is homotopic to γ with
free endpoints in A. Indeed, for each s ∈ I , denote by λs ∈ Ω(A) the curve
λs(t) = λ

(
(1 − s)t

)
. Then, Hs = γ · λs defines a homotopy with free endpoints

in A between γ · λ and γ · oλ(0); the conclusion follows from the fact that γ and
γ · oλ(0) are homotopic with fixed endpoints.

Similarly, one shows that if λ ∈ Ω(A) is such that λ(1) = γ(0), then λ · γ is
homotopic to γ with free endpoints in A.

We have the following version of Theorem 3.1.29 for homotopies with free
endpoints in a set:

3.1.33. THEOREM. Let X be a locally arc-connected and semi-locally simply
connected topological space; let A ⊂ X be a locally arc-connected subspace of
X . Given a curve γ : I → X with endpoints inA, then there exists a neighborhood
U of γ in C0(I,X) endowed with the compact-open topology such that, for every
µ ∈ U with endpoints in A, the curves γ and µ are homotopic with free endpoints
in A.

PROOF. We will only show how to adapt the proof of Theorem 3.1.29 to this
case. Once the open sets Uαr and Vr are constructed, we also choose open neigh-
borhood V0 and Vk of γ(t0) and γ(tk) respectively in such a way that V0 ∩ A and
Vk ∩ A are arc-connected and contained respectively in Uα0 and in Uαk−1

. Then,
we define U by setting:

U =
k−1⋂
r=0

V([tr, tr+1];Uαr) ∩
k⋂
r=0

V({tr};Vr).

Let µ ∈ U be a curve with endpoints in A; we must show that γ and µ are homo-
topic with free endpoints in A. The curves λ0 and λk are now chosen in such a
way that λr(0) = γ(tr), λr(1) = µ(tr) and Im(λr) ⊂ Vr ∩ A for r = 0, k. The
identity (3.1.8) still holds for r = 0, . . . , k − 1. Using the same argument of that
proof, we now obtain:

[µ] = [λ0]−1 · [γ] · [λk];

and the conclusion follows from Remark 3.1.32. �

3.2. The homotopy exact sequence of a fibration

In this section we will give a short exposition of the definition and the basic
properties of the (absolute and relative) homotopy groups of a topological space;
we will describe the exact sequence in homotopy of a pair (X,A), and as a corol-
lary we will obtain the homotopy exact sequence of a fibration p : E → B.
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As in Section 3.1, we will denote by I the closed unit interval [0, 1] and by
C0(Y, Z) the set of continuous maps from Y to Z. We will denote by In the unit
n-dimensional cube, and by ∂In its boundary, that is:

∂In =
{
t ∈ In : ti ∈ {0, 1} for some i = 1, . . . , n

}
.

If n = 0, we define I0 = {0} and ∂I0 = ∅.
Let R∞ denote the space of all sequences (ti)i≥1 of real numbers; we identify

In with the subset of R∞:

In ∼= {(t1, . . . , tn, 0, 0, . . .) : 0 ≤ ti ≤ 1, i = 1, . . . , n} ⊂ R∞

in such a way that, for n ≥ 1, the cube In−1 will be identified with the face of In:

In−1 ∼= {t ∈ In : tn = 0} ⊂ In;

we will call this face the initial face of In. We denote by Jn−1 the union of the
other faces of In:

Jn−1 =
{
t ∈ In : tn = 1 or ti ∈ {0, 1} for some i = 1, . . . , n− 1

}
.

We will henceforth fix a topological space X; for every x0 ∈ X we denote by
Ωn
x0

(X) the set:

Ωn
x0

(X) =
{
φ ∈ C0(In, X) : φ(∂In) ⊂ {x0}

}
.

If n = 0, we identify a map φ : I0 → X with the point φ(0) ∈ X , so that Ω0
x0

(X)
is identified with the set X (observe that Ω0

x0
(X) does not actually depend on x0).

The set Ω1
x0

(X) is the loop space with basepoint x0 introduced in Section 3.1.
We say that (X,A) is a pair of topological spaces if X is a topological space

and A ⊂ X is a subspace. If (X,A) is a pair of topological spaces, x0 ∈ A and
n ≥ 1 we denote by Ωn

x0
(X,A) the set:

Ωn
x0

(X,A) =
{
φ ∈ C0(In, X) : φ(In−1) ⊂ A, φ(Jn−1) ⊂ {x0}

}
.

Observe that, for φ ∈ Ωn
x0

(X,A), we have φ(∂In) ⊂ A; also:

(3.2.1) Ωn
x0

(X) = Ωn
x0

(X, {x0}), n ≥ 1.

If n = 1, the cube In is the interval I , the initial face In−1 is the point {0} and
Jn−1 = {1}; the set Ω1

x0
(X,A) therefore is simply the set of continuous curves

γ : I → X with γ(0) ∈ A and γ(1) = x0.

3.2.1. DEFINITION. If X is a topological space, x0 ∈ X and n ≥ 0, we
say that φ, ψ ∈ Ωn

x0
(X) are homotopic in Ωn

x0
(X) if there exists a homotopy

H : φ ∼= ψ such that Hs ∈ Ωn
x0

(X) for every s ∈ I; the “homotopy in Ωn
x0

(X)” is
an equivalence relation, and for every φ ∈ Ωn

x0
(X) we denote by [φ] its equivalence

class. The quotient set is denoted by:

πn(X,x0) =
{
[φ] : φ ∈ Ωn

x0
(X)

}
.

We say that [φ] is the homotopy class defined by φ in πn(X,x0).
Similarly, if (X,A) is a pair of topological spaces, x0 ∈ A and n ≥ 1, we say

that φ, ψ ∈ Ωn
x0

(X,A) are homotopic in Ωn
x0

(X,A) when there exists a homotopy
H : φ ∼= ψ such thatHs ∈ Ωn

x0
(X,A) for every s ∈ I; then we have an equivalence

relation in Ωn
x0

(X,A) and we also denote the equivalence classes by [φ]. The
quotient set is denoted by:

πn(X,A, x0) =
{
[φ] : φ ∈ Ωn

x0
(X,A)

}
.
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We say that [φ] is the homotopy class defined by φ in πn(X,A, x0).

Observe that the set π0(X,x0) does not depend on the point x0, and it is iden-
tified with the set of arc-connected components of X; for every x ∈ X , [x] will
denote then the arc-connected component of X that contains x.

From (3.2.1) it follows that:

(3.2.2) πn(X, {x0}, x0) = πn(X,x0), n ≥ 1.

Given φ, ψ ∈ Ωn
x0

(X) with n ≥ 1, or given φ, ψ ∈ Ωn
x0

(X,A) with n ≥ 2, we
define the concatenation of φ with ψ as the map φ · ψ : In → X given by:

(3.2.3) (φ · ψ)(t) =

{
φ(2t1, t2, . . . , tn), t1 ∈ [0, 1

2 ],
ψ(2t1 − 1, t2, . . . , tn), t1 ∈ [12 , 1],

for every t = (t1, . . . , tn) ∈ In. Observe that the definition (3.2.3) does not make
sense in general for φ, ψ ∈ Ω0

x0
(X) or for φ, ψ ∈ Ω1

x0
(X,A).

The concatenation is a binary operation in Ωn
x0

(X) for n ≥ 1 and in Ωn
x0

(X,A)
for n ≥ 2; it is easy to see that this binary operation passes to the quotient and it
defines operations in the sets πn(X,x0) and πn(X,A, x0) of the homotopy classes,
given by:

[φ] · [ψ] = [φ · ψ].
We generalize Theorem 3.1.6 as follows:

3.2.2. THEOREM. For n ≥ 1, the set πn(X,x0) is a group (with respect to the
concatenation operation) and for n ≥ 2 also the set πn(X,A, x0) is a group; in
both cases, the neutral element is the class ox0 of the constant map ox0 : In → X:

(3.2.4) ox0(t) = x0, t ∈ In,

and the inverse of [φ] is the homotopy class [φ−1] of the map φ−1 : In → X given
by:

φ−1(t) = φ(1 − t1, t2, . . . , tn), t ∈ In.

�

3.2.3. DEFINITION. A pointed set is a pair (C, c0) where C is an arbitrary
set and c0 ∈ C is an element of C. We say that c0 is the distinguished element
of (C, c0). A map of pointed sets f : (C, c0) → (C ′, c′0) is an arbitrary map
f : C → C ′ such that f(c0) = c′0; in this case we define the kernel of f by:

(3.2.5) Ker(f) = f−1(c′0),

If Ker(f) = C we say that f is the null map of (C, c0) in (C ′, c′0). A pointed set
(C, c0) with C = {c0} will be called the null pointed set. Both the null pointed set
and the null map of pointed sets will be denoted by 0 when there is no danger of
confusion.

Given a group G, we will always think of G as the pointed set (G, 1), where 1
is the identity of G; with this convention, the group homomorphisms are maps of
pointed sets, and the definition of kernel (3.2.5) coincides with the usual definition
of kernel of a homomorphism.

3.2.4. DEFINITION. For n ≥ 1, the group πn(X,x0) is called the n-th (ab-
solute) homotopy group of the space X with basepoint x0; for n ≥ 2, the group
πn(X,A, x0) is called the n-th relative homotopy group of the pair (X,A) with
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basepoint x0 ∈ A. We call π0(X,x0) and π1(X,A, x0) respectively the zero-th
set of homotopy of X with basepoint x0 ∈ X and the first set of homotopy of the
pair (X,A) with basepoint x0 ∈ A; all the sets and groups of homotopy (absolute
or relative) will be seen as pointed sets, being the class [0x0 ] their distinguished
element.

3.2.5. REMARK. Arguing as in Example 3.1.9, one concludes that if X0 is the
arc-connected component of X containing x0, then πn(X,x0) = πn(X0, x0) for
every n ≥ 1; if x0 ∈ A ⊂ X0, then also πn(X,A, x0) = πn(X0, A, x0) for every
n ≥ 1. If x0 ∈ A ⊂ X and if A0 denotes the arc-connected component of A
containing x0, then πn(X,A, x0) = πn(X0, A0, x0) for every n ≥ 2.

3.2.6. EXAMPLE. If X ⊂ Rd is star-shaped around the point x0 ∈ X , then
πn(X,x0) = 0 for every n ≥ 0; for, given φ ∈ Ωn

x0
(X) we define a homotopy

H : φ ∼= ox0 by setting:

H(s, t) = (1 − s)φ(t) + s x0, s ∈ I, t ∈ In.

3.2.7. EXAMPLE. For n ≥ 1, if φ ∈ Ωn
x0

(X,A) is such that Im(φ) ⊂ A, then
[φ] = [ox0 ] in πn(X,A, x0); for, a homotopy H : φ ∼= ox0 in Ωn

x0
(X,A) can be

defined by:

H(s, t) = φ
(
t1, . . . , tn−1, 1 − (1 − s)(1 − tn)

)
, t ∈ In, s ∈ I.

In particular, we have πn(X,X, x0) = 0.

3.2.8. DEFINITION. Let X,Y be topological spaces and let x0 ∈ X , y0 ∈ Y
be given. If f : X → Y is a continuous map such that f(x0) = y0, we say that f
preserves basepoints, and we write

f : (X,x0) −→ (Y, y0).

Then, for n ≥ 0, f induces a map of pointed sets:

(3.2.6) f∗ : πn(X,x0) −→ πn(Y, y0)

defined by f∗([φ]) = [f ◦ φ].

Given pairs (X,A) and (Y,B) of topological spaces, then a map of pairs

f : (X,A) −→ (Y,B)

is a continuous map f : X → Y such that f(A) ⊂ B. If a choice of basepoints
x0 ∈ A and y0 ∈ B is done, we say that f preserves basepoints if f(x0) = y0, in
which case we write:

f : (X,A, x0) −→ (Y,B, y0).

For n ≥ 1, such a map induces a map f∗ of pointed sets:

(3.2.7) f∗ : πn(X,A, x0) −→ πn(Y,B, y0)

defined by f∗([φ]) = [f ◦ φ].
It is easy to see that the maps f∗ are well defined, i.e., they do not depend on

the choice of representatives in the homotopy classes. Given maps:

f : (X,A, x0) −→ (Y,B, y0), g : (Y,B, y0) −→ (Z,C, z0)

then (g ◦ f)∗ = g∗ ◦ f∗; if Id denotes the identity of (X,A, x0), then Id∗ is the
identity of πn(X,A, x0). It follows that if f : (X,A, x0) → (Y,B, y0) is a home-
omorphism of triples, i.e., f : X → Y is a homeomorphism, f(A) = B and
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f(x0) = y0, then f∗ is a bijection. Similar observations can be made for the abso-
lute homotopy groups πn(X,x0). We also have the following:

3.2.9. PROPOSITION. Given f : (X,x0) → (Y, y0), then, for n ≥ 1, the map
f∗ given in (3.2.6) is a group homomorphism; moreover, if

f : (X,A, x0) → (Y,B, y0),

then for n ≥ 2 the map f∗ given in (3.2.7) is a group homomorphism. �

3.2.10. EXAMPLE. If X = X1 × X2, and pr1 : X → X1, pr2 : X →
X2 denote the projections, then a continuous map φ : In → X is completely
determined by its coordinates:

pr1 ◦ φ = φ1 : In −→ X1, pr2 ◦ φ = φ2 : In −→ X2,

from which it is easy to see that, given x = (x1, x2) ∈ X and n ≥ 0, we have a
bijection:

πn(X,x)

(
(pr1)∗,(pr2)∗

)
−−−−−−−−−−→

∼=
πn(X1, x1) × πn(X2, x2)

which is also a group homomorphism if n ≥ 1. More generally, given A1 ⊂ X1,
A2 ⊂ X2, x ∈ A = A1 ×A2, then for n ≥ 1 we have a bijection:

πn(X,A, x)

(
(pr1)∗,(pr2)∗

)
−−−−−−−−−−→

∼=
πn(X1, A1, x1) × πn(X2, A2, x2)

which is also a group homomorphism if n ≥ 2. Similar observations can be made
for products of an arbitrary number (possibly infinite) of topological spaces.

Give a pair (X,A) and x0 ∈ A, we have the following maps:

i : (A, x0) −→ (X,x0), q : (X, {x0}, x0) −→ (X,A, x0),

induced respectively by the inclusion of A into X and by the identity of X . Keep-
ing in mind (3.2.2) and Definition 3.2.8, we therefore obtain maps of pointed sets:

(3.2.8) i∗ : πn(A, x0) −→ πn(X,x0), q∗ : πn(X,x0) −→ πn(X,A, x0);

explicitly, we have i∗([φ]) = [φ] and q∗([φ]) = [φ]. For n ≥ 1 we define the
connection map relative to the triple (X,A, x0):

(3.2.9) ∂∗ : πn(X,A, x0) −→ πn−1(A, x0)

by setting ∂∗([φ]) = [φ|In−1 ]; it is easy to see that ∂∗ is well defined, i.e., it does
not depend on the choice of a representative of the homotopy class. Moreover, ∂∗
is always a map of pointed sets, and it is a group homomorphism if n ≥ 2.

3.2.11. DEFINITION. A sequence of pointed sets and maps of pointed sets of
the form:

· · · fi+2−−−−→ (Ci+1, ci+1)
fi+1−−−−→ (Ci, ci)

fi−−→ (Ci−1, ci−1)
fi−1−−−−→ · · ·

is said to be exact at (Ci, ci) if Ker(fi) = Im(fi+1); the sequence is said to be
exact if it is exact at each (Ci, ci) for every i.

We can now prove one of the main results of this section:
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3.2.12. THEOREM. If (X,A) is a pair of topological spaces and x0 ∈ A, then
the sequence:

· · · ∂∗−−→πn(A, x0)
i∗−−→ πn(X,x0)

q∗−−−→ πn(X,A, x0)
∂∗−−−→ πn−1(A, x0)

i∗−−→

· · · q∗−−−→ π1(X,A, x0)
∂∗−−−→ π0(A, x0)

i∗−−→ π0(X,x0)

(3.2.10)

is exact, where for each n the pointed set maps i∗, q∗ and ∂∗ are given in formulas
(3.2.8) and (3.2.9)

PROOF. The proof is done by considering several cases in which the homo-
topies are explicitly exhibited.

• Exactness at πn(X,x0). The fact that Im(i∗) ⊂ Ker(q∗) follows from Exam-
ple 3.2.7. Let φ ∈ Ωn

x0
(X) be such that there exists a homotopy H : φ ∼= ox0

in Ωn
x0

(X,A). Define K : I × In → X by setting:

Ks(t) = K(s, t) =

{
H2tn(t1, . . . , tn−1, 0), 0 ≤ 2tn ≤ s,

Hs

(
t1, . . . , tn−1,

2tn−s
2−s

)
, s ≤ 2tn ≤ 2;

It is easy to see that ψ = K1 ∈ Ωn
x0

(A) and that K : φ ∼= ψ is a homotopy in
Ωn
x0

(X). It follows [φ] = i∗([ψ]).

• Exactness at πn(X,A, x0).
The inclusion Im(q∗) ⊂ Ker(∂∗) is trivial. Let φ ∈ Ωn−1

x0
(X,A) be

such that there exists a homotopy H : φ|In−1
∼= ox0 in Ωn

x0
(A). Define K :

I × In → X by the following formula:

Ks(t) = K(s, t) =

{
Hs−2tn(t1, . . . , tn−1), 0 ≤ 2tn ≤ s,

φ
(
t1, . . . , tn−1,

2tn−s
2−s

)
, s ≤ 2tn ≤ 2;

It is easy to see that ψ = K1 ∈ Ωn
x0

(X) and that K : φ ∼= ψ is a homotopy in
Ωn
x0

(X,A). It follows that [φ] = q∗([ψ]).

• Exactness at πn(A, x0).
We first show that Im(∂∗) ⊂ Ker(i∗). To this aim, let φ ∈ Ωn+1

x0
(X,A).

Define H : I × In → X by setting:

Hs(t) = H(s, t) = φ(t, s), s ∈ I, t ∈ In;

It is easy to see that H : φ|In ∼= ox0 is a homotopy in Ωn
x0

(X), so that

(i∗ ◦ ∂∗)([φ]) = [ox0 ].

Let now ψ ∈ Ωn
x0

(A) be such that there exists a homotopy K : ψ ∼= ox0

in Ωn
x0

(X). Then, define:

φ(t) = Ktn+1(t1, . . . , tn), t ∈ In+1;

it follows that φ ∈ Ωn+1
x0

(X,A) and ∂∗([φ]) = [ψ].

This concludes the proof. �

The exact sequence (3.2.10) is known as the the long exact homotopy sequence
of the pair (X,A) relative to the basepoint x0. The exactness property of (3.2.10)
at π1(X,A, x0) can be refined a bit as follows:



86 3. ALGEBRAIC TOPOLOGY

3.2.13. PROPOSITION. The map

(3.2.11) π1(X,A, x0) × π1(X,x0) 3 ([γ], [µ]) 7−→ [γ · µ] ∈ π1(X,A, x0)

defines a right action of the group π1(X,x0) on the set π1(X,A, x0); the orbit of
the distinguished element [ox0 ] ∈ π1(X,A, x0) is the kernel of the connection map

∂∗ : π1(X,A, x0) −→ π0(A, x0),

and the isotropy group of [ox0 ] is the image of the homomorphism:

i∗ : π1(A, x0) −→ π1(X,x0);

in particular, the map

(3.2.12) q∗ : π1(X,x0) −→ π1(X,A, x0)

induces, by passage to the quotient, a bijection between the set of right cosets
π1(X,x0)/Im(i∗) and the set Ker(∂∗).

PROOF. It is easy to see that (3.2.11) does indeed define a right action (see
Corollary 3.1.5). The other statements follow from the long exact sequence of
the pair (X,A) and from the elementary theory of actions of groups on sets, by
observing that the map of “action on the element ox0”:

β[ox0 ] : π1(X,x0) −→ π1(X,A, x0)

given by β[ox0 ]([µ]) = [ox0 · µ] coincides with (3.2.12). �

We now proceed with the study of fibrations.

3.2.14. DEFINITION. Let F,E,B be topological spaces; a continuous map
p : E → B is said to be a locally trivial fibration with typical fiber F if for every
b ∈ B there exists an open neighborhood U of b in B and a homeomorphism:

(3.2.13) α : p−1(U) −→ U × F

such that pr1 ◦ α = p|p−1(U), where pr1 denotes the first projection of the product
U × F ; we then say that α is a local trivialization of p around b, and we also say
that the fibration p is trivial on the open set U ⊂ B. We call E the total space and
B the base of the fibration p; for every b ∈ B the subset Eb = p−1(b) ⊂ E will be
called the fiber over b.

Clearly, any local trivialization of p around b induces a homeomorphism of the
fiber Eb onto the typical fiber F .

We have the following:

3.2.15. LEMMA. Let p : E → B a locally trivial fibration, with typical fiber
F ; then, given e0 ∈ E, b0 ∈ B with p(e0) = b0, the map:

(3.2.14) p∗ : πn(E,Eb0 , e0) −→ πn(B, {b0}, b0) = πn(B, b0)

is a bijection for every n ≥ 1.

The proof of Lemma 3.2.15 is based on the following technical Lemma:

3.2.16. LEMMA. Let p : E → B be a locally trivial fibration with typical fiber
F ; then, for n ≥ 1, given continuous maps φ : In → B and ψ : Jn−1 → E with
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p ◦ ψ = φ|Jn−1 , there exists a continuous map φ̃ : In → E such that φ̃|Jn−1 = ψ
and such that the following diagram commutes:

E

p

��
In

φ̃
>>

φ
// B

PROOF. The proof is split into several steps.

(1) There exists a retraction r : In → Jn−1, i.e., r is continuous and r|Jn−1 =
Id.

Fix t̄ =
(

1
2 , . . . ,

1
2 ,−1

)
∈ Rn; for each t ∈ In define r(t) as the unique

point of Jn−1 that belongs to the straight line through t̄ and t.

(2) The Lemma holds if there exists a trivialization (3.2.13) of p with Im(φ) ⊂
U .

Let ψ0 : Jn−1 → F be such that

α(ψ(t)) = (φ(t), ψ0(t)), t ∈ Jn−1;

then, we consider:

φ̃(t) = α−1
(
φ(t), ψ0(r(t))

)
, t ∈ In.

(3) The Lemma holds if n = 1.
Let 0 = u0 < u1 < . . . < uk = 1 be a partition of I such that, for i =

0, . . . , k − 1, φ([ui, ui+1]) is contained in an open subset of B over which the
fibration p is trivial (see the idea of the proof of Theorem 3.1.29); using step
(2), define φ̃ on the interval [ui, ui+1] starting with i = k − 1 and proceeding
inductively up to i = 0.

(4) The Lemma holds in general.
We prove the general case by induction on n; the base of induction is step

(3). Suppose then that the Lemma holds for cubes of dimensions less than n.
Consider a partition:

(3.2.15) 0 = u0 < u1 < . . . < uk = 1

of the interval I; let a = (a1, . . . , an−1) be such that for each i = 1, . . . , n−1,
the set ai is equal to one of the intervals [uj , uj+1], j = 0, . . . , k − 1 of the
partition (3.2.15), or else ai is equal to one of the points {uj}, j = 1, . . . , k−1;
define:

Ia = a1 × · · · × an−1 ⊂ In−1.

If r ∈ {0, . . . , n − 1} is the number of indices i such that ai is an interval
(containing more than one point), we will say that Ia is a block of dimension
r. The partition (3.2.15) could have been chosen in such a way that each
φ
(
Ia× [uj , uj+1]

)
is contained in an open subset ofB over which the fibration

is trivial (see the idea of the proof of Theorem 3.1.29).
Using the induction hypotheses (or step (3)) we define the map φ̃ on the

subsets Ia × I where Ia is a block of dimension one. We then proceed in-
ductively until when φ̃ is defined on each Ia × I such that Ia is a block of
dimension r ≤ n− 2.
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Fix now a in such a way that Ia is a block of dimension n− 1; using step
(2) we define φ̃ on Ia × [uj , uj+1] starting with j = k − 1 and continuing
inductively until j = 0. This concludes the proof.

�

The map φ̃ in the statement of Lemma 3.2.16 is called a lifting of φ relatively to p.

PROOF OF LEMMA 3.2.15. Given [φ] ∈ πn(B, b0), by Lemma 3.2.16 there
exists a lifting φ̃ : In → E of φ relatively to p, such that φ̃ is constant equal to
e0 on Jn−1; then

[
φ̃
]
∈ πn(E,Eb0 , e0) and p∗

([
φ̃
])

= [φ]. This shows that p∗ is
surjective; we now show that p∗ is injective.

Let [ψ1], [ψ2] ∈ πn(E,Eb0 , e0) be such that p∗([ψ1]) = p∗([ψ2]); then, there
exists a homotopy

H : I × In = In+1 −→ B

such that H0 = p ◦ ψ1, H1 = p ◦ ψ2 and Hs ∈ Ωn
b0

(B) for every s ∈ I . Observe
that:

Jn =
(
I × Jn−1

)
∪ ({0} × In) ∪ ({1} × In);

we can therefore define a continuous map

ψ : Jn −→ E

by setting ψ(0, t) = ψ1(t), ψ(1, t) = ψ2(t) for t ∈ In, and ψ(s, t) = e0 for s ∈ I ,
t ∈ Jn−1. It follows from Lemma 3.2.16 that there exists a continuous map:

H̃ : I × In = In+1 −→ E

such that p ◦ H̃ = H e H̃|Jn = ψ; it is then easy to see that H̃ : ψ1
∼= ψ2 is

a homotopy in Ωn
e0(E,Eb0) and therefore [ψ1] = [ψ2] ∈ πn(E,Eb0 , e0). This

concludes the proof. �

The idea now is to “replace” πn(E,Eb0 , e0) by πn(B, b0) in the long exact
homotopy sequence of the pair (E,Eb0), obtaining a new exact sequence. Towards
this goal, we consider a locally trivial fibration p : E → B with typical fiber F ;
choose b0 ∈ B, f0 ∈ F , a homeomorphism h : Eb0 → F and let e0 ∈ Eb0 be such
that h(e0) = f0. We then define maps ι∗ e δ∗ in such a way that the following
diagrams commute:

(3.2.16) πn
(
Eb0 , e0

)
h∗

∼=xxppppppppppp

i∗ &&NNNNNNNNNNN

πn(F, f0) ι∗
// πn(E, e0)

(3.2.17) πn
(
E,Eb0 , e0

) ∂∗ //

p∗ ∼=

��

πn−1

(
Eb0 , e0

)
h∗∼=

��
πn(B, b0)

δ∗
// πn−1(F, f0)

where i∗ is induced by inclusion, and ∂∗ is the connection map corresponding to
the triple (E,Eb0 , e0).

We then obtain the following:
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3.2.17. COROLLARY. Let p : E → B be a locally trivial fibration with typical
fiber F ; choosing b0 ∈ B, f0 ∈ F , a homeomorphism h : Eb0 → F and taking
e0 ∈ Eb0 such that h(e0) = f0 we obtain an exact sequence

· · · δ∗−−−→πn(F, f0)
ι∗−−→ πn(E, e0)

p∗−−−→ πn(B, b0)
δ∗−−−→ πn−1(F, f0)

ι∗−−→

· · · p∗−−−→ π1(B, b0)
δ∗−−−→ π0(F, f0)

ι∗−−→ π0(E, e0)
p∗−−−→ π0(B, b0)

(3.2.18)

where ι∗ e δ∗ are defined respectively by the commutative diagrams (3.2.16) and
(3.2.17).

PROOF. Everything except for the exactness at π0(E, e0) follows directly from
the long exact sequence of the pair (E,Eb0) and from the definitions of ι∗ and δ∗.
The exactness at π0(E, e0) is obtained easily from Lemma 3.2.16 with n = 1. �

The exact sequence (3.2.18) is known as the long exact homotopy sequence of
the fibration p.

3.2.18. DEFINITION. A locally trivial fibration whose typical fiber is a discrete
topological space is said to be a covering map.

In Exercise 3.18 the reader is asked to show the equivalence between Defini-
tion 3.2.18 and the more standard definition of covering map.

We have the following:

3.2.19. COROLLARY. If p : E → B is a covering, then, given e0 ∈ E and
b0 ∈ B with p(e0) = b0, the map:

p∗ : πn(E, e0) −→ πn(B, b0)

is an isomorphism for every n ≥ 2.

PROOF. It follows directly from the long exact homotopy sequence of the
fibration p, observing that, since F is discrete, it is πn(F, f0) = 0 for every
n ≥ 1. �

3.2.20. LEMMA. Let p : E → B be a covering map, b0 ∈ B, e0 ∈ p−1(b0) ⊂
E. Then:

(a) if γ : I → B is a continuous curve with γ(0) = b0, there exists a unique
continuous curve γ̃ : I → E with γ̃(0) = e0 and p ◦ γ̃ = γ;

(b) if H : I × I → B is a continuous map with H(0, 0) = b0, there exists a
unique continuous map H̃ : I×I → B with H̃(0, 0) = e0 and p◦H̃ = H .

PROOF. In both (a) and (b), the uniqueness follows directly from the result of
Exercise 3.19. To prove the existence in part (a), use Lemma 3.2.16 with n = 1 and
the curve γ−1 (notice that J0 = {1}). To prove the existence in part (b), first use
part (a) three times to construct a continuous map ψ : J1 → E with p ◦ ψ = H|J1

and ψ(0, 0) = e0 (notice that J1 is the union of three sides of the square ∂I2).
Now, use Lemma 3.2.16 with n = 2. �

The following is a classical result concerning liftings of continuous maps with
respect to covering maps.



90 3. ALGEBRAIC TOPOLOGY

3.2.21. PROPOSITION. Let p : E → B be a covering map, X be an arc-
connected and locally arc-connected topological space, f : X → B a continuous
map, x0 ∈ X and e0 ∈ E with p(e0) = f(x0). Assume that:

(3.2.19) f∗
(
π1(X,x0)

)
⊂ p∗

(
π1(E, e0)

)
.

Then there exists a unique continuous map f̂ : X → E with f̂(x0) = e0 and
p ◦ f̂ = f .

PROOF. The uniqueness part follows directly from the result of Exercise 3.19.
To prove existence, we construct f̂ as follows. Given x ∈ X , let γ : I → X
be a continuous curve with γ(0) = x0 and γ(1) = x and let γ̃ : I → E be the
lifting of f ◦ γ : I → B such that γ̃(0) = e0 (Lemma 3.2.20). Set f̂(x) = γ̃(1).
Our hypothesis (3.2.19) implies that f̂(x) is well-defined, i.e., does not depend on
the choice of γ (see Exercise 3.8). Clearly, f̂(x0) = e0 (take γ to be the constant
curve equal to x0) and p ◦ f̂ = f . Let us prove that f̂ is continuous. Let x ∈ X be
fixed and U be an open neighborhood of f̂(x) inE; we will show that there exists a
neighborhood V of x inX with f̂(V ) ⊂ U . Since p is a local homeomorphism, we
may assume without loss of generality that p maps U homeomorphically onto an
open neighborhood p(U) of f(x) inB. Let V be an arc-connected neighborhood of
x contained in f−1

(
p(U)

)
. Let γ : I → X be a continuous curve with γ(0) = x0

and γ(1) = x and γ̃ : I → E be a lifting of f ◦ γ with γ̃(0) = e0, so that
γ̃(1) = f̂(x). Given y ∈ V , choose a continuous curve µ : I → X with µ(0) = x,
µ(1) = y and µ(I) ⊂ V . Then (f ◦ µ)(I) ⊂ p(U). Set µ̃ = (p|U )−1 ◦ (f ◦ µ).
Then µ̃ : I → E is a lifting of f ◦ µ, µ̃(0) = f̂(x) = γ̃(1) and µ̃(I) ⊂ U . The
curve γ̃ · µ̃ is a lifting of γ · µ starting at e0 and therefore, by the construction of f̂ ,
f̂(y) = µ̃(1) ∈ U . Hence f̂(V ) ⊂ U and we are done. �

3.2.22. COROLLARY. Let p : E → B be a covering map, X be an arc-
connected and locally arc-connected topological space, f : X → B a continuous
map, x0 ∈ X and e0 ∈ E with p(e0) = f(x0). If X is simply connected then there
exists a unique continuous map f̂ : X → E with f̂(x0) = e0 and p ◦ f̂ = f . �

3.2.23. REMARK. Let p : E → B be a locally trivial fibration with typical
fiber F ; choose b0 ∈ B and a homeomorphism h : Eb0 → F . Let us take a closer
look at the map δ∗ defined by diagram (3.2.17), in the case n = 1.

For each f ∈ F , we denote by δf∗ the map defined by diagram (3.2.17) taking
n = 1 and replacing f0 by f and e0 by h−1(f) in this diagram. We have the
following explicit formula:

(3.2.20) δf∗ ([γ]) =
[
h
(
γ̃(0)

)]
∈ π0(F, f), γ ∈ Ω1

b0(B),

where γ̃ : I → E is any lifting of γ (i.e., p ◦ γ̃ = γ) with γ̃(1) = h−1(f). The
existence of the lifting γ̃ follows from Lemma 3.2.16 with n = 1.

Using (3.2.20), it is easy to see that δf∗ only depends on the arc-connected
component [f ] of F containing f ; for, if f1, f2 ∈ F and λ : I → F is a continuous
curve with λ(0) = f1 and λ(1) = f2, then, given a lifting γ̃ of γ with γ̃(1) =
h−1(f1), it follows that µ̃ = γ̃ · (h−1 ◦ λ) is a lifting of µ = γ ◦ ob0 with µ̃(1) =
h−1(f2), and so

δf1∗ ([γ]) =
[
h
(
γ̃(0)

)]
=

[
h
(
µ̃(0)

)]
= δf2∗ ([µ]) = δf2∗ ([γ]).
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Denoting by π0(F ) the set of arc-connected components of F (disregarding the
distinguished point) we obtain a map

(3.2.21) π1(B, b0) × π0(F ) −→ π0(F )

given by ([γ], [f ]) 7→ δf∗ ([γ]). It follows easily from (3.2.20) that (3.2.21) defines
a left action of the group π1(B, b0) on the set π0(F ).

Let us now fix f0 ∈ F and let us set e0 = h−1(f0); using the long exact
sequence of the fibration p it follows that the sequence

π1(E, e0)
p∗−−−→ π1(B, b0)

δ∗=δ
f0
∗−−−−−−→ π0(F, f0)

ι∗−−→ π0(E, e0)

is exact. This means that the orbit of the point [f0] ∈ π0(F ) relatively to the action
(3.2.21) is equal to the kernel of ι∗ and that the isotropy group of [f0] is equal to
the image of p∗; hence the map δ∗ induces by passing to the quotient a bijection
between the set of left cosets π1(B, b0)/Im(p∗) and the set Ker(ι∗).

3.2.24. EXAMPLE. Let p : E → B be a locally trivial fibration with discrete
typical fiber F , i.e., p is a covering. Choose b0 ∈ B, e0 ∈ Eb0 and a homeomor-
phism h : Eb0 → F (actually, in the case of discrete fiber, every bijection h will be
a homeomorphism); set f0 = h(e0).

Since π1(F, f0) = 0, it follows from the long exact sequence of the fibration
that the map

p∗ : π1(E, e0) −→ π1(B, b0)
is injective; we can therefore identify π1(E, e0) with the image of p∗. Observe that
the set π0(F, f0) may be identified with F .

Under the assumption that E is arc-connected, we have π0(E, e0) = 0, and it
follows from Remark 3.2.23 that the map δ∗ induces a bijection:

(3.2.22) π1(B, b0)/π1(E, e0)
∼=−−→ F.

Unfortunately, since F has no group structure, the bijection (3.2.22) does not give
any information about the group structures of π1(E, e0) and π1(B, b0).

Let us now assume that the fiber F has a group structure and that there exists a
continuous right action:

(3.2.23) E × F 3 (e, f) 7−→ e • f ∈ E

of F on E (since F is discrete, continuity of (3.2.23) in this context means conti-
nuity in the second variable); let us also assume that the action (3.2.23) is free, i.e.,
without fixed points, and that its orbits are the fibers of p. If f0 = 1 is the unit of
F and the homeomorphism h : Eb0 → F is the inverse of the bijection:

βe0 : F 3 f 7−→ e0 • f ∈ Eb0 ,

we will show that the map

(3.2.24) δ∗ : π1(B, b0) −→ π0(F, f0) ∼= F

is a group homomorphism; it will then follow that Im(p∗) ' π1(E, e0) is a normal
subgroup of π1(B, b0) and that the bijection (3.2.22) is an isomorphism of groups.

Let us show that (3.2.24) is a homomorphism. To this aim, let γ, µ ∈ Ω1
b0

(B)
and let γ̃, µ̃ : I → E be lifts of γ and µ respectively, with γ̃(1) = µ̃(1) = e0; using
(3.2.20) and identifying π0(F, f0) with F we obtain:

δ∗([γ]) = h
(
γ̃(0)

)
, δ∗([µ]) = h

(
µ̃(0)

)
.
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Define γ̂ : I → E by setting:

γ̂(t) = γ̃(t) • h
(
µ̃(0)

)
, t ∈ I;

then κ̃ = γ̂ · µ̃ is a lifting of κ = γ ·µ with κ̃(1) = e0 and, using again (3.2.20) we
obtain:

δ∗([γ] · [µ]) = h
(
κ̃(0)

)
= h

(
γ̂(0)

)
= h(γ̃(0)) h

(
µ̃(0)

)
= δ∗([γ])δ∗([µ]),

which concludes the argument.

3.2.25. REMARK. The groups π1(X,x0) and π2(X,A, x0) may not be abelian,
in general; however, it can be shown that πn(X,x0) is always abelian for ≥ 2 and
πn(X,A, x0) is always abelian for n ≥ 3 (see for instance [7, Proposition 2.1,
Proposition 3.1, Chapter 4]).

3.2.26. REMARK. Generalizing the result of Proposition 3.1.11, given n ≥ 1
it is possible to associate to each curve λ : I → X with λ(0) = x0 and λ(1) = x1

an isomorphism:
λ# : πn(X,x0) −→ πn(X,x1);

in particular, if x0 e x1 belong to the same arc-connected component of X then
πn(X,x0) is isomorphic to πn(X,x1). The isomorphism λ# is defined by setting:

λ#([φ]) = [ψ],

where ψ is constructed using a homotopy H : φ ∼= ψ such that Hs(t) = λ(t) for
every t ∈ ∂In and all s ∈ I (for the details, see [7, Theorem 14.1, Chapter 4]).
Then, as in Example 3.1.17, it is possible to show that if X is contractible, then
πn(X,x0) = 0 for every n ≥ 0.

If Im(λ) ⊂ A ⊂ X then, given n ≥ 1, we can also define a bijection of pointed
sets:

λ# : πn(X,A, x0) −→ πn(X,A, x1),

which is a group isomorphism for n ≥ 2 (see [7, Exercises of Chapter 4]).

3.2.1. Applications to the theory of classical Lie groups. In this subsection
we will use the long exact homotopy sequence of a fibration to compute the funda-
mental group and the connected components of the classical Lie groups introduced
in Subsection 2.1.1. All the spaces considered in this section are differentiable
manifolds, hence the notions of connectedness and of arc-connectedness will al-
ways be equivalent (see Exercise 3.2).

We will assume familiarity with the concepts and the notions introduced in
Subsections 2.1.1 and 2.1.2; in particular, without explicit mention, we will make
systematic use of the results of Theorem 2.1.14 and of Corollaries 2.1.9, 2.1.15,
2.1.16 and 2.1.17.

The relative homotopy groups will not be used in this Section; from Section 3.2
the reader is required to keep in mind the Examples 3.2.6, 3.2.10 and 3.2.24, and,
obviously, Corollary 3.2.17.

In order to simplify the notation, we will henceforth omit the specification of
the basepoint x0 when we refer to a homotopy group, or set, πn(X,x0), provided
that the choice of such basepoint is not relevant in the context (see Corollary 3.1.12
and Remark 3.2.26); therefore, we will write πn(X).

We start with an easy example:
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3.2.27. EXAMPLE. Denote by S1 ⊂ C the unit circle; then, the map p : R →
S1 given by p(t) = e2πit is a surjective group homomorphism whose kernel is
Ker(p) = Z. It follows that p is a covering map. Moreover, the action of Z on R by
translation is free, and its orbits are the fibers of p; it follows from Example 3.2.24
that we have an isomorphism:

δ∗ : π1(S1, 1) −→ Z

given by δ∗([γ]) = γ̃(0), where γ̃ : I → R is a lifting of γ such that γ̃(1) = 0. In
particular, the homotopy class of the loop γ : I → S1 given by:

(3.2.25) γ(t) = e2πit, t ∈ I,

is a generator of π1(S1, 1) ' Z.

3.2.28. EXAMPLE. Let us show that the special unitary group SU(n) is (con-
nected and) simply connected. First, observe that the canonical action of the group
SU(n+ 1) on Cn+1 restricts to an action of SU(n+ 1) on the unit sphere S2n+1;
it is easy to see that this action is transitive, and that the isotropy group of the point
en+1 = (0, . . . , 0, 1) ∈ Cn+1 is identified with SU(n). It follows that the quo-
tient SU(n+ 1)/SU(n) is diffeomorphic to the sphere S2n+1; we therefore have a
fibration:

p : SU(n+ 1) −→ S2n+1,

with typical fiber SU(n). Since the sphere S2n+1 is simply connected (see Exam-
ple 3.1.30), the long exact homotopy sequence of the fibration p gives us:

(3.2.26) π0(SU(n)) −→ π0(SU(n+ 1)) −→ 0

(3.2.27) π1(SU(n)) −→ π1(SU(n+ 1)) −→ 0.

Since SU(1) = {1} is clearly simply connected, from the exactness of (3.2.26) it
follows by induction on n that SU(n) is connected. Moreover, from the exactness
of (3.2.27) it follows by induction on n that SU(n) is simply connected.

3.2.29. EXAMPLE. Let us show now that the unitary group U(n) is connected,
and that π1(U(n)) ' Z for every n ≥ 1. Consider the determinant map:

det : U(n) −→ S1;

we have that det is a surjective homomorphism of Lie groups, and therefore it is
a fibration with typical fiber Ker(det) = SU(n). Keeping in mind that SU(n)
is simply connected (see Example 3.2.28), from the fibration det we obtain the
following exact sequence:

(3.2.28) 0 −→ π0(U(n)) −→ 0

(3.2.29) 0 −→ π1(U(n), 1) det∗−−−−→ π1(S1, 1) −→ 0

From (3.2.28) we conclude that U(n) is connected, and from (3.2.29) we obtain
that the map

(3.2.30) det∗ : π1(U(n), 1)
∼=−−→ π1(S1, 1) ∼= Z

is an isomorphism.
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3.2.30. EXAMPLE. We will now show that the special orthogonal group SO(n)
is connected for n ≥ 1. The canonical action of SO(n + 1) on Rn+1 restricts to
an action of SO(n + 1) on the unit sphere Sn; it is easy to see that this action is
transitive, and that the isotropy group of the point en+1 = (0, . . . , 0, 1) ∈ Rn+1

is identified with SO(n). It follows that the quotient SO(n+ 1)/SO(n) is diffeo-
morphic to the sphere Sn, and we obtain a fibration:

(3.2.31) p : SO(n+ 1) → Sn,

with typical fiber SO(n); then, we have an exact sequence:

π0(SO(n)) −→ π0(SO(n+ 1)) −→ 0

from which it follows, by induction on n, that SO(n) is connected for every n
(clearly, SO(1) = {1} is connected). The determinant map induces an isomor-
phism between the quotient O(n)/SO(n) and the group {1,−1} ' Z2, from
which it follows that O(n) has precisely two connected components: SO(n) and
its complementary.

3.2.31. EXAMPLE. We now show that the group GL+(n,R) is connected. If
we choose any basis (bi)ni=1 of Rn, it is easy to see that there exists a unique
orthonormal basis (ui)ni=1 of Rn such that, for every k = 1, . . . , n, the vectors
(bi)ki=1 and (ui)ki=1 are a basis of the same k-dimensional subspace of Rn and
define the same orientation of this subspace. The vectors (ui)ni=1 can be written
explicitly in terms of the (bi)ni=1; such formula is known as the Gram–Schmidt
orthogonalization process.

Given any invertible matrix A ∈ GL(n,R), we denote by r(A) the matrix
obtained from A by an application of the Gram-Schmidt orthogonalization process
on its columns; the map r from GL(n,R) onto O(n) is differentiable (but it is not
a homomorphism). Observe that if A ∈ O(n), then r(A) = A; for this we say
that r is a retraction. Denote by T+ the subgroup of GL(n,R) consisting of upper
triangular matrices with positive entries on the diagonal, i.e.,

T+ = {(aij)n×n ∈ GL(n,R) : aij = 0 if i > j, aii > 0, i, j = 1, . . . , n}.

Then, it is easy to see that we obtain a diffeomorphism:

(3.2.32) GL(n,R) 3 A 7−→
(
r(A), r(A)−1A

)
∈ O(n) × T+.

We have that (3.2.32) restricts to a diffeomorphism of GL+(n,R) onto SO(n) ×
T+. It follows from Example 3.2.30 that GL+(n,R) is connected, and that the
general linear group GL(n,R) has two connected components: GL+(n,R) and
its complementary.

3.2.32. REMARK. Actually, it is possible to show that GL+(n,R) is connected
by an elementary argument, using the fact that every invertible matrix can be writ-
ten as the product of matrices corresponding to elementary row operations. Then,
the map r : GL(n,R) → O(n) defined as in Example 3.2.31 gives us an alternative
proof of the connectedness of SO(n).

3.2.33. EXAMPLE. We will now show that the group GL(n,C) is connected
and that:

π1(GL(n,C)) ∼= Z.



3.2. THE HOMOTOPY EXACT SEQUENCE OF A FIBRATION 95

We use the same idea as in Example 3.2.31; observe that it is possible to define a
Gram-Schmidt orthonormalization process also for bases of Cn. Then, we obtain
a diffeomorphism:

GL(n,C) 3 A 7−→
(
r(A), r(A)−1A

)
∈ U(n) × T+(C),

where T+(C) denotes the subgroup of GL(n,C) consisting of those upper triangu-
lar matrices having positive real entries on the diagonal:

T+(C) = {(aij)n×n ∈ GL(n,C) : aij = 0 if i > j,

aii ∈ R and aii > 0, i, j = 1, . . . , n}.

It follows from Example 3.2.29 that GL(n,C) is connected and that π1(GL(n,C))
is isomorphic to Z for n ≥ 1; more explicitly, we have that the inclusion i : U(n) →
GL(n,C) induces an isomorphism:

i∗ : π1(U(n), 1)
∼=−−→ π1(GL(n,C), 1).

3.2.34. REMARK. Also the connectedness of GL(n,C) can be proven by a
simpler method, using elementary row reduction of matrices. Then, the Gram-
Schmidt orthonormalization process gives us an alternative proof of the connect-
edness of U(n) (see Remark 3.2.32).

3.2.35. EXAMPLE. We will now consider the groups SL(n,R) and SL(n,C).
We have a Lie group isomorphism:

SL(n,R) ×R+ 3 (T, c) 7−→ c T ∈ GL+(n,R),

where R+ = ]0,+∞[ is seen as a multiplicative group; it follows from Ex-
ample 3.2.31 that SL(n,R) is connected, and that the inclusion i : SL(n,R) →
GL+(n,R) induces an isomorphism:

i∗ : π1(SL(n,R), 1)
∼=−−→ π1(GL+(n,R), 1).

The group π1(GL+(n,R)) will be computed in Example 3.2.38 ahead.
Let us look now at the complex case: for z ∈ C \ {0} we define the diagonal

matrix:

σ(z) =


z

1 0
0 . . .

1

 ∈ GL(n,C);

we then obtain a diffeomorphism (which is not an isomorphism):

SL(n,C) ×R+ × S1 3 (T, c, z) 7−→ σ(cz)T ∈ GL(n,C).

Then, it follows from Example 3.2.33 that SL(n,C) is connected and that:

π1(GL(n,C)) ∼= Z ∼= Z× π1(SL(n,C)),

from which we get that SL(n,C) is simply connected.

In order to compute the fundamental group of the special orthogonal group
SO(n) we need the following result:

3.2.36. LEMMA. If Sn ⊂ Rn+1 denotes the unit sphere, then, for every x0 ∈
Sn, we have πk(Sn, x0) = 0 for 0 ≤ k < n.
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PROOF. Let φ ∈ Ωk
x0

(Sn). If φ is not surjective, then there exists x ∈ Sn with
Im(φ) ⊂ Sn \{x}; but Sn \{x} is homeomorphic to Rn by the stereographic pro-
jection, hence [φ] = [ox0 ]. It remains to show that any φ ∈ Ωk

x0
(Sn) is homotopic

in Ωk
x0

(Sn) to a map which is not surjective.
Let ε > 0 be fixed; it is known that there exists a differentiable2 map ψ : Ik →

Rn+1 such that ‖φ(t) − ψ(t)‖ < ε for every t ∈ Ik (see [9, Teorema 10, §5,
Capı́tulo 7]). Let ξ : R → [0, 1] be a differentiable map such that ξ(s) = 0 for
|s| ≤ ε and ξ(s) = 1 for |s| ≥ 2ε. Define ρ : Rn+1 → Rn+1 by setting

ρ(x) = ξ(‖x− x0‖)(x− x0) + x0, x ∈ Rn+1;

then, ρ is differentiable in Rn+1, ρ(x) = x0 for ‖x−x0‖ ≤ ε and ‖ρ(x)−x‖ ≤ 2ε
for every x ∈ Rn+1. It follows that ρ ◦ ψ : Ik → Rn+1 is a differentiable map
(ρ ◦ ψ)(∂Ik) ⊂ {x0} and ‖(ρ ◦ ψ)(t) − φ(t)‖ ≤ 3ε for every t ∈ Ik. Choosing
ε > 0 with 3ε < 1, then we can define a homotopy H : φ ∼= θ in Ωk

x0
(Sn) by

setting:

Hs(t) =
(1 − s)φ(t) + s(ρ ◦ ψ)(t)
‖(1 − s)φ(t) + s(ρ ◦ ψ)(t)‖

, t ∈ Ik, s ∈ I,

where θ(t) = (ρ◦ψ)(t)/‖(ρ◦ψ)(t)‖, t ∈ Ik, is a differentiable map; since k < n,
it follows that θ cannot be surjective, because its image has null measure in Sn (see
[9, §2, Capı́tulo 6]). This concludes the proof. �

3.2.37. EXAMPLE. The group SO(1) is trivial, therefore it is simply con-
nected; the group SO(2) is isomorphic to the unit circle S1 (see Example 3.2.30,
hence:

π1(SO(2)) ∼= Z.

For n ≥ 3, Lemma 3.2.36 tells us that π2(Sn) = 0, and so the long exact homotopy
sequence of the fibration (3.2.31) becomes:

0 −→ π1(SO(n), 1) i∗−−→
∼=

π1(SO(n+ 1), 1) −→ 0

where i∗ is induced by the inclusion i : SO(n) → SO(n + 1); it follows that
π1(SO(n)) is isomorphic to π1(SO(n+ 1)). We will show next that π1(SO(3)) ∼=
Z2, from which it will then follow that

π1(SO(n)) ∼= Z2, n ≥ 3.

Consider the inner product g in the Lie algebra su(2) defined by

g(X,Y ) = tr(XY ∗), X, Y ∈ su(2),

where Y ∗ denotes here the conjugate transpose of the matrix Y and tr(U) denotes
the trace of the matrix U ; consider the adjoint representation of SU(2):

(3.2.33) Ad: SU(2) −→ SO(su(2), g)

given by Ad(A) · X = AXA−1 for A ∈ SU(2), X ∈ su(2); it is easy to see
that the linear endomorphism Ad(A) of su(2) is actually g-orthogonal for every
A ∈ SU(2) and that (3.2.33) is a Lie group homomorphism. Clearly, SO(su(2), g)
is isomorphic to SO(3).

An explicit calculation shows that Ker(Ad) = {Id,−Id}, and since the do-
main and the counterdomain of (3.2.33) have the same dimension, it follows that

2The differentiability of a map ψ defined in a non necessarily open subset of Rk means that the
map ψ admits a differentiable extension to some open subset containing its domain.
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the image of (3.2.33) is an open subgroup of SO(su(2), g); since SO(su(2), g) is
connected (Example 3.2.30), we conclude that (3.2.33) is surjective, and so it is
a covering map. Since SU(2) is simply connected (Example 3.2.28), it follows
from Example 3.2.24 that π1(SO(3)) ∼= Z2, keeping in mind the action of Z2

∼=
{Id,−Id} on SU(2) by translation. The non trivial element of π1(SO(3), 1) coin-
cides with the homotopy class of any loop of the form Ad◦γ, where γ : I → SU(2)
is a curve joining Id and −Id.

3.2.38. EXAMPLE. The diffeomorphism (3.2.32) shows that the inclusion i of
SO(n) into GL+(n,R) induces an isomorphism:

(3.2.34) i∗ : π1(SO(n), 1)
∼=−−→ π1(GL+(n,R), 1).

It follows from Example 3.2.37 that π1(GL+(n,R)) is trivial for n = 1, it is
isomorphic to Z for n = 2, and it is isomorphic to Z2 for n ≥ 3.

3.2.39. EXAMPLE. We will now look at the symplectic group Sp(2n,R) and
we will show that it is connected for every n ≥ 1. Let ω be the canonical symplec-
tic form of R2n and let Λ+ be the Grassmannian of oriented Lagrangians of the
symplectic space (R2n, ω), that is:

Λ+ =
{

(L,O) : L ⊂ R2n is Lagrangian, and O is an orientation of L
}
.

We have an action of the symplectic group Sp(2n,R) on the set Λ+ given by
T ◦ (L,O) = (T (L),O′), where O′ is the unique orientation of T (L) that makes
T |L : L→ T (L) positively oriented.

By Remark 1.4.29, we have that the restriction of this action to the unitary
group U(n) is transitive. Consider the Lagrangian L0 = Rn ⊕ {0} and let O be
the orientation of L0 corresponding to the canonical basis of Rn; then, the isotropy
group of (L0,O) relative to the action of U(n) is SO(n). The isotropy group of
(L0,O) relative to the action of Sp(2n,R) will be denoted by Sp+(2n,R, L0).
In formulas (1.4.7) and (1.4.8) we have given an explicit description of the matrix
representations of the elements of Sp(2n,R); using these formulas it is easy to see
that Sp+(2n,R, L0) consists of matrices of the form:

(3.2.35) T =
(
A AS
0 A∗−1

)
, A ∈ GL+(n,R), S n× n symmetric matrix,

where A∗ denotes the transpose of A. It follows that we have a diffeomorphism:

(3.2.36) Sp+(2n,R, L0) 3 T 7−→ (A,S) ∈ GL+(n,R) × Bsym(Rn)

where A and S are defined by (3.2.35). We have the following commutative dia-
grams of bijections:

U(n)/SO(n) ī //

β1 %%KKKKKKKKKK
Sp(2n,R)/Sp+(2n,R, L0)

β2
vvlllllllllllllll

Λ+

where the maps β1 and β2 are induced respectively by the actions of U(n) and
of Sp(2n,R) on Λ+ and ī is induced by the inclusion i : U(n) → Sp(2n,R) by
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passage to the quotient; we have that ī is a diffeomorphism. Hence, we have a
fibration:

(3.2.37) p : Sp(2n,R) −→ Sp(2n,R)/Sp+(2n,R, L0) ∼= U(n)/SO(n)

whose typical fiber is Sp+(2n,R, L0) ∼= GL+(n,R) × Bsym(Rn). By Exam-
ple 3.2.31 this typical fiber is connected, and by Example 3.2.29 the base manifold
U(n)/SO(n) is connected. It follows now easily from the long exact homotopy se-
quence of the fibration (3.2.37) that the symplectic group Sp(2n,R) is connected.

3.2.40. EXAMPLE. We will now show that the fundamental group of the sym-
plectic group Sp(2n,R) is isomorphic to Z. Using the exact sequence of the fibra-
tion (3.2.37) and the diffeomorphism (3.2.36), we obtain an exact sequence:

(3.2.38) π1(GL+(n,R)) ι∗−−→ π1(Sp(2n,R))
p∗−−−→ π1

(
U(n)/SO(n)

)
−→ 0

where ι∗ is induced by the map ι : GL+(n,R) → Sp(2n,R) given by:

ι(A) =
(
A 0
0 A∗−1

)
, A ∈ GL+(n,R).

We will show first that the map ι∗ is the null map; we have the following commu-
tative diagram (see (3.2.30) and (3.2.34)):

(3.2.39) π1(SO(n)) //

∼=
��

0
**

π1(U(n))

��

det∗
∼=

// π1(S1)

π1(GL+(n,R)) ι∗
// π1(Sp(2n,R))

where the unlabeled arrows are induced by inclusion.3 A simple analysis of the
diagram (3.2.39) shows that ι∗ = 0.

Now, the exactness of the sequence (3.2.38) implies that p∗ is an isomorphism
of π1(Sp(2n,R)) onto the group π1

(
U(n)/SO(n)

)
; let us compute this group.

Consider the quotient map:

q : U(n) −→ U(n)/SO(n);

we have that q is a fibration. We obtain a commutative diagram:

(3.2.40) π1(SO(n)) //

0 &&MMMMMMMMMMM
π1(U(n))

q∗ //

∼= det∗
��

π1

(
U(n)/SO(n)

)
// 0

π1(S1)

The upper horizontal line in (3.2.40) is a portion of the homotopy exact sequence
of the fibration q; it follows that q∗ is an isomorphism. Finally, denoting by i the
inclusion of U(n) in Sp(2n,R) we obtain a commutative diagram:

π1(Sp(2n,R))
p∗

∼= ((RRRRRRRRRRRRR

π1(U(n))

i∗
77oooooooooooo

q∗

∼= // π1

(
U(n)/SO(n)

)
3The inclusion of U(n) into Sp(2n,R) depends on the identification of n×n complex matrices

with 2n× 2n real matrices; see Remark 1.2.9.
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from which it follows that i∗ is an isomorphism:

Z ∼= π1(U(n), 1) i∗−−→
∼=

π1(Sp(2n,R), 1).

3.3. Singular homology groups

In this section we will give a brief exposition of the definition and the basic
properties of the group of (relative and absolute) singular homology of a topologi-
cal spaceX; we will describe the homology exact sequence of a pair of topological
spaces.

For all p ≥ 0, we will denote by (ei)
p
i=1 the canonical basis of Rp and by e0

the zero vector of Rp; by R0 we will mean the trivial space {0}. Observe that, with
this notations, we will have a small ambiguity due to the fact that, if q ≥ p ≥ i,
the symbol ei will denote at the same time a vector of Rp and also a vector of Rq;
however, this ambiguity will be of a harmless sort and, if necessary, the reader may
consider identifications R0 ⊂ R1 ⊂ R2 ⊂ · · · ⊂ R∞.

Given p ≥ 0, the p-th standard simplex is defined as the convex hull ∆p of the
set {ei}pi=0 in Rp; more explicitly:

∆p =
{∑p

i=0
tiei :

∑p

i=0
ti = 1, ti ≥ 0, i = 0, . . . , p

}
.

Observe that ∆0 is simply the point {0} and ∆1 is the unit interval I = [0, 1]. Let
us fix some terminology concerning the concepts related to free abelian groups:

3.3.1. DEFINITION. If G is an abelian group, then a basis4 of G is a family
(bα)α∈A such that every g ∈ G is written uniquely in the form g =

∑
α∈A nαbα,

where each nα is in Z and nα = 0 except for a finite number of indices α ∈ A.
If G′ is another abelian group, then a homomorphism f : G → G′ is uniquely
determined when we specify its values on the elements of some basis of G. An
abelian group that admits a basis is said to be free.

If A is any set, the free abelian group GA generated by A is the group of all
“almost zero” maps N : A → Z, i.e., N(α) = 0 except for a finite number of
indices α ∈ A; the sum in GA is defined in the obvious way: (N1 + N2)(α) =
N1(α)+N2(α). We then identify each α ∈ A with the function Nα ∈ GA defined
by Nα(α) = 1 and Nα(β) = 0 for every β 6= α. Then, Gα is indeed a free abelian
group, and A ⊂ GA is a basis of GA.

3.3.2. DEFINITION. For p ≥ 0, a singular p-simplex is an arbitrary continuous
map:

T : ∆p −→ X.

We denote by Sp(X) the free abelian group generated by the set of all singular
p-simplexes in X; the elements in Sp(X) are called singular p-chains.

If p = 0, we identify the singular p-simplexes in X with the points of X , and
S0(X) is the free abelian group generated by X . If p < 0, our convention will be
that Sp(X) = {0}.

4An abelian group is a Z-module, and our definition of basis for an abelian group coincides
with the usual definition of basis for a module over a ring.
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Each singular p-chain can be written as:

c =
∑

T singular
p-simplex

nT · T,

where nT ∈ Z and nT = 0 except for a finite number of singular p-simplexes; the
coefficients nT are uniquely determined by c.

Given a finite dimensional vector space V and given v0, . . . , vp ∈ V , we will
denote by `(v0, . . . , vp) the singular p-simplex in V defined by:

(3.3.1) `(v0, . . . , vp)
( p∑
i=0

tiei

)
=

p∑
i=0

tivi,

where each ti ≥ 0 and
∑p

i=0 ti = 1; observe that `(v0, . . . , vp) is the unique affine
function that takes ei into vi for every i = 0, . . . , p.

For each p ∈ Z, we will now define a homomorphism:

∂p : Sp(X) −→ Sp−1(X).

If p ≤ 0 we set ∂p = 0. For p > 0, since Sp(X) is free, it suffices to define ∂p on
a basis of Sp(X); we then define ∂p(T ) when T is a singular p-simplex in X by
setting:

∂p(T ) =
p∑
i=0

(−1)i T ◦ `(e0, . . . , êi, . . . , ep),

where êi means that the term ei is omitted in the sequence. For each i = 0, . . . , p,
the image of the singular (p − 1)-simplex `(e0, . . . , êi, . . . , ep) can be visualized
as the face of the standard simplex ∆p which is opposite to the vertex ei.

If c ∈ Sp(X) is a singular p-chain, we say that ∂p(c) is its boundary; observe
that if T : [0, 1] → X is a singular 1-simplex, then ∂1(T ) = T (1) − T (0).

We have thus obtained a sequence of abelian groups and homomorphisms

(3.3.2) · · ·
∂p+1−−−−→ Sp(X)

∂p−−−→ Sp−1(X)
∂p−1−−−−→ · · ·

The sequence (3.3.2) has the property that the composition of two consecutive
arrows vanishes:

3.3.3. LEMMA. For all p ∈ Z, we have ∂p−1 ◦ ∂p = 0.

PROOF. If p ≤ 1 the result is trivial; for the case p ≥ 2 it suffices to show that
∂p−1(∂p(T )) = 0 for every singular p-simplex T . Observing that

`(v0, . . . , vq) ◦ `(e0, . . . , êi, . . . , eq) = `(v0, . . . , v̂i, . . . , vq)

we compute as follows:

∂p−1(∂p(T )) =
∑
j<i

(−1)j+i T ◦ `(e0, . . . , êj , . . . , êi, . . . , ep)

+
∑
j>i

(−1)j+i−1 T ◦ `(e0, . . . , êi, . . . , êj , . . . , ep) = 0. �

Let us give the following general definition:
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3.3.4. DEFINITION. A chain complex is a family C = (Cp, δp)p∈Z where each
Cp is an abelian group, and each δp : Cp → Cp−1 is a homomorphism such that
δp−1 ◦ δp = 0 for every p ∈ Z. For each p ∈ Z we define:

Zp(C) = Ker(δp), Bp(C) = Im(δp+1),

and we say that Zp(C), Bp(C) are respectively the group of p-cycles and the group
of p-boundaries of the complex C. Clearly, Bp(C) ⊂ Zp(C), and we can therefore
define:

Hp(C) = Zp(C)/Bp(C);
we say that Hp(C) is the p-th homology group of the complex C.

If c ∈ Zp(C) is a p-cycle, we denote by c + Bp(C) its equivalence class in
Hp(C); we say that c + Bp(C) is the homology class determined by c. If c1, c2 ∈
Zp(C) determine the same homology class (that is, if c1 − c2 ∈ Bp(C)) we say that
c1 and c2 are homologous cycles.

Lemma 3.3.3 tells us that S(X) = (Sp(X), ∂p)p∈Z is a chain complex; we
say that S(X) is the singular complex of the topological space X . We write:

Zp(S(X)) = Zp(X), Bp(S(X)) = Bp(X), Hp(S(X)) = Hp(X);

and we call Zp(X),Bp(X) andHp(X) respectively the group of singular p-cycles,
the group of singular p-boundaries and the p-th singular homology group of the
topological space X .

Clearly, Hp(X) = 0 for p < 0 and H0(X) = S0(X)/B0(X).
We define a homomorphism

(3.3.3) ε : S0(X) −→ Z

by setting ε(x) = 1 for every singular 0-simplex x ∈ X . It is easy to see that
ε ◦ ∂1 = 0; for, it suffices to see that ε(∂1(T )) = 0 for every singular 1-simplex T
in X . We therefore obtain a chain complex:

· · ·
∂p+1−−−−→ Sp(X)

∂p−−−→ Sp−1(X)
∂p−1−−−−→

· · · ∂1−−−→ S0(X) ε−−→ Z −→ 0 −→ · · ·
(3.3.4)

3.3.5. DEFINITION. The homomorphism (3.3.3) is called the augmentation
map of the singular complex S(X); the chain complex in (3.3.4), denoted by
(S(X), ε) is called the augmented singular complex of the spaceX . The groups of
p-cycles, of p-boundaries and the p-th homology group of (S(X), ε) are denoted
by Z̃p(X), B̃p(X) and H̃p(X) respectively; we say that H̃p(X) is the p-th reduced
singular homology group of X .

Clearly, for p ≥ 1 we have:

Z̃p(X) = Zp(X), B̃p(X) = Bp(X), H̃p(X) = Hp(X).

From now on we will no longer specify the index p in the map ∂p, and we will
write more concisely:

∂p = ∂, p ∈ Z.

3.3.6. EXAMPLE. If X = ∅ is the empty set, then obviously Sp(X) = 0 for
every p ∈ Z, hence Hp(X) = 0 for every p, and H̃p(X) = 0 for every p 6= −1;
on the other hand, we have H̃−1(X) = Z.
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If X is non empty, then any singular 0-simplex x0 ∈ X is such that ε(x0) =
1, and so ε is surjective; it follows that H̃−1(X) = 0. Concerning the relation
between H0(X) and H̃0(X), it is easy to see that we can identify H̃0(X) with a
subgroup of H0(X), and that

H0(X) = H̃0(X) ⊕Z · (x0 +B0(X)) ∼= H̃0(X) ⊕Z,

where Z·(x0+B0(X)) is the subgroup (infinite cyclic) generated by the homology
class of x0 in H0(X).

3.3.7. EXAMPLE. If X is arc-connected and not empty , then any two singular
0-simplexes x0, x1 ∈ X are homologous; indeed, if T : [0, 1] → X is a continuous
curve from x0 to x1, then T is a singular 1-simplex and ∂T = x1 − x0 ∈ B0(X).
It follows that the homology class of any x0 ∈ X generates H0(X), and since
ε(x0) = 1, it follows that no non zero multiple of x0 is a boundary; therefore:

H0(X) ∼= Z, H̃0(X) = 0.

3.3.8. EXAMPLE. If X is not arc-connected, we can write X =
⋃
α∈AXα,

where eachXα is an arc-connected component ofX . Then, every singular simplex
in X has image contained in some Xα and therefore:

Sp(X) =
⊕
α∈A

Sp(Xα),

from which it follows that:

Hp(X) =
⊕
α∈A

Hp(Xα).

In particular, it follows from Example 3.3.7 that:

H0(X) =
⊕
α∈A

Z.

The reader should compare this fact with Remark 3.2.5.

3.3.9. EXAMPLE. Suppose that X ⊂ Rn is a star-shaped subset around the
point w ∈ X . For each singular p-simplex T in X we define a singular (p + 1)-
simplex [T,w] in X in such a way that the following diagram commutes:

I × ∆p

σ

��

τ

''OOOOOOOOOOOOO

∆p+1
[T,w]

// X

where σ and τ are defined by:

σ(s, t) = (1 − s)t+ s ep+1, τ(s, t) = (1 − s)T (t) + sw, t ∈ ∆p, s ∈ I;

geometrically, the singular (p + 1)-simplex [T,w] coincides with T on the face
∆p ⊂ ∆p+1, it takes the vertex ep+1 on w and it is affine on the segment that joins
t with ep+1 for every t ∈ ∆p.

The map T 7→ [T,w] extends to a homomorphism:

Sp(X) 3 c 7−→ [c, w] ∈ Sp+1(X).
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It is easy to see that for each singular p-chain c ∈ Sp(X) we have:

(3.3.5) ∂[c, w] =

{
[∂c, w] + (−1)p+1c, p ≥ 1
ε(c)w − c, p = 0;

for, it suffices to consider the case that c = T is a singular p-simplex, in which
case (3.3.5) follows from an elementary analysis of the definition of [T,w] and of
the definition of the boundary map. In particular, we have ∂[c, w] = (−1)p+1c for
every c ∈ Z̃p(X) and therefore c ∈ B̃p(X); we conclude that, if X is star shaped,
then

H̃p(X) = 0, p ∈ Z.

3.3.10. DEFINITION. Let C = (Cp, δp), C′ = (C′
p, δ

′
p) be chain complexes; a

chain map φ : C → C′ is a sequence of homomorphisms φp : Cp → C′
p, p ∈ Z,

such that for every p the diagram

Cp
δp //

φp

��

Cp−1

φp−1

��
C′
p

δ′p

// C′
p−1

commutes; in general, we will write φ rather than φp. It is easy to see that if φ is
a chain map, then φ(Zp(C)) ⊂ Zp(C′) and φ(Bp(C)) ⊂ Bp(C′), so that φ induces
by passage to quotients a homomorphism

φ∗ : Hp(C) −→ Hp(C′);

we say that φ∗ is the map induced in homology by the chain map φ.

Clearly, if φ : C → C′ and ψ : C′ → C′′ are chain maps, then also their com-
position ψ ◦ φ is a chain map; moreover, (ψ ◦ φ)∗ = ψ∗ ◦ φ∗, and if Id is the
identity of the complex C, i.e., Idp is the identity of Cp for every p, then Id∗ is the
identity of Hp(C) for every p. It follows that if φ is a chain isomorphism, i.e., φp
is an isomorphism for every p, then φ∗ is an isomorphism between the homology
groups, and (φ−1)∗ = (φ∗)−1.

If X,Y are topological spaces and f : X → Y is a continuous map, then for
each p we define a homomorphism:

f# : Sp(X) −→ Sp(Y )

by setting f#(T ) = f ◦ T for every singular p-simplex T in X . It is easy to see
that f# is a chain map; we say that f# is the chain map induced by f . It is clear
that, given continuous maps f : X → Y , g : Y → Z then (g ◦ f)# = g# ◦ f#, and
that if Id is the identity map of X , then Id# is the identity of S(X); in particular,
if f is a homeomorphism, then f# is a chain isomorphism, and (f−1)# = (f#)−1.
We have that the chain map f# induces a homomorphism

f∗ : Hp(X) −→ Hp(Y )

between the groups of singular homology of X and Y , that will be denoted simply
by f∗.
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3.3.11. REMARK. If A is a subspace of X , then we can identify the set of
singular p-simplexes in A with a subset of the set of singular p-simplexes in X;
then Sp(A) is identified with a subgroup of Sp(X). If i : A → X denotes the
inclusion, then i# is simply the inclusion of Sp(A) into Sp(X). However, observe
that the induced map in homology i∗ is in general not injective, and there exists no
identification of Hp(A) with a subgroup of Hp(X).

Recall that (X,A) is called a pair of topological spaces whenX is a topological
space and A ⊂ X is a subspace. We define the singular complex S(X,A) of the
pair (X,A) by setting:

Sp(X,A) = Sp(X)/Sp(A);

the boundary map of S(X,A) is defined using the boundary map of S(X) by
passage to the quotient. Clearly, S(X,A) is a chain complex; we write

Hp(S(X,A)) = Hp(X,A).

We call Hp(X,A) the p-th group of relative homology of the pair (X,A).
If f : (X,A) → (Y,B) is a map of pairs (Definition 3.2.8) then the chain map

f# passes to the quotient and it defines a chain map

f# : S(X,A) −→ S(Y,B)

that will also be denoted by f#; then f# induces a homomorphism between the
groups of relative homology, that will be denoted by f∗. Clearly, if f : (X,A) →
(Y,B) and g : (Y,B) → (Z,C) are maps of pairs, then (g ◦ f)# = g# ◦ f# and
that if Id is the identity map of X , then Id# is the identity of S(X,A); also, if
f : (X,A) → (Y,B) is a homeomorphism of pairs, i.e., f is a homeomorphism of
X onto Y with f(A) = B, then f# is a chain isomorphism.

3.3.12. REMARK. An intuitive way of thinking of the groups of relative ho-
mology Hp(X,A) is to consider them as the reduced homology groups H̃p(X/A)
of the space X/A which is obtained from X by collapsing all the points of A to
a single point. This idea is indeed a theorem that holds in the case that A ⊂ X is
closed and it is a deformation retract of some open subset of X . The proof of this
theorem requires further development of the theory, and it will be omitted in these
notes (see [13, Exercise 2, §39, Chapter 4]).

3.3.13. EXAMPLE. If A is the empty set, then S(X,A) = S(X), and there-
fore Hp(X,A) = Hp(X) for every p ∈ Z; for this reason, we will not distinguish
between the space X and the pair (X, ∅).

3.3.14. EXAMPLE. The identity map of X induces a map of pairs:

(3.3.6) q : (X, ∅) −→ (X,A);

then q# : S(X) → S(X,A) is simply the quotient map. We define

Zp(X,A) = q−1
#

(
Zp(S(X,A))

)
, Bp(X,A) = q−1

#

(
Bp(S(X,A))

)
;

we call Zp(X,A) and Bp(X,A) respectively the group of relative p-cycles and the
group of relative p-boundaries of the pair (X,A). More explicitly, we have

Zp(X,A) =
{
c ∈ Sp(X) : ∂c ∈ Sp−1(A)

}
= ∂−1(Sp−1(A)),

Bp(X,A) =
{
∂c+ d : c ∈ Sp+1(X), d ∈ Sp(A)

}
= Bp(X) + Sp(A);
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Observe that

Zp(S(X,A)) = Zp(X,A)/Sp(A), Bp(S(X,A)) = Bp(X,A)/Sp(A);

it follows from elementary theory of quotient of groups that:

(3.3.7) Hp(X,A) = Hp(S(X,A)) ∼= Zp(X,A)/Bp(X,A).

Given c ∈ Zp(X,A), the equivalence class c + Bp(X,A) ∈ Hp(X,A) is called
the homology class determined by c in Hp(X,A); if c1, c2 ∈ Zp(X,A) determine
the same homology class in Hp(X,A), i.e., if c1 − c2 ∈ Bp(X,A), we say that c1
and c2 are homologous in S(X,A).

3.3.15. EXAMPLE. IfX is arc-connected andA 6= ∅, then arguing as in Exam-
ple 3.3.7 we conclude that any two 0-simplexes in X are homologous in S(X,A);
however, in this case every point of A is a singular 0-simplex which is homologous
to 0 in S(X,A), hence:

H0(X,A) = 0.

If X is not arc-connected, then we write X =
⋃
α∈AXα, where each Xα is an

arc-connected component of X; writing Aα = A ∩ Xα, as in Example 3.3.8 we
obtain:

Sp(X,A) =
⊕
α∈A

Sp(Xα, Aα);

and it follows directly that:

Hp(X,A) =
⊕
α∈A

Hp(Xα, Aα).

In the case p = 0, we obtain in particular that:

H0(X,A) =
⊕
α∈A′

Z,

where A′ is the subset of indices α ∈ A such that Aα = ∅.

Our goal now is to build an exact sequence that relates the homology groups
Hp(X) and Hp(A) with the relative homology groups Hp(X,A).

3.3.16. DEFINITION. Given chain complexes C, D, E , we say that

(3.3.8) 0 −→ C
φ−−→ D

ψ−−→ E −→ 0

is a short exact sequence of chain complexes if φ and ψ are chain maps and if for
every p ∈ Z the sequence of abelian groups and homomorphisms

0 −→ Cp
φ−−→ Dp

ψ−−→ Ep −→ 0

is exact.

We have the following result of Homological Algebra:

3.3.17. LEMMA (The Zig-Zag Lemma). Given a short exact sequence of chain
complexes (3.3.8), there exists an exact sequence of abelian groups and homomor-
phisms:

(3.3.9) · · · δ∗−−−→ Hp(C)
φ∗−−−→ Hp(D)

ψ∗−−−→ Hp(E) δ∗−−−→ Hp−1(C)
φ∗−−−→ · · ·
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where φ∗ and ψ∗ are induced by φ and ψ respectively, and the homomorphism δ∗
is defined by:

(3.3.10) δ∗
(
e+Bp(E)

)
= c+Bp−1(C), e ∈ Zp(E),

where c ∈ Cp−1 is chosen in such a way that φ(c) = δd and d ∈ Dp is chosen in
such a way that ψ(d) = e; the definition (3.3.10) does not depend on the arbitrary
choices involved.

PROOF. The proof, based on an exhaustive analysis of all the cases, is elemen-
tary and it will be omitted. The details can be found in [13, §24, Chapter 3]. �

The exact sequence (3.3.9) is known as the long exact homology sequence
corresponding to the short exact sequence of chain complexes (3.3.8)

Coming back to the topological considerations, if (X,A) is a pair of topologi-
cal spaces, we have a short exact sequence of chain complexes:

(3.3.11) 0 −→ S(A)
i#−−−→ S(X)

q#−−−→ S(X,A) −→ 0

where i# is induced by the inclusion i : A→ X and q# is induced by (3.3.6).
Then, it follows directly from the Zig-Zag Lemma the following:

3.3.18. PROPOSITION. Given a pair of topological spaces (X,A) then there
exists an exact sequence
(3.3.12)

· · · ∂∗−−−→ Hp(A) i∗−−→ Hp(X)
q∗−−−→ Hp(X,A) ∂∗−−−→ Hp−1(A) i∗−−→ · · ·

where i∗ is induced by the inclusion i : A → X , q∗ is induced by (3.3.6) and the
homomorphism ∂∗ is defined by:

∂∗
(
c+Bp(X,A)

)
= ∂c+Bp−1(A), c ∈ Zp(X,A);

such definition does not depend on the choices involved. If A 6= ∅ we also have an
exact sequence
(3.3.13)

· · · ∂∗−−−→ H̃p(A) i∗−−→ H̃p(X)
q∗−−−→ Hp(X,A) ∂∗−−−→ H̃p−1(A) i∗−−→ · · ·

whose arrows are obtained by restriction of the corresponding arrows in the se-
quence (3.3.12).

PROOF. The sequence (3.3.12) is obtained by applying the Zig-Zag Lemma to
the short exact sequence (3.3.11). If A 6= ∅, we replace S(A) and S(X) by the
corresponding augmented complexes; we then apply the Zig-Zag Lemma and we
obtain the sequence (3.3.13). �

The exact sequence (3.3.12) is known as the long exact homology sequence of
the pair (X,A); the sequence (3.3.13) is called the long exact reduced homology
sequence of the pair (X,A).

3.3.19. EXAMPLE. If A 6= ∅ is homeomorphic to a star-shaped subset of Rn,
then H̃p(A) = 0 for every p ∈ Z (see Example 3.3.9); hence, the long exact
reduced homology sequence of the pair (X,A) implies that the map:

q∗ : H̃p(X) −→ Hp(X,A)

is an isomorphism for every p ∈ Z.
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Now, we want to show the homotopical invariance of the singular homology;
more precisely, we want to show that two homotopic continuous maps induce the
same homomorphisms of the homology groups. We begin with an algebraic defi-
nition.

3.3.20. DEFINITION. Let C = (Cp, δp) and C′ = (C′
p, δ

′
p) be chain complexes.

Given a chain map φ, ψ : C → C′ then a chain homotopy between φ and ψ is a
sequence (Dp)p∈Z of homomorphisms Dp : Cp → C′

p+1 such that

(3.3.14) φp − ψp = δ′p+1 ◦Dp +Dp−1 ◦ δp,

for every p ∈ Z; in this case we write D : φ ∼= ψ and we say that φ and ψ are
chain-homotopic.

The following Lemma is a trivial consequence of formula (3.3.14)

3.3.21. LEMMA. If two chain maps φ and ψ are chain-homotopic, then φ and
ψ induce the same homomorphisms in homology, i.e., φ∗ = ψ∗. �

Our next goal is to prove that if f and g are two homotopic continuous maps,
then the chain maps f# and g# are chain-homotopic. To this aim, we consider the
maps:

(3.3.15) iX : X → I ×X, jX : X → I ×X

defined by iX(x) = (0, x) and jX(x) = (1, x) for every x ∈ X , where I = [0, 1].
We will show first that the chain maps (iX)# and (jX)# are chain-homotopic:

3.3.22. LEMMA. For all topological space X there exists a chain homotopy
DX : (iX)# ∼= (jX)# where iX and jX are given in (3.3.15); moreover, the asso-
ciation X 7→ DX may be chosen in a natural way, i.e., in such a way that, given a
continuous map f : X → Y , then the diagram

(3.3.16) Sp(X)
(DX)p //

(f#)p

��

Sp+1(I ×X)

((Id×f)#)p

��
Sp(Y )

(DY )p

// Sp+1(I × Y )

commutes for every p ∈ Z, where Id × f is given by (t, x) 7→ (t, f(x)).

PROOF. For each topological space X and each p ∈ Z we must define a ho-
momorphism

(DX)p : Sp(X) −→ Sp+1(I ×X);

for p < 0 we obviously set (DX)p = 0. For p ≥ 0 we denote by Idp the iden-
tity map of the space ∆p; then Idp is a singular p-simplex in ∆p, and therefore
Idp ∈ Sp(∆p). The construction of DX must be such that the diagram (3.3.16)
commutes, and this suggests the following definition:

(3.3.17) (DX)p(T ) = ((Id × T )#)p ◦ (D∆p)p(Idp),

for every singular p-simplex T : ∆p → X (observe that T#(Idp) = T ); hence, we
need to find the correct definition of

(3.3.18) (D∆p)p(Idp) = ap ∈ Sp+1(I × ∆p),
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for each p ≥ 0. Keeping in mind the definition of chain homotopy (see (3.3.14)),
our definition of ap will have to be given in such a way that the identity

(3.3.19) ∂ap = (i∆p)#(Idp) − (j∆p)#(Idp) − (D∆p)p−1 ◦ ∂(Idp)

be satisfied for every p ≥ 0 (we will omit some index to simplify the notation);
observe that (3.3.19) is equivalent to:

(3.3.20) ∂ap = i∆p − j∆p − (D∆p)p−1 ◦ ∂(Idp).

Let us begin by finding a0 ∈ S1(I×∆0) that satisfies (3.3.20), that is, a0 must
satisfy ∂a0 = i∆0 − j∆0 ; we compute as follows:

ε(i∆0 − j∆0) = 0.

Since H̃0(I × ∆0) = 0 (see Example 3.3.9) we see that it is indeed possible to
determine a0 with the required property.

We now argue by induction; fix r ≥ 1. Suppose that ap ∈ Sp+1(I × ∆p) has
been found for p = 0, . . . , r − 1 in such a way that condition (3.3.20) be satisfied,
where (DX)p is defined in (3.3.17) for every topological spaceX; it is then easy to
see that the diagram (3.3.16) commutes. An easy computation that uses (3.3.16),
(3.3.18) and (3.3.20) shows that:

(3.3.21)
(
(iX)#

)
p
−

(
(jX)#

)
p

= ∂ ◦ (DX)p + (DX)p−1 ◦ ∂,

for p = 0, . . . , r − 1.
Now, we need to determine ar that satisfies (3.3.20) (with p = r). It follows

from (3.3.21), where we set X = ∆r and p = r − 1, that:

∂ ◦ (D∆r)r−1 ◦ ∂(Idr)

= (i∆r)# ◦ ∂(Idr) − (j∆r)# ◦ ∂(Idr) − (D∆r)r−2 ◦ ∂ ◦ ∂(Idr)

= ∂(i∆r − j∆r);

(3.3.22)

using (3.3.22) we see directly that

(3.3.23) i∆r − j∆r − (D∆r)r−1 ◦ ∂(Idr) ∈ Zr(I × ∆r).

Since Hr(I × ∆r) = 0 (see Example 3.3.9) it follows that (3.3.23) is an r-
boundary; hence it is possible to choose ar satisfying (3.3.20) (with p = r).

This concludes the proof. �

It is now easy to prove the homotopical invariance of the singular homology.

3.3.23. PROPOSITION. If two continuous maps f, g : X → Y are homotopic,
then the chain maps f# and g# are homotopic.

PROOF. Let H : f ∼= g be a homotopy between f e g; by Lemma 3.3.22
there exists a chain homotopy DX : iX ∼= jX . Then, it is easy to see that we
obtain a chain homotopy between f# and g# by considering, for each p ∈ Z, the
homomorphism

(H#)p+1 ◦ (DX)p : Sp(X) −→ Sp+1(Y ). �

3.3.24. COROLLARY. If f, g : X → Y are homotopic, then f∗ = g∗.

PROOF. It follows from Proposition 3.3.23 and from Lemma 3.3.21. �
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3.3.1. The Hurewicz’s homomorphism. In this subsection we will show that
the first singular homology group H1(X) of a topological space X can be com-
puted from its fundamental group; more precisely, if X is arc-connected, we will
show that H1(X) is the abelianized group of π1(X).

In the entire subsection we will assume familiarity with the notations and the
concepts introduced in Section 3.1; we will consider a fixed topological space X .

Observing that the unit interval I = [0, 1] coincides with the first standard
simplex ∆1, we see that every curve γ ∈ Ω(X) is a singular 1-simplex in X; then,
γ ∈ S1(X). We will say that two singular 1-chains c, d ∈ S1(X) are homologous
when c − d ∈ B1(X); this terminology will be used also in the case that c and d
are not necessarily cycles.5

We begin with some Lemmas:

3.3.25. LEMMA. Let γ ∈ Ω(X) and let σ : I → I be a continuous map. If
σ(0) = 0 and σ(1) = 1, then γ ◦ σ is homologous to γ; if σ(0) = 1 and σ(1) = 0,
then γ ◦ σ is homologous to −γ.

PROOF. We suppose first that σ(0) = 0 and σ(1) = 1. Consider the singular
1-simplexes σ and `(0, 1) in I (recall the definition of ` in (3.3.1)). Clearly, ∂

(
σ−

`(0, 1)
)

= 0, i.e., σ − `(0, 1) ∈ Z1(I); since H1(I) = 0 (see Example 3.3.9) it
follows that σ − `(0, 1) ∈ B1(I). Consider the chain map

γ# : S(I) −→ S(X);

we have that γ#(σ − `(0, 1)) ∈ B1(X). But

γ#

(
σ − `(0, 1)

)
= γ ◦ σ − γ ∈ B1(X),

from which it follows that γ is homologous to γ ◦ σ. The case σ(0) = 1, σ(1) = 0
is proven analogously, observing that σ + `(0, 1) ∈ Z1(I). �

3.3.26. REMARK. In some situations we will consider singular 1-chains given
by curves γ : [a, b] → X that are defined on an arbitrary closed interval [a, b] (rather
than on the unit interval I); in this case, with a slight abuse, we will denote by γ ∈
S1(X) the singular 1-simplex γ ◦ `(a, b) : I → X; it follows from Lemma 3.3.25
that γ ◦ `(a, b) is homologous to any reparameterization γ ◦ σ of γ, where σ : I →
[a, b] is a continuous map such that σ(0) = a and σ(1) = b (see also Remark 3.1.4).

3.3.27. LEMMA. If γ, µ ∈ Ω(X) are such that γ(1) = µ(0), then γ · µ is ho-
mologous to γ+µ; moreover, for every γ ∈ Ω(X) we have that γ−1 is homologous
to −γ and for every x0 ∈ X , ox0 is homologous to zero.

PROOF. We will basically use the same idea that was used in the proof of
Lemma 3.3.25. We have that `

(
0, 1

2

)
+ `

(
1
2 , 1

)
− `(0, 1) ∈ Z1(I) = B1(I);

considering the chain map (γ · µ)# we obtain:

(γ · µ)#
(
`(0, 1

2) + `(1
2 , 1) − `(0, 1)

)
= γ + µ− γ · µ ∈ B1(X),

from which it follows that γ · µ is homologous to γ + µ. The fact that γ−1 is
homologous to −γ follows from Lemma 3.3.25; finally, if T : ∆2 → X denotes
the constant map with value x0, we obtain ∂T = ox0 ∈ B1(X). �

5Observe that a singular 1-chain c defines a homology class in H1(X) only if c ∈ Z1(X).
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3.3.28. LEMMA. Let K : I × I → X be a continuous map; considering the
curves:

γ1 = K ◦ `
(
(0, 0), (1, 0)

)
, γ2 = K ◦ `

(
(1, 0), (1, 1)

)
,

γ3 = K ◦ `
(
(1, 1), (0, 1)

)
, γ4 = K ◦ `

(
(0, 1), (0, 0)

)
,

we have that the singular 1-chain γ1 + γ2 + γ3 + γ4 is homologous to zero.

PROOF. We have that H1(I × I) = 0 (see Example 3.3.9); moreover

`
(
(0, 0), (1, 0)

)
+ `

(
(1, 0), (1, 1)

)
+ `

(
(1, 1), (0, 1)

)
+ `

(
(0, 1), (0, 0)

)
∈ Z1(I × I) = B1(I × I).

(3.3.24)

The conclusion follows by applying K# to (3.3.24). �

We now relate the homotopy class and the homology class of a curve γ ∈
Ω(X).

3.3.29. COROLLARY. If γ, µ ∈ Ω(X) are homotopic with fixed endpoints, then
γ is homologous to µ.

PROOF. It suffices to apply Lemma 3.3.28 to a homotopy with fixed endpoints
K : γ ∼= µ, keeping in mind Lemma 3.3.27. �

3.3.30. REMARK. Let A ⊂ X be a subset; if γ : I → X is a continuous
curve with endpoints in A, i.e., γ(0), γ(1) ∈ A, then ∂γ ∈ S0(A), and therefore
γ ∈ Z1(X,A) defines a homology class γ + B1(X,A) in H1(X,A). It follows
from Lemma 3.3.28 (keeping in mind also Lemma 3.3.27) that if γ and µ are
homotopic with free endpoints in A (recall Definition 3.1.31) then γ and µ define
the same homology class in H1(X,A).

3.3.31. REMARK. If γ, µ are freely homotopic loops inX (see Remark 3.1.16)
then it follows easily from Lemma 3.3.28 (keeping in mind also Lemma 3.3.27)
that γ is homologous to µ.

We define a map:

(3.3.25) Θ: Ω(X) −→ S1(X)/B1(X)

by setting Θ([γ]) = γ + B1(X) for every γ ∈ Ω(X); it follows from Corol-
lary 3.3.29 that Θ is well defined, i.e., it does not depend on the choice of the
representative of the homotopy class [γ] ∈ Ω(X). Then, Lemma 3.3.27 tells us
that:
(3.3.26)

Θ([γ] · [µ]) = Θ([γ]) + Θ([µ]), Θ
(
[γ]−1

)
= −Θ([γ]), Θ([ox0 ]) = 0,

for every γ, µ ∈ Ω(X) with γ(1) = µ(0) and for every x0 ∈ X . If γ ∈ Ω(X) is
a loop, then γ ∈ Z1(X); if we fix x0 ∈ X , we see that Θ restricts to a map (also
denoted by Θ):

(3.3.27) Θ: π1(X,x0) −→ H1(X).

It follows from (3.3.26) that (3.3.27) is a group homomorphism; this homomor-
phism is known as the Hurewicz’s homomorphism. The Hurewicz’s homomor-
phism is natural in the sense that, given a continuous map f : X → Y with
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f(x0) = y0, the following diagram commutes:

π1(X,x0)
Θ //

f∗
��

H1(X)

f∗
��

π1(Y, y0)
Θ

// H1(Y )

If λ : I → X is a continuous curve joining x0 and x1, then the Hurewicz’s ho-
momorphism fits well together with the isomorphism λ# between the fundamental
groups π1(X,x0) and π1(X,x1) (see Proposition 3.1.11); more precisely, it fol-
lows from (3.3.26) that we have a commutative diagram:

(3.3.28) π1(X,x0)
Θ

&&LLLLLLLLLL

λ#

��

H1(X)

π1(X,x1).
Θ

88rrrrrrrrrr

We are now ready to prove the main result of this subsection. We will first
recall some definitions in group theory.

3.3.32. DEFINITION. If G is a group, the commutator subgroup of G, denoted
by G′, is the subgroup of G generated by all the elements of the form ghg−1h−1,
with g, h ∈ G. The commutator subgroup G′ is always a normal subgroup6 of
G, and therefore the quotient G/G′ is always a group. We say that G/G′ is the
abelianized group of G.

The group G/G′ is always abelian; as a matter of facts, if H is a normal sub-
group of G, then the quotient group G/H is abelian if and only if H ⊃ G′.

3.3.33. THEOREM. Let X be an arc-connected topological space. Then, for
every x0 ∈ X , the Hurewicz’s homomorphism (3.3.27) is surjective, and its kernel
is the commutator subgroup of π1(X,x0); in particular, the first singular homology
group H1(X) is isomorphic to the abelianized group of π1(X,x0).

PROOF. Since the quotient π1(X,x0)/Ker(Θ) ∼= Im(Θ) is abelian, it follows
that Ker(Θ) contains the commutator subgroup π1(X,x0)′, and therefore Θ de-
fines a homomorphism by passage to the quotient:

Θ: π1(X,x0)/π1(X,x0)′ −→ H1(X);

our strategy will be to show that Θ is an isomorphism.
For each x ∈ X , choose a curve ηx ∈ Ω(X) such that ηx(0) = x0 and

ηx(1) = x; we are now going to define a homomorphism

Ψ: S1(X) −→ π1(X,x0)/π1(X,x0)′;

since π1(X,x0)/π1(X,x0)′ is abelian and the singular 1-simplexes of X form a
basis of S1(X) as a free abelian group, Ψ is well defined if we set

Ψ(γ) = q
(
[ηγ(0)] · [γ] · [ηγ(1)]

−1
)
, γ ∈ Ω(X),

6actually, the commutator subgroup G′ of G is invariant by every automorphism of G.
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where q denotes the quotient map

q : π1(X,x0) −→ π1(X,x0)/π1(X,x0)′.

We are now going to show that B1(X) is contained in the kernel of Ψ; to this aim,
it suffices to show that ψ(∂T ) is the neutral element of π1(X,x0)/π1(X,x0)′ for
every singular 2-simplex T in X . We write:

(3.3.29) ∂T = γ0 − γ1 + γ2,

where γ0 = T ◦ `(e1, e2), γ1 = T ◦ `(e0, e2) and γ2 = T ◦ `(e0, e1). Applying Ψ
to both sides of (3.3.29) we obtain:

Ψ(∂T ) = Ψ(γ0)Ψ(γ1)−1Ψ(γ2)

= q
(
[ηT (e1)] · [γ0] · [γ1]−1 · [γ2] · [ηT (e1)]

−1
)
.

(3.3.30)

Writing [ρ] = [`(e1, e2)] · [`(e2, e0)] · [`(e0, e1)] ∈ Ω(∆2) then (3.3.30) implies
that:

Ψ(∂T ) = q
(
[ηT (e1)] · T∗([ρ]) · [ηT (e1)]

−1
)
;

since [ρ] ∈ π1(∆2, e1), we have that [ρ] = [oe1 ] (see Example 3.1.15), from which
it follows Ψ(∂T ) = q([ox0 ]).

Then, we conclude that B1(X) ⊂ Ker(Ψ), from which we deduce that Ψ
passes to the quotient and defines a homomorphism

Ψ: S1(X)/B1(X) −→ π1(X,x0)/π1(X,x0)′.

The strategy will now be to show that the restriction Ψ|H1(X) is an inverse for Θ.
Let us compute Θ ◦ Ψ; for γ ∈ Ω(X) we have:

(Θ ◦ Ψ)(γ) = Θ([ηγ(0)]) + Θ([γ]) − Θ([ηγ(1)])

= ηγ(0) + γ − ηγ(1) +B1(X).
(3.3.31)

Define a homomorphism φ : S0(X) → S1(X) by setting φ(x) = ηx for every
singular 0-simplex x ∈ X; then (3.3.31) implies that:

(3.3.32) Θ ◦ Ψ = p ◦ (Id − φ ◦ ∂),

where p : S1(X) → S1(X)/B1(X) denotes the quotient map and Id denotes the
identity map of S1(X). If we restricts both sides of (3.3.32) to Z1(X) and passing
to the quotient we obtain:

Θ ◦ Ψ|H1(X) = Id.

Let us now compute Ψ ◦ Θ; for every loop γ ∈ Ωx0(X) we have:

(Ψ ◦ Θ)
(
q([γ])

)
= Ψ(γ) = q([ηx0 ])q([γ])q([ηx0 ])

−1 = q([γ]),

observing that π1(X,x0)/π1(X,x0)′ is abelian. It follows that:(
Ψ|H1(X)

)
◦ Θ = Id,

which concludes the proof. �

3.3.34. REMARK. If X is arc-connected and π1(X) is abelian, it follows from
Theorem 3.3.33 that the Hurewicz’s homomorphism is an isomorphism of π1(X,x0)
onto H1(X); this fact “explains” why the fundamental groups with different base-
points π1(X,x0) and π1(X,x1) can be canonically identified when the fundamen-
tal group of the space is abelian. The reader should compare this observation with
Remark 3.1.13 and with the diagram (3.3.28).
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Exercises for Chapter 3

EXERCISE 3.1. Prove that every contractible space is arc-connected.

EXERCISE 3.2. Prove that a topological space X which is connected and lo-
cally arc-connected is arc-connected. Deduce that a connected (topological) mani-
fold is arc-connected.

EXERCISE 3.3. Let γ ∈ Ω(X) be a loop and let λ ∈ Ω(X) be such that
λ(0) = γ(0); show that the loops γ and λ−1 · γ · λ are freely homotopic.

EXERCISE 3.4. Let f, g : X → Y be homotopic maps and let H : f ∼= g be a
homotopy from f to g; fix x0 ∈ X and set λ(s) = Hs(x0), s ∈ I . Show that the
following diagram commutes:

π1(Y, f(x0))

λ#∼=

��

π1(X,x0)

f∗
77ooooooooooo

g∗ ''OOOOOOOOOOO

π1(Y, g(x0))

EXERCISE 3.5. A continuous map f : X → Y is said to be a homotopy equiv-
alence if there exists a continuous map g : Y → X such that g ◦ f is homotopic to
the identity map of X and f ◦ g is homotopic to the identity map of Y ; in this case
we say that g is a homotopy inverse for f . Show that if f is a homotopy equivalence
then f∗ : π1(X,x0) → π1(Y, f(x0)) is an isomorphism for every x0 ∈ X .

EXERCISE 3.6. Show that X is contractible if and only if the map f : X →
{x0} is a homotopy equivalence.

EXERCISE 3.7. Let p : E → B be a covering map, e0 ∈ E, b0 = p(e0) and
γ ∈ Ωb0(B). Show that the homotopy class [γ] is in p∗

(
π1(E, e0)

)
if and only if

the lifting γ̃ : I → E of γ with γ̃(0) = e0 satisfies γ̃(1) = e0.

EXERCISE 3.8. Let p : E → B be a covering map, X be a topological space,
f : X → B be a continuous map, e0 ∈ E, x0 ∈ X with f(x0) = p(e0). Assume
(3.2.19). Given continuous curves γ1 : I → X , γ2 : I → X with γ1(0) = γ2(0) =
x0, γ1(1) = γ2(1), if γ̃i : I → E denotes the lifting of f ◦ γi with γ̃i(0) = e0,
i = 1, 2, show that γ̃1(1) = γ̃2(1).

EXERCISE 3.9. Prove that a homotopy equivalence induces an isomorphism
in singular homology. Conclude that, if X is contractible, then H0(X) ∼= Z and
Hp(X) = 0 for every p ≥ 1.

EXERCISE 3.10. If Y ⊂ X , a continuous map r : X → Y is said to be a
retraction if r restricts to the identity map of Y ; in this case we say that Y is a
retract of X . Show that if r is a retraction then r∗ : π1(X,x0) → π1(Y, x0) is
surjective for every x0 ∈ Y . Show also that if Y is a retract ofX then the inclusion
map i : Y → X induces an injective homomorphism i∗ : π1(Y, x0) → π1(X,x0)
for every x0 ∈ Y .
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EXERCISE 3.11. Let X be a topological space, G be a group and g : X → G,
h : X → G be maps. If ψg = ψh (see Example 3.1.20), show that the map
X 3 x 7→ g(x)h(x)−1 ∈ G is constant on each arc-connected component of X .

EXERCISE 3.12. LetX be a topological space, G be a group and ψ : Ω(X) →
G be a map that is compatible with concatenations and such that ψ(γ) = ψ(µ)
whenever γ(0) = µ(0) and γ(1) = µ(1). Prove that there exists a map g : X → G
such that ψ = ψg (see Example 3.1.20).

EXERCISE 3.13. LetX be a topological space, γ : [a, b] → X be a continuous
curve and c ∈ ]a, b[. Show that (see Remark 3.1.4):

[γ] = [γ|[a,c]] · [γ|[c,b]].

Conclude that if a = t0 < t1 < · · · < tk = b is an arbitrary partition of [a, b] then:

[γ] = [γ|[t0,t1]] · · · · · [γ|[tk−1,tk]].

EXERCISE 3.14. Let X be a topological space, K be a compact metric space,
X =

⋃
α∈A Uα be an open cover of X and f : K → X be a continuous map.

Show that there exists δ > 0 such that for every subset S of K with diameter less
then δ, the set f(S) is contained in some Uα.

EXERCISE 3.15. In the proof of Theorem 3.1.21, check that if P , Q are parti-
tions of I and Q is finer than P then ΩA,P ⊂ ΩA,Q and ψP (γ) = ψQ(γ), for all
γ ∈ ΩA,P .

EXERCISE 3.16. Let X be a topological space, X =
⋃
α∈A Uα be an open

cover of X . Call a homotopy H : I × I → X small if its image is contained in
some Uα. Let G be a group and ψ : Ω(X) → G be a map that is compatible with
concatenations and invariant by small homotopies, i.e., ψ(γ) = ψ(µ) whenever
γ, µ ∈ Ω(X) are homotopic by a small homotopy with fixed endpoints. Prove that
ψ is homotopy invariant.

EXERCISE 3.17. Let G1, G2 be groups and f : G1 → G2 a homomorphism.

Prove that the sequence 0 −→ G1
f−−→ G2 −→ 0 is exact if and only if f is an

isomorphism.

EXERCISE 3.18. Let E, B be topological spaces and p : E → B be a continu-
ous map. Assume that the sets p−1(b), b ∈ B, have all the same cardinality and let
F be a discrete topological space having such cardinality. Show that the following
conditions are equivalent:

(i) p is a locally trivial fibration with typical fiber F (i.e., p is a covering map
in the sense of Definition 3.2.18);

(ii) every b ∈ B has an open neighborhood U which is fundamental for p,
i.e., p−1(U) is a disjoint union

⋃
i∈I Vi of open subsets Vi of E such that

p|Vi : Vi → U is a homeomorphism, for all i ∈ I .

EXERCISE 3.19. Let p : E → B be a locally injective continuous map with
E Hausdorff and let f : X → B be a continuous map defined in a connected
topological space X . Given x0 ∈ X , e0 ∈ E, show that there exists at most one
map f̂ : X → E with p ◦ f̂ = f and f̂(x0) = e0. Show that if p is a covering map
then the hypothesis that E is Hausdorff can be dropped.
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EXERCISE 3.20. Let E, B be topological spaces with E Hausdorff. Let
p : E → B be a local homeomorphism (i.e., every point of E has an open neigh-
borhood which p maps homeomorphically onto an open subset of B). Assume that
p is closed (i.e., takes closed subsets of E to closed subsets of B) and that there
exists a natural number n such that p−1(b) has exactly n elements, for all b ∈ B.
Show that p is a covering map.

EXERCISE 3.21. Let X ⊂ R2 be defined by:

X =
{
(x, sin(1/x)) : x > 0

}
∪

(
{0} × [−1, 1]

)
.

Show that X is connected but not arc-connected; compute the singular homology
groups of X .

EXERCISE 3.22. Prove the Zig-Zag Lemma (Lemma 3.3.17).

EXERCISE 3.23. Let G be a group and let G act on a topological space X by
homeomorphisms. We say that such action is properly discontinuous if for every
x ∈ X there exists a neighborhood U of x such that gU ∩ U = ∅ for every g 6= 1,
where gU = {g · y : y ∈ U}. Let be given a properly discontinuous action of G in
X and denote by X/G the set of orbits of G endowed with the quotient topology.

• Show that the quotient map p : X → X/G is a covering map with typical
fiber G.

• Show that, ifX is arc-connected, there exists an exact sequence of groups
and group homomorphisms:

0 −→ π1(X)
p∗−−−→ π1(X/G) −→ G −→ 0.

• If X is simply connected conclude that π1(X/G) is isomorphic to G.

EXERCISE 3.24. Let X = R2 be the Euclidean plane; for each m,n ∈ Z let
gm,n be the homeomorphism of X given by:

gm,n(x, y) = ((−1)nx+m, y + n).

Set G = {gm,n : m,n ∈ Z}. Show that:
• G is a subgroup of the group of all homeomorphisms of X;
• show that X/G is homeomorphic to the Klein bottle;
• show that the natural action of G in X is properly discontinuous; con-

clude that the fundamental group of the Klein bottle is isomorphic to G;
• show that G is the semi-direct product7 of two copies of Z;
• compute the commutator subgroup of G and conclude that the first sin-

gular homology group of the Klein bottle is isomorphic to Z⊕ (Z/2Z).

EXERCISE 3.25. Prove that ifX and Y are arc-connected, thenH1(X×Y ) ∼=
H1(X) ⊕H1(Y ).

EXERCISE 3.26. Compute the relative homology group H2(D, ∂D), where D
is the unit disk {(x, y) ∈ R2 : x2 + y2 ≤ 1} and ∂D is its boundary.

7Recall that a groupG is the (inner) semi-direct product of two subgroupsH andK ifG = HK
with H ∩K = {1} and K normal in G.



CHAPTER 4

Curves of Symmetric Bilinear Forms

We make the convention that, in this chapter, V will always denote a finite
dimensional real vector space:

dim(V ) < +∞.

We choose an arbitrary norm in V denoted by ‖ · ‖; we then define the norm of a
bilinear form B ∈ B(V ) by setting:

‖B‖ = sup
‖v‖≤1
‖w‖≤1

|B(v, w)|.

Observe that, since V and B(V ) are finite dimensional, then all the norms in these
spaces induce the same topology.

4.1. A few preliminary results

We will first show that the condition n−(B) ≥ k (for some fixed k) is an open
condition in Bsym(V ).

4.1.1. LEMMA. Let k ≥ 0 be fixed. The set of symmetric bilinear forms B ∈
Bsym(V ) such that n+(B) ≥ k is open in Bsym(V ).

PROOF. Let B ∈ Bsym(V ) with n+(B) ≥ k; then, there exists a k-dimen-
sional B-positive subspace W ⊂ V . Since the unit sphere of W is compact, we
have:

inf
v∈W
‖v‖=1

B(v, v) = c > 0;

it now follows directly that if A ∈ Bsym(V ) and ‖A − B‖ < |c|/2 then A is
positive definite in W , and therefore n+(A) ≥ k. �

Obviously, since n−(B) = n+(−B), it follows from Lemma 4.1.1 that also
the set of symmetric bilinear forms B ∈ Bsym(V ) with n−(B) ≥ k is open in
Bsym(V ).

4.1.2. COROLLARY. Let k ≥ 0, r ≥ 0 be fixed. The set of symmetric bilinear
forms B ∈ Bsym(V ) such that n+(B) = k and dgn(B) = r is open in the set:

(4.1.1)
{
B ∈ Bsym(V ) : dgn(B) ≥ r

}
.

PROOF. Observe that:{
B ∈ Bsym(V ) : n+(B) = k, dgn(B) = r

}
is equal to the intersection of (4.1.1) with:

(4.1.2)
{
B ∈ Bsym(V ) : n+(B) ≥ k

}
∩

{
B ∈ Bsym(V ) : n−(B) ≥ n−r−k

}
,

where n = dim(V ). By Lemma 4.1.1, the set (4.1.2) is open in Bsym(V ). �

116
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4.1.3. COROLLARY. Let k ≥ 0 be fixed. The set of nondegenerate symmetric
bilinear forms B ∈ Bsym(V ) such that n+(B) = k is open in Bsym(V ).

PROOF. Follows from Corollary 4.1.2 with r = 0. �

4.2. Evolution of the index: a simple case

In this section we will study the following problem: given a continuous one
parameter family t 7→ B(t) of symmetric bilinear forms in a finite dimensional
vector space, how do the numbers n+

(
B(t)

)
, n−

(
B(t)

)
change with t? We will

show that changes can occur only when t passes through an instant t0 at which
B(t0) is degenerate. We will consider first a benign case of degeneracy where the
derivative B′(t0) is nondegenerate on the kernel of B(t0). A more general case
will be studied in Section 4.3.

4.2.1. LEMMA. Let B : I → Bsym(V ) be a continuous curve defined in some
interval I ⊂ R. If the degeneracy of B(t) is independent of t ∈ I then n−

(
B(t)

)
and n+

(
B(t)

)
are also independent of t.

PROOF. By Corollary 4.1.2, given k ≥ 0, the set:{
t ∈ I : n+

(
B(t)

)
= k

}
is open in I . It follows from the connectedness of I that, for some k ≥ 0, this set
is equal to I . �

4.2.2. COROLLARY. Let B : I → Bsym(V ) be a continuous curve defined in
some interval I ⊂ R. If B(t) is nondegenerate for all t ∈ I , then n−(B(t)) and
n+(B(t)) are independent of t. �

Corollary 4.2.2 tells us that the index n−(B(t)) and the co-index n+(B(t))
can only change when B(t) becomes degenerate; in the next Theorem we show
how to compute this change when t 7→ B(t) is of class C1:

4.2.3. THEOREM. Let B : [t0, t1[ → Bsym(V ) be a curve of class C1; write
N = Ker

(
B(t0)

)
. Suppose that the bilinear form B′(t0)|N×N is nondegenerate;

then there exists ε > 0 such that for t ∈ ]t0, t0 + ε[ the bilinear form B(t) is
nondegenerate, and the following identities hold:

n+(B(t)) = n+(B(t0)) + n+

(
B′(t0)|N×N

)
,

n−(B(t)) = n−(B(t0)) + n−
(
B′(t0)|N×N

)
.

The proof of Theorem 4.2.3 will follow easily from the following:

4.2.4. LEMMA. LetB : [t0, t1[ → Bsym(V ) be a curve of classC1; writeN =
Ker(B(t0)). If B(t0) is positive semi-definite and B′(t0)|N×N is positive definite,
then there exists ε > 0 such that B(t) is positive definite for t ∈ ]t0, t0 + ε[.

PROOF. Let W ⊂ V be a subspace complementary to N ; it follows from
Corollary 1.5.24 that B(t0) is nondegenerate in W , and from Corollary 1.5.14 that
B(t0) is positive definite in W . Choose any norm in V ; since the unit sphere of W
is compact, we have:

(4.2.1) inf
w∈W
‖w‖=1

B(t0)(w,w) = c0 > 0;
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similarly, since B′(t0) is positive definite in N we have:

(4.2.2) inf
n∈N
‖n‖=1

B′(t0)(n, n) = c1 > 0.

Since B is continuous, there exists ε > 0 such that

‖B(t) −B(t0)‖ ≤ c0
2
, t ∈ [t0, t0 + ε[ ,

and it follows from (4.2.1) that:

(4.2.3) inf
w∈W
‖w‖=1

B(t)(w,w) ≥ c0
2
> 0, t ∈ [t0, t0 + ε[ .

Since B is differentiable at t0 we can write:

(4.2.4) B(t) = B(t0) + (t− t0)B′(t0) + r(t), with lim
t→t0

r(t)
t− t0

= 0,

and then, by possibly choosing a smaller ε > 0, we get:

(4.2.5) ‖r(t)‖ ≤ c1
2

(t− t0), t ∈ [t0, t0 + ε[ ;

from (4.2.2), (4.2.4) and (4.2.5) it follows:

(4.2.6) inf
n∈N
‖n‖=1

B(t)(n, n) ≥ c1
2

(t− t0), t ∈ ]t0, t0 + ε[ .

From (4.2.3) and (4.2.6) it follows that B(t) is positive definite in W and in N for
t ∈ ]t0, t0 + ε[; taking c3 = ‖B′(t0)‖+ c1

2 we obtain from (4.2.4) and (4.2.5) that:

(4.2.7)
∣∣B(t)(w, n)

∣∣ ≤ (t− t0)c3, t ∈ [t0, t0 + ε[ ,

provided that w ∈ W , n ∈ N and ‖w‖ = ‖n‖ = 1. By possibly taking a smaller
ε > 0, putting together (4.2.3), (4.2.6) and (4.2.7) we obtain:

B(t)(w, n)2 ≤ (t− t0)2c23 <
c0c1
4

(t− t0)

≤ B(t)(w,w)B(t)(v, v), t ∈ ]t0, t0 + ε[ ,
(4.2.8)

for all w ∈W , n ∈ N with ‖w‖ = ‖n‖ = 1; but (4.2.8) implies:

B(t)(w, n)2 < B(t)(w,w)B(t)(n, n), t ∈ ]t0, t0 + ε[ ,

for all w ∈ W , n ∈ N non zero. The conclusion follows now from Proposi-
tion 1.5.29. �

PROOF OF THEOREM 4.2.3. By Theorem 1.5.10 there exists a decomposition
V = V+ ⊕ V− ⊕ N where V+ and V− are respectively a B(t0)-positive and a
B(t0)-negative subspace; similarly, we can write N = N+ ⊕ N− where N+ is a
B′(t0)-positive and N− is a B′(t0)-negative subspace. Obviously:

n+(B(t0)) = dim(V+), n−(B(t0)) = dim(V−),

n+

(
B′(t0)|N×N

)
= dim(N+), n−

(
B′(t0)|N×N

)
= dim(N−);

applying Lemma 4.2.4 to the restriction of B to V+ ⊕N+ and to the restriction of
−B to V− ⊕ N− we conclude that there exists ε > 0 such that B(t) is positive
definite in V+ ⊕ N+ and negative definite in V− ⊕ N− for t ∈ ]t0, t0 + ε [;the
conclusion now follows from Corollary 1.5.7 and from Proposition 1.5.9. �
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4.2.5. COROLLARY. If t 7→ B(t) ∈ Bsym(V ) is a curve of class C1 defined in
a neighborhood of the instant t0 ∈ R and if B′(t0)|N×N is nondegenerate, where
N = Ker

(
B(t0)

)
, then for ε > 0 sufficiently small we have:

n+(B(t0 + ε)) − n+(B(t0 − ε)) = sgn
(
B′(t0)|N×N

)
.

PROOF. It follows from Theorem 4.2.3 that for ε > 0 sufficiently small we
have:

(4.2.9) n+(B(t0 + ε)) = n+(B(t0)) + n+

(
B′(t0)|N×N

)
;

applying Theorem 4.2.3 to the curve t 7→ B(−t) we obtain:

(4.2.10) n+(B(t0 − ε)) = n+(B(t0)) + n−
(
B′(t0)|N×N

)
.

The conclusion follows by taking the difference of (4.2.9) and (4.2.10). �

We will need a uniform version of Theorem 4.2.3 for technical reasons:

4.2.6. PROPOSITION. Let X be a topological space and let be given a contin-
uous map

X × [t0, t1[ 3 (λ, t) 7−→ Bλ(t) = B(λ, t) ∈ Bsym(V )

differentiable in t, such that ∂B∂t is also continuous in X × [t0, t1[.
Write Nλ = Ker

(
Bλ(t0)

)
; assume that dim(Nλ) does not depend on λ ∈

X and that B′
λ0

(t0) = ∂B
∂t (λ0, t0) is nondegenerate in Nλ0 for some λ0 ∈ X .

Then, there exists ε > 0 and a neighborhood U of λ0 in X such that B′
λ(t0) is

nondegenerate on Nλ and such that Bλ(t) is nondegenerate on V for every λ ∈ U
and for every t ∈ ]t0, t0 + ε[.

PROOF. We will show first that the general case can be reduced to the case
that Nλ does not depend on λ ∈ X . To this aim, let k = dim(Nλ), that by
hypothesis does not depend on λ. Since the kernel of a bilinear form coincides
with the kernel of its associated linear map, it follows from Proposition 2.4.10 that
the map λ 7→ Nλ ∈ Gk(V ) is continuous in X ; now, using Proposition 2.4.6 we
find a continuous map A : U → GL(V ) defined in a neighborhood U of λ0 in X
such that for all λ ∈ U, the isomorphism A(λ) takes Nλ0 onto Nλ. Define:

Bλ(t) = A(λ)#
(
Bλ(t)

)
= Bλ(t)

(
A(λ)·, A(λ) ·

)
,

for all λ ∈ U and all t ∈ [t0, t1[. Then, Ker
(
Bλ(t0)

)
= Nλ0 for all λ ∈ U; more-

over, the map B defined in U × [t0, t1[ satisfies the hypotheses of the Proposition,
and the validity of the thesis for B will imply the validity of the thesis also for B.

The above argument shows that there is no loss of generality in assuming that:

Ker(Bλ(t0)) = N,

for all λ ∈ X . We split the remaining of the proof into two steps.

(1) Suppose that Bλ0(t0) is positive semi-definite and that B′
λ0

(t0) is positive
definite in N .

Let W be a subspace complementary to N in V ; then Bλ0(t0) is positive
definite in W . It follows that Bλ(t0) is positive definite in W and that B′

λ(t0)
is positive definite in N for all λ in a neighborhood U of λ0 in X . Observe
that, by hypothesis, Ker(Bλ(t0)) = N for all λ ∈ U. Then, for all λ ∈
U, Lemma 4.2.4 gives us the existence of a positive number ε(λ) such that



120 4. CURVES OF BILINEAR FORMS

Bλ(t) is positive definite for all t ∈ ]t0, t0 + ε(λ)[; we only need to look
more closely at the estimates done in the proof of Lemma 4.2.4 to see that it
is possible to choose ε > 0 independently of λ, when λ runs in a sufficiently
small neighborhood of λ0 in X .

The only estimate that is delicate appears in (4.2.5). Formula (4.2.4) de-
fines now a function rλ(t); for each λ ∈ U, we apply the mean value inequality
to the function t 7→ σ(t) = Bλ(t) − tB′

λ(t0) and we obtain:

‖σ(t) − σ(t0)‖ = ‖rλ(t)‖ ≤ (t− t0) sup
s∈[t0,t]

‖σ′(s)‖

= (t− t0) sup
s∈[t0,t]

‖B′
λ(s) −B′

λ(t0)‖.

With the above estimate it is now easy to get the desired conclusion.

(2) Let us prove the general case.
Keeping in mind that Ker(Bλ(t0)) = N does not depend on λ ∈ X ,

we repeat the proof of Theorem 4.2.3 replacing B(t0) by Bλ(t0), B′(t0) by
B′
λ0

(t0) and B(t) by Bλ(t); we use step (1) above instead of Lemma 4.2.4
and the proof is completed.

�

4.2.7. EXAMPLE. Theorem 4.2.3 and its Corollary 4.2.5 do not hold without
the hypothesis that B′(t0) be nondegenerate in N = Ker(B(t0)); counterexam-
ples are easy to produce by considering diagonal matrices B(t) ∈ Bsym(Rn). A
naive analysis of the case in which the bilinear forms B(t) are simultaneously
diagonalizable would suggest the conjecture that when B′(t0) is degenerate in
Ker(B(t0)) then it would be possible to determine the variation of the co-index
of B(t) when t passes through t0 by using higher order terms on the Taylor ex-
pansion of B(t)|N×N around t = t0. The following example show that this is not
possible.

Consider the curves B1, B2 : R → Bsym(R2) given by:

B1(t) =
(

1 t
t t3

)
, B2(t) =

(
1 t2

t2 t3

)
;

we have B1(0) = B2(0) and N = Ker
(
B1(0)

)
= Ker

(
B2(0)

)
= {0} ⊕ R.

Observe that B1(t)|N×N = B2(t)|N×N for all t ∈ R, so that the Taylor expansion
of B1 coincides with that of B2 in N ; on the other hand, for ε > 0 sufficiently
small, we have:

n+(B1(ε)) − n+(B1(−ε)) = 1 − 1 = 0,

n+(B2(ε)) − n+(B2(−ε)) = 2 − 1 = 1.

4.3. Partial signatures and another “evolution of the index” theorem

As in Section 4.2, our goal is to study the evolution of the numbers n+

(
B(t)

)
,

n−
(
B(t)

)
, where t 7→ B(t) is a differentiable one parameter family of symmetric

bilinear forms on a finite dimensional vector space.
Throughout the section, V will always denote an n-dimensional real vector

space andB : I → Bsym(V ) will denote a differentiable map defined in an interval
I .
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Recall that if f is a differentiable function defined in an interval I taking values
in some real finite dimensional vector space and if t0 ∈ I is a zero of f (i.e.,
f(t0) = 0) then the order of such zero is the smallest positive integer k such that
the k-th derivative f (k)(t0) is not zero; if all the derivatives of f at t0 vanish, we
say that t0 is a zero of infinite order. In some cases, it may be convenient to say
that t0 is a zero of order zero when f(t0) 6= 0.

4.3.1. DEFINITION. A root function for B at t0 ∈ I is a differentiable map
u : I → V such that u(t0) is in Ker

(
B(t0)

)
. The order (at t0) of a root function

u of B, denoted by ord(B, u, t0), is the (possibly infinite) order of the zero of the
map I 3 t 7→ B(t)

(
u(t)

)
∈ V ∗ at t = t0.

In some cases, it may be convenient to say that a differentiable map u : I → V
is a root function of order zero of B at t0 when u is actually not a root function
of B at t0. When B and t0 are given from the context, we write ord(u) instead of
ord(B, u, t0).

Given a nonnegative integer k, the set of all differentiable maps u : I → V
which are root functions of B at t0 or order greater than or equal to k is clearly a
subspace of the space of all V -valued differentiable maps on I; thus:

Wk(B, t0) =
{
u(t0) : u is a root function of B at t0 with ord(u) ≥ k

}
,

is a subspace of V . We call Wk(B, t0) the k-th degeneracy space of B at t0.
Again, when B and t0 are given from the context, we write Wk instead of

Wk(B, t0). Clearly:

Wk+1 ⊂Wk, k = 0, 1, 2, . . . , W0 = V, W1 = Ker
(
B(t0)

)
.

4.3.2. REMARK. If an interval J is a neighborhood of t0 in I then:

Wk(B, t0) = Wk(B|J , t0).

Namely, if u : J → V is a root function of B|J : J → Bsym(V ) with ord(u) ≥ k,
let ũ : I → V be any differentiable map that agrees with u in a neighborhood of
t0 in J ; then ũ is a root function of B with ord(ũ) = ord(u) and u(t0) = ũ(t0) ∈
Wk(B, t0).

4.3.3. LEMMA. Let k be a nonnegative integer. If u : I → V , v : I → V are
root functions of B at t0 with ord(u) ≥ k, ord(v) ≥ k then:

dk

dtk
B(t)

(
u(t), v(t0)

)∣∣∣
t=t0

=
dk

dtk
B(t)

(
u(t0), v(t)

)∣∣∣
t=t0

.

PROOF. Setting α(t) = B(t)
(
u(t)

)
∈ V ∗ and using the result of Exercise 4.2,

we get:

(4.3.1)
dk

dtk
B(t)

(
u(t), v(t)

)∣∣∣
t=t0

=
dk

dtk
B(t)

(
u(t), v(t0)

)∣∣∣
t=t0

;

similarly:

dk

dtk
B(t)

(
v(t), u(t)

)∣∣∣
t=t0

=
dk

dtk
B(t)

(
v(t), u(t0)

)∣∣∣
t=t0

.

The conclusion follows from the symmetry of B(t). �
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4.3.4. COROLLARY. Let k be a nonnegative integer and v0 ∈Wk. If u1 : I →
V , u2 : I → V are root functions of B at t0 with ord(u1) ≥ k, ord(u2) ≥ k and
u1(t0) = u2(t0) then:

dk

dtk
B(t)

(
u1(t), v0

)∣∣∣
t=t0

=
dk

dtk
B(t)

(
u2(t), v0

)∣∣∣
t=t0

.

PROOF. Since v0 ∈ Wk, there exists a root function v : I → V of B with
ord(v) ≥ k and v(t0) = v0. The conclusion follows by applying Lemma 4.3.3
with u = u1 and with u = u2. �

4.3.5. DEFINITION. Given a nonnegative integer k, the k-th degeneracy form
of B at t0 is the map Bk(t0) : Wk ×Wk → R defined by:

(4.3.2) Bk(t0)(u0, v0) =
dk

dtk
B(t)

(
u(t), v(t0)

)∣∣∣
t=t0

,

for all u0, v0 ∈ Wk, where u : I → V is any root function of B with ord(u) ≥ k
and u(t0) = u0.

Notice that Corollary 4.3.4 says that Bk(t0) is indeed well-defined, i.e., the
righthand side of (4.3.2) does not depend on the choice of u. It is immediate
that Bk(t0) is bilinear and it follows from Lemma 4.3.3 that Bk(t0) is symmetric.
When t0 is clear from the context, we write simply Bk instead of Bk(t0).

4.3.6. REMARK. In (4.3.2) one can take u to be a root function of a restriction
B|J , where J is a neighborhood of t0 in I; this can be seen by using an argument
analogous to the one appearing in Remark 4.3.2.

4.3.7. REMARK. By (4.3.1), we have:

Bk(u0, v0) =
dk

dtk
B(t)

(
u(t), v(t)

)∣∣∣
t=t0

,

where u, v are root functions for B having order greater than or equal to k and
u(t0) = u0, v(t0) = v0.

The signatures of the degeneracy forms Bk are collectively called the partial
signatures of the curve B at t0.

4.3.8. REMARK. If Bk denotes the k-th coefficient in the Taylor series of B at
t0 ∈ I , i.e., Bk = 1

k!B
(k)(t0), then it is possible to define the degeneracy spaces

Wk and the degeneracy forms Bk by purely algebraic methods using the sequence
of symmetric bilinear forms (Bk)k≥0. This is done using the theory of generalized
Jordan chains which is explained in Appendix B (see also Exercise B.3).

4.3.9. PROPOSITION. Let 〈·, ·〉 be an inner product in V and, for each t ∈ I ,
let T (t) : V → V denote the symmetric linear map such that 〈T (t)·, ·〉 = B(t).
Let t0 ∈ I be fixed and assume that there exists an interval J ⊂ I , which is a
neighborhood of t0 in I , and differentiable maps eα : J → V , α = 1, . . . , n, such
that

(
eα(t)

)n
α=1

is an orthonormal basis of V consisting of eigenvectors of T (t),
for all t ∈ J . For α = 1, . . . , n, t ∈ J , let Λα(t) denote the eigenvalue of T (t)
corresponding to the eigenvector eα(t), so that Λα : J → R is a differentiable
map. Then:
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(a) for each nonnegative integer k, the set:

(4.3.3)
{
eα(t0) : Λα has a zero at t0 of order greater than or equal to k

}
is a basis of the space Wk;

(b) for each nonnegative integer k, the matrix that representsBk with respect
to the basis (4.3.3) is diagonal and Bk

(
eα(t0), eα(t0)

)
= Λ(k)

α (t0), for
eα(t0) in (4.3.3).

Moreover, if every nonconstant Λα has a zero of finite order (possibly zero) at
t = t0, then:

(c) if t0 is an interior point of I and ε > 0 is sufficiently small then:

n+

(
B(t0 + ε)

)
− n+

(
B(t0)

)
=

∑
k≥1

n+(Bk),

n+

(
B(t0)

)
− n+

(
B(t0 − ε)

)
= −

∑
k≥1

(
n−(B2k−1) + n+(B2k)

)
,

n+

(
B(t0 + ε)

)
− n+

(
B(t0 − ε)

)
=

∑
k≥1

sgn(B2k−1).

PROOF. First we show that the set (4.3.3) is contained in Wk. If Λα has a
zero at t0 of order greater than or equal to k then eα is a root function of B|J
with ord(eα) ≥ k (see Remark 4.3.2). Namely1, T (t)

(
eα(t)

)
= Λα(t)eα(t), for

all t ∈ J ; it follows from the result of Exercise 4.4 that Λα and the map t 7→
Λα(t)eα(t) have the same order of zero at t0 by considering the injective linear
map P (t) : R → V given by multiplication by eα(t). Now let u : I → V be a
root function of B at t0 with ord(u) ≥ k and let us show that u(t0) is in the space
spanned by (4.3.3). Write:

u(t) =
n∑

α=1

aα(t)eα(t),

for all t ∈ J , so that:

T (t)
(
u(t)

)
=

n∑
α=1

aα(t)Λα(t)eα(t).

The order of zero of t 7→ T (t)
(
u(t)

)
at t0 is equal to the order of zero of t 7→(

aα(t)Λα(t)
)n
α=1

∈ Rn at t0; namely, this follows from the result of Exercise 4.4
by letting P (t) : V → Rn be the isomorphism that associates to each vector its
coordinates in the basis

(
eα(t)

)n
α=1

. Since ord(u) ≥ k, the map t 7→ aα(t)Λα(t) ∈
R has a zero at t0 of order greater than or equal to k, for all α = 1, . . . , n. If α
is such that the order of zero of Λα at t0 is less than k, this easily implies that
aα(t0) = 0. Thus u(t0) is in the span of (4.3.3). This concludes the proof of part
(a). To prove part (b), let α, β ∈ {1, . . . , n} be such that Λα and Λβ have zeros
of order greater than or equal to k at t0; then eα is a root function of B|J (see

1Clearly, if u : I → V is a differentiable map, then ord(B, u, t0) is equal to the order of zero
of the map t 7→ T (t)

(
u(t)

)
at t0.
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Remark 4.3.6) with ord(eα) ≥ k and therefore:

Bk
(
eα(t0), eβ(t0)

)
=

dk

dtk
B(t)

(
eα(t), eβ(t0)

)∣∣∣
t=t0

=
dk

dtk
〈
T (t)

(
eα(t)

)
, eβ(t0)

〉∣∣∣
t=t0

=
dk

dtk
Λα(t)〈eα(t), eβ(t0)〉

∣∣∣
t=t0

= Λ(k)
α (t0)〈eα(t0), eβ(t0)〉,

where the last equality depends on the fact that Λα has a zero of order at least k at
t0. This proves part (b). Part (c) follows easily from the observations below:

• n+

(
B(t)

)
is equal to the number of indexes α such that Λα(t) > 0;

• if Λα(t0) 6= 0 then Λα(t) has the same sign as Λα(t0) for t near t0;
• if Λα has a zero of order k ≥ 1 at t0 then Λα(t) has the same sign as

Λ(k)(t0), for t > t0 near t0;
• if Λα has a zero of order k ≥ 1 at t0 then Λα(t) has the same sign as

(−1)kΛ(k)(t0), for t < t0 near t0;
• n+(Bk) (resp., n−(Bk)) is equal to the number of indexes α such that Λα

has a zero of order at least k at t0 and Λ(k)
α (t0) is positive (resp., negative).

Notice that the last observation above follows from parts (a) and (b). �

The hypotheses of Proposition 4.3.9 are in general hard to check. Fortunately,
there is one special case when they always hold:

4.3.10. COROLLARY. If the map B : I → Bsym(V ) is real analytic then
statements (a), (b) and (c) in Proposition 4.3.9 hold.

PROOF. This follows at once from Proposition 4.3.9 and from the so called
Kato selection theorem that gives the existence of a real analytic one parameter
family of orthonormal bases of eigenvectors for a real analytic one parameter fam-
ily of symmetric linear maps. The hypothesis that the nonconstant maps Λα have
a zero of finite order at t0 follows from the observation that each Λα is real ana-
lytic. �

Kato selection theorem is not easy. In Appendix A (see Theorem A.1) we
give a detailed proof which involves theory of (vector space valued, one variable)
holomorphic functions and of covering maps.

4.3.11. REMARK. It follows from Corollary 4.3.10 that, for all k ≥ 0, the
kernel of the symmetric bilinear form Bk : Wk × Wk → R is equal to Wk+1.
Namely, if B is real analytic then (a) and (b) in the thesis of Proposition 4.3.9
hold and the equality Ker(Bk) = Wk+1 is immediate. In the general case, we
can replace B by its Taylor polynomial B̃(t) =

∑k
i=0

1
i!B

(i)(t0)(t − t0)i of order
k centered at t0, which is obviously real analytic (see Exercise 4.5). The proof
of the equality Ker(Bk) = Wk+1 can also be done directly by purely algebraic
considerations (see Appendix B).

4.3.12. DEFINITION. The ground degeneracy of the curve B is defined by:

gdg(B) = min
t∈I

dgn
(
B(t)

)
.

An instant t ∈ I with dgn
(
B(t)

)
> gdg(B) will be called exceptional.

Definition 4.3.12 is interesting only in the case in which B is real analytic.
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4.3.13. LEMMA. If B is real analytic then, for all t0 ∈ I:

gdg(B) = min
k≥0

dim
(
Wk(B, t0)

)
.

PROOF. Let J , Λα, eα be as in the statement of Proposition 4.3.9. Clearly
gdg(B|J) is the number of indexes α such that Λα is identically zero and, by (a)
of Proposition 4.3.9, this coincides with mink≥0 dim

(
Wk(B, t0)

)
. To conclusion

follows from the equality gdg(B) = gdg(B|J) (see Exercise 4.6). �

4.3.14. PROPOSITION. If B : I → Bsym(V ) is real analytic then the excep-
tional instants of B are isolated. Moreover, t0 ∈ I is not exceptional if and only if
Bk(t0) = 0, for all k ≥ 1.

PROOF. Let Λα be as in the statement of Proposition 4.3.9 (by the result of
Exercise 4.6 we can consider a restriction of B so that the maps Λα are globally
defined). Then gdg(B) is equal to the number of indexes α such that Λα is iden-
tically zero; thus, an instant t0 is exceptional if and only if there exists a non zero
Λα with Λα(t0) = 0. Since the maps Λα are real analytic, it follows that the ex-
ceptional instants are isolated. The second part of the statement of the proposition
follows directly from item (b) in Proposition 4.3.9. �

4.3.15. PROPOSITION. If B is real analytic then, for all a, b ∈ I with a < b:

(4.3.4)

1
2 sgn

(
B(b)

)
− 1

2 sgn
(
B(a)

)
= 1

2

∑
k≥1

sgn
(
Bk(a)

)
+

∑
t∈]a,b[

∑
k≥1

sgn
(
B2k−1(t)

)
+ 1

2

∑
k≥1

[
sgn

(
B2k−1(b)

)
− sgn

(
B2k(b)

)]
.

Notice that, by Proposition 4.3.14, the second sum on the righthand side of
(4.3.4) has only a finite number of nonzero terms.

To prove Proposition 4.3.15 we need the following:

4.3.16. LEMMA. If B is real analytic then, for all t0 ∈ I:

dgn
(
B(t0)

)
= gdg(B) +

∑
k≥1

(
n+(Bk) + n−(Bk)

)
.

PROOF. The sum n+(Bk) + n−(Bk) is equal to the codimension of Ker(Bk)
in Wk, i.e., dim(Wk) − dim(Wk+1) (see Remark 4.3.11). Thus:∑

k≥1

(
n+(Bk) + n−(Bk)

)
= dim(W1) − min

k≥1
dim(Wk).

The conclusion follows from Lemma 4.3.13 and from the fact that Ker
(
B(t0)

)
=

W1. �

PROOF OF PROPOSITION 4.3.15. We have:

sgn
(
B(t)

)
= n+

(
B(t)

)
− n−

(
B(t)

)
= 2n+

(
B(t)

)
− dim(V ) + dgn

(
B(t)

)
,

and therefore:
1
2 sgn

(
B(b)

)
− 1

2 sgn
(
B(a)

)
= n+

(
B(b)

)
− n+

(
B(a)

)
+ 1

2

[
dgn

(
B(b)

)
− dgn

(
B(a)

)]
.
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It follows easily from (c) of Proposition 4.3.9 that:

n+

(
B(b)

)
− n+

(
B(a)

)
=

∑
k≥1

n+

(
Bk(a)

)
+

∑
t∈]a,b[

∑
k≥1

sgn
(
B2k−1(t)

)
−

∑
k≥1

[
n−

(
B2k−1(b)

)
+ n+

(
B2k(b)

)]
.

By Lemma 4.3.16 we have:

dgn
(
B(b)

)
− dgn

(
B(a)

)
=

∑
k≥1

[
n+

(
Bk(b)

)
+ n−

(
Bk(b)

)]
−

∑
k≥1

[
n+

(
Bk(a)

)
+ n−

(
Bk(a)

)]
.

The conclusion follows by elementary arithmetical considerations. �

We now prove some invariance results for the degeneracy spaces and degener-
acy forms.

4.3.17. LEMMA. Let T : I → Lin(Ṽ , V ) be a differentiable curve such that
T (t) : Ṽ → V is a linear isomorphism, for all t ∈ I; let B̃ : I → Bsym(Ṽ ) be
defined by B̃(t) = T (t)#

(
B(t)

)
, for all t ∈ I . If W̃k denotes the k-th degeneracy

space of B̃ at t0 ∈ I and B̃k denotes the k-th degeneracy form of B̃ at t0 then:

T (t0)(W̃k) = Wk, B̃k = T (t0)#(Bk).

PROOF. Let ũ : I → Ṽ be a differentiable map and set u(t) = T (t)
(
ũ(t)

)
,

for all t ∈ I . We claim that ũ is a root function of B̃ of order k if and only if u is a
root function of B of order k; namely:

B̃(t)
(
ũ(t)

)
=

(
T (t)∗ ◦B(t) ◦ T (t)

)(
ũ(t)

)
= T (t)∗

[
B(t)

(
u(t)

)]
,

for all t ∈ I . By the result of Exercise 4.4 and equalities above, the maps t 7→
B(t)

(
u(t)

)
and t 7→ B̃(t)

(
ũ(t)

)
have the same order of zero at t0. This proves

the claim. It follows immediately that T (t0)
(
W̃k) = Wk, for all k. To prove the

relation between Bk and B̃k, let ũ0, ṽ0 ∈ W̃k be given. Choose a root functions
ũ, ṽ for B̃ of order greater than or equal to k with ũ(t0) = ũ0, ṽ(t0) = v0 and set
u(t) = T (t)

(
ũ(t)

)
, v(t) = T (t)

(
ṽ(t)

)
, t ∈ I , u0 = T (t0)(ũ0), v0 = T (t0)(ṽ0).

Then u0, v0 ∈Wk, u, v are root functions for B of order greater than or equal to k
and u(t0) = u0, v(t0) = v0; therefore (see Remark 4.3.7):

Bk(u0, v0) =
dk

dtk
B(t)

(
u(t), v(t)

)∣∣∣
t=t0

=
dk

dtk
B̃(t)

(
ũ(t), ṽ(t)

)∣∣∣
t=t0

= B̃k(ũ0, ṽ0). �

4.3.18. LEMMA. Let T : I → GL(V ) be a differentiable curve and B̃ : I →
B(Ṽ ) ∼= Lin(V, V ∗) be defined by B̃(t) = B(t) ◦ T (t), for all t ∈ I . Assume that
B̃(t) is symmetric, for all t ∈ I . If W̃k denotes the k-th degeneracy space of B̃ at
t0 ∈ I and B̃k denotes the k-th degeneracy form of B̃ at t0 then:

W̃k = Wk = T (t0)(W̃k), B̃k = Bk ◦ T (t0)|Wk
.
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PROOF. From B̃(t) = B(t) ◦ T (t) it follows immediately that ũ : I → V is a
root function of order k for B̃ if and only if u : I 3 t 7→ T (t)

(
ũ(t)

)
∈ V is a root

function of order k for B; thus:

T (t0)(W̃k) = Wk.

Since B̃(t) is symmetric, we have also:

B̃(t) = T (t)∗ ◦B(t),

for all t ∈ I . We claim that a differentiable map u : I → V is a root function for
B of order k if and only if it is a root function of order k for B̃. Namely, by the
result of Exercise 4.4, the maps:

I 3 t 7−→ T (t)∗
[
B(t)

(
u(t)

)]
∈ V, I 3 t 7−→ B(t)

(
u(t)

)
∈ V,

have a zero of the same order at t0. Thus W̃k = Wk. Finally, let ũ0, v0 ∈ Wk be
given, choose a root function ũ : I → V for B̃ of order greater than or equal to k
and ũ(t0) = ũ0; then u(t) = T (t)

(
ũ(t)

)
is a root function for B of order greater

than or equal to k. Hence:

B̃k(ũ0, v0) =
dk

dtk
B̃(t)

(
ũ(t), v0

)∣∣∣
t=t0

=
dk

dtk
B(t)

(
u(t), v0

)∣∣∣
t=t0

= Bk
(
T (t0)(ũ0), v0). �

Exercises for Chapter 4

EXERCISE 4.1. Let V be a real finite dimensional vector space and let k, r ≥ 0
be fixed. Show that the set:{

B ∈ Bsym(V ) : n+(B) = k, dgn(B) = r
}

is arc-connected.

EXERCISE 4.2. Let V be a real finite dimensional vector space, α : I → V ∗,
v : I → V be differentiable maps, k be a positive integer and assume that α has a
zero of order greater than or equal to k at some point t0 ∈ I . Show that:

dk

dtk
α(t) · v(t)

∣∣∣
t=t0

= α(k)(t0) · v(t0) =
dk

dtk
α(t) · v(t0)

∣∣∣
t=t0

,

where α(k) denotes the k-th derivative of the map α.

EXERCISE 4.3. Let V be a real finite dimensional vector space, v : I → V
be a differentiable map and k be a nonnegative integer. Show that v has a zero or
order k at t0 ∈ I if and only if the limit:

lim
t→t0

v(t)
(t− t0)k

exists (in V ) and is nonzero.

EXERCISE 4.4. Let V , W be real finite dimensional vector spaces, P : I →
Lin(V,W ), v : I → V be differentiable maps and assume that P (t) is injective,
for all t ∈ I . Show that v and I 3 t 7→ P (t)

(
v(t)

)
∈ W have the same order of

zero at a point t0 ∈ I .
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EXERCISE 4.5. Let V be a real finite dimensional vector space, B : I →
Bsym(V ), B̃ : I → Bsym(V ) be differentiable maps having the same derivatives up
to order k at a point t0 ∈ I . Prove thatWi(B, t0) = Wi(B̃, t0) for i = 0, . . . , k+1
and Bi(t0) = B̃i(t0), for i = 0, . . . , k.

EXERCISE 4.6. Show that, if B : I → Bsym(V ) is real analytic then:

gdg(B) = gdg(B|J),
for every interval J ⊂ I .



CHAPTER 5

The Maslov Index

5.1. A definition of Maslov index using relative homology

In this section we will introduce the Maslov index (relative to a fixed La-
grangian subspace L0) of a curve in the Lagrangian Grassmannian of a symplectic
space (V, ω); this index is an integer number that corresponds to a sort of algebraic
count of the intersections of this curve with the subset Λ≥1(L0).

The definition of Maslov index will be given in terms of relative homology, and
we will therefore assume familiarity with the machinery introduced in Section 3.3.
We will use several properties of the Lagrangian Grassmannian Λ that were dis-
cussed in Section 2.5 (especially from Subsection 2.5.1). It will be needed to com-
pute the fundamental group of Λ, and to this aim we will use the homotopy long
exact sequence of a fibration, studied in Section 3.2. This computation follows the
same line of the examples that appear in Subsection 3.2.1; following the notations
of that subsection, we will omit for simplicity the specification of the basepoint of
the fundamental groups studied. As a matter of facts, all the fundamental groups
that will appear are abelian, so that the fundamental groups corresponding to dif-
ferent choices of basepoint can be canonically identified (see Corollary 3.1.12 and
Remarks 3.1.13 and 3.3.34). Finally, in order to relate the fundamental group of Λ
with its first singular homology group we will use the Hurewicz’s homomorphism,
presented in Subsection 3.3.1.

Throughout this section we will consider a fixed symplectic space (V, ω), with
dim(V ) = 2n; we will denote by Λ the Lagrangian Grassmannian of this sym-
plectic space. All the curves considered will be tacitly meant to be “continuous
curves”; moreover, we will often use the fact that any two Lagrangian subspaces
admit a common complementary Lagrangian subspace (see Remark 2.5.18).

We know that the Lagrangian Grassmannian Λ is diffeomorphic to the quotient
U(n)/O(n) (see Corollary 2.5.12). Consider the homomorphism:

d = det2 : U(n) −→ S1,

where S1 ⊂ C denotes the unit circle; if A ∈ O(n) then clearly det(A) = ±1,
hence O(n) ⊂ Ker(d). It follows that d induces, by passing to the quotient, a map:

(5.1.1) d̄ : U(n)/O(n) −→ S1,

given by d̄(A · O(n)) = det2(A). We have the following:

5.1.1. PROPOSITION. The fundamental group of the Lagrangian Grassman-
nian Λ ∼= U(n)/O(n) is infinite cyclic; more explicitly, the map (5.1.1) induces an
isomorphism:

d̄∗ : π1

(
U(n)/O(n)

) ∼=−−→ π1(S1) ∼= Z.

PROOF. It follows from Corollary 2.1.16 that d̄ is a fibration with typical fiber
Ker(d)/O(n). It is easy to see that the action of SU(n) on Ker(d)/O(n) by left

129
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translation is transitive, and that the isotropy group of the class 1 · O(n) of the
neutral element is SU(n) ∩ O(n) = SO(n); it follows from Corollary 2.1.9 that
we have a diffeomorphism

SU(n)/SO(n) ∼= Ker(d)/O(n)

induced by the inclusion of SU(n) in Ker(d). Since SU(n) is simply connected
and SO(n) is connected, it follows easily from the homotopy long exact sequence
of the fibration SU(n) → SU(n)/SO(n) that SU(n)/SO(n) is simply connected.
Then, Ker(d)/O(n) is also simply connected, and the homotopy exact sequence
of the fibration d̄ becomes:

0 −→ π1

(
U(n)/O(n)

) d̄∗−−−→
∼=

π1(S1) −→ 0

This concludes the proof. �

5.1.2. COROLLARY. The first singular homology group H1(Λ) of Λ is infinite
cyclic.

PROOF. Since Λ is arc-connected and π1(Λ) is abelian, it follows from Theo-
rem 3.3.33 that the Hurewicz’s homomorphism is an isomorphism:

�(5.1.2) Θ: π1(Λ)
∼=−−→ H1(Λ)

5.1.3. COROLLARY. For a fixed Lagrangian L0 ∈ Λ, the inclusion

q : (Λ, ∅) −→ (Λ,Λ0(L0))

induces an isomorphism:

(5.1.3) q∗ : H1(Λ)
∼=−−→ H1(Λ,Λ0(L0));

in particular, H1(Λ,Λ0(L0)) is infinite cyclic.

PROOF. It follows from Remark 2.5.3 and from Example 3.3.19. �

Let ` : [a, b] → Λ be a curve with endpoints in Λ0(L0), i.e., `(a), `(b) ∈
Λ0(L0); then, ` defines a relative homology class in H1(Λ,Λ0(L0)) (see Re-
marks 3.3.30 and 3.3.26). Our goal is now to show that the transverse orientation
of Λ1(L0) given in Definition 2.5.19 induces a canonical choice of a generator of
the infinite cyclic group H1(Λ,Λ0(L0)). Once this choice is made, we will be able
to associate an integer number to each curve in Λ with endpoints in Λ0(L0).

5.1.4. EXAMPLE. If we analyze the steps that lead us to the conclusion that
H1(Λ,Λ0(L0)) is isomorphic to Z we can compute explicitly a generator for this
group. In first place, the curve

[π2 ,
3π
2 ] 3 t 7−→ A(t) =


eit

i 0
0 . . .

i

 ∈ U(n)

projects onto a closed curve A(t) = A(t) · O(n) in U(n)/O(n); moreover,

(5.1.4) [π2 ,
3π
2 ] 3 t 7−→ det2

(
A(t)

)
= (−1)n−1e2it

is a generator of the fundamental group of the unit circle S1. It follows from Propo-
sition 5.1.1 that A defines a generator of the fundamental group of U(n)/O(n).
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Denoting by Λ(R2n) the Lagrangian Grassmannian of the symplectic space R2n

endowed with the canonical symplectic form, it follows from Proposition 2.5.11
that a diffeomorphism U(n)/O(n) ∼= Λ(R2n) is given explicitly by:

U(n)/O(n) 3 A · O(n) 7−→ A
(
Rn ⊕ {0}n

)
∈ Λ(R2n).

The Lagrangian A(t)
(
Rn ⊕ {0}n

)
is generated by the vectors1

{e1 cos(t) + en+1 sin(t), en+2, . . . , e2n},
where (ej)2nj=1 denotes the canonical basis of R2n.

The choice of a symplectic basis (bj)2nj=1 of V induces a diffeomorphism of Λ
onto Λ(R2n) in an obvious way. Consider the Lagrangian `(t) given by:

(5.1.5) `(t) = R
(
b1 cos(t) + bn+1 sin(t)

)
+

2n∑
j=n+2

Rbj ;

then, the curve

(5.1.6) [π2 ,
3π
2 ] 3 t 7−→ `(t) ∈ Λ

is a generator of π1(Λ). By the definition of the Hurewicz’s homomorphism (see
(3.3.25)) we have that the same curve (5.1.6) defines a generator of H1(Λ); since
the isomorphism (5.1.3) is induced by inclusion, we have that the curve (5.1.6) is
also a generator of H1(Λ,Λ0(L0)).

5.1.5. LEMMA. Let A ∈ Sp(V, ω) be a symplectomorphism of (V, ω) and
consider the diffeomorphism (also denoted by A) of Λ induced by the action of A;
then the induced homomorphism in homology:

A∗ : Hp(Λ) −→ Hp(Λ)

is the identity map for all p ∈ Z.

PROOF. Since Sp(V, ω) is arc-connected, there exists a curve

[0, 1] 3 s 7−→ A(s) ∈ Sp(V, ω)

such that A(0) = A and A(1) = Id. Define

[0, 1] × Λ 3 (s, L) 7−→ Hs(L) = A(s) · L ∈ Λ;

thenH : A ∼= Id is a homotopy. The conclusion follows from Corollary 3.3.24. �

5.1.6. COROLLARY. Let L0 ∈ Λ be a Lagrangian subspace of (V, ω) and let
A ∈ Sp(V, ω, L0) (recall (2.5.15)); then the homomorphism

A∗ : H1(Λ,Λ0(L0)) −→ H1(Λ,Λ0(L0))

is the identity map.

PROOF. It follows from Lemma 5.1.5 and from the following commutative
diagram:

H1(Λ)
A∗=Id //

q∗ ∼=
��

H1(Λ)

q∗∼=
��

H1(Λ,Λ0(L0)) A∗
// H1(Λ,Λ0(L0))

1The complex matrix A(t) must be seen as a linear endomorphism of R2n; therefore, we need
the identification of n× n complex matrices with 2n× 2n real matrices (see Remark 1.2.9).



132 5. THE MASLOV INDEX

where q∗ is given in (5.1.3). �

5.1.7. EXAMPLE. Consider a Lagrangian decomposition (L0, L1) of V and let
L be an element in the domain of the chart ϕL0,L1 , i.e., L ∈ Λ0(L1). It follows
directly from the definition of ϕL0,L1 (see (2.5.3)) that the kernel of the symmetric
bilinear form ϕL0,L1(L) ∈ Bsym(L0) is L0 ∩ L, that is:

(5.1.7) Ker
(
ϕL0,L1(L)

)
= L0 ∩ L.

Then, we obtain that for each k = 0, . . . , n the Lagrangian L belongs to Λk(L0) if
and only if the kernel of ϕL0,L1(L) has dimension k, that is:

ϕL0,L1

(
Λ0(L1) ∩ Λk(L0)

)
= {B ∈ Bsym(L0) : dgn(B) = k}.

In particular, we have L ∈ Λ0(L0) if and only if ϕL0,L1(L) is nondegenerate.

5.1.8. EXAMPLE. Let t 7→ `(t) be a curve in Λ differentiable at t = t0 and let
(L0, L1) be a Lagrangian decomposition of V with `(t0) ∈ Λ0(L1). Then, for t
in a neighborhood of t0 we also have `(t) ∈ Λ0(L1) and we can therefore define
β(t) = ϕL0,L1(`(t)) ∈ Bsym(L0). Let us determine the relation between β′(t0)
and `′(t0); by Lemma 2.5.7 we have:

β′(t0) = dϕL0,L1(`(t0)) · `′(t0) =
(
ηL1

`(t0),L0

)
∗ · `

′(t0).

Since ηL1

`(t0),L0
fixes the points of L0 ∩ `(t0), we obtain in particular that the sym-

metric bilinear forms β′(t0) ∈ Bsym(L0) and `′(t0) ∈ Bsym(`(t0)) coincide on
L0 ∩ `(t0).

5.1.9. LEMMA. Let L0 ∈ Λ be a fixed Lagrangian; assume given two curves

`1, `2 : [a, b] −→ Λ

with endpoints in Λ0(L0). Suppose that there exists a Lagrangian subspaceL1 ∈ Λ
complementary to L0 such that Λ0(L1) contains the images of both curves `1, `2;
if we have

(5.1.8) n+

(
ϕL0,L1(`1(t))

)
= n+

(
ϕL0,L1(`2(t))

)
,

for t = a and t = b, then the curves `1, `2 are homologous in H1(Λ,Λ0(L0)).

PROOF. It follows from (5.1.8) and from the result of Exercise 4.1 that one can
find curves:

σ1, σ2 : [0, 1] −→ Bsym(L0)
such that σ1(t) and σ2(t) are nondegenerate for all t ∈ [0, 1] and also:

σ1(0) = ϕL0,L1(`1(a)), σ1(1) = ϕL0,L1(`2(a)),

σ2(0) = ϕL0,L1(`1(b)), σ2(1) = ϕL0,L1(`2(b)).

Define mi = ϕ−1
L0,L1

◦ σi, i = 1, 2; it follows from Example 5.1.7 that m1 and
m2 have image in the set Λ0(L0) and therefore they are homologous to zero in
H1(Λ,Λ0(L0)). Consider the concatenation ` = m−1

1 · `1 · m2; it follows from
Lemma 3.3.27 that `1 and ` are homologous in H1(Λ,Λ0(L0)). We have that `
and `2 are curves in Λ0(L1) with the same endpoints, and since Λ0(L1) is homeo-
morphic to the vector space Bsym(L0) it follows that ` and `2 are homotopic with
fixed endpoints. By Corollary 3.3.29 we have that ` and `2 are homologous, which
concludes the proof. �
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5.1.10. DEFINITION. Let ` : [a, b] → Λ be a curve of class C1. We say that
` intercepts transversally the set Λ≥1(L0) at the instant t = t0 if `(t0) ∈ Λ1(L0)
and `′(t0) 6∈ T`(t0)Λ1(L0); we say that such transverse intersection is positive
(resp., negative) if the class of `′(t0) in the quotient T`(t0)Λ/T`(t0)Λ1(L0) defines
a positively oriented (resp., a negatively oriented) basis (recall Definition 2.5.19).

From Theorem 2.5.16 it follows that ` intercepts Λ≥1(L0) transversally at the
instant t = t0 if and only if `(t0) ∈ Λ1(L0) and the symmetric bilinear form
`′(t0) is non zero in the space L0 ∩ `(t0); such intersection will be positive (resp.,
negative) if `′(t0) is positive definite (resp., negative definite) in L0 ∩ `(t0).

5.1.11. LEMMA. Let L0 ∈ Λ be a Lagrangian subspace and let

`1, `2 : [a, b] −→ Λ

be curves of class C1 with endpoints in Λ0(L0) that intercept Λ≥1(L0) only once;
suppose that such intersection is transverse and positive. Then, we have that `1
and `2 are homologous in H1(Λ,Λ0(L0)), and either one of these curves defines a
generator of H1(Λ,Λ0(L0)) ∼= Z.

PROOF. Thanks to Lemma 3.3.25, we can assume that `1, `2 intercept Λ1(L0)
at the same instant t0 ∈ ]a, b[. By Proposition 1.4.41 there exists a symplecto-
morphism A ∈ Sp(V, ω, L0) such that A(`1(t0)) = `2(t0). It follows from Corol-
lary 5.1.6 thatA◦`1 and `1 are homologous inH1(Λ,Λ0(L0)); note that alsoA◦`1
intercepts Λ≥1(L0) only at the instant t0 and that such intersection is transverse and
positive (see Proposition 2.5.20).

The above argument shows that there is no loss of generality in assuming
`1(t0) = `2(t0). By Lemma 3.3.27, it is enough to show that the restriction
`1|[t0−ε,t0+ε] is homologous to `2|[t0−ε,t0+ε] for some ε > 0. Let L1 ∈ Λ be a
common complementary Lagrangian to `1(t0) and L0; for t in a neighborhood of
t0 we can write βi(t) = ϕL0,L1 ◦ `i(t), i = 1, 2. By Example 5.1.8 we have that
β′i(t0) and `′i(t0) coincide in L0 ∩ `i(t0) = Ker

(
βi(t0)

)
(see (5.1.7)); since by

hypothesis `′i(t0) is positive definite in the unidimensional space L0 ∩ `i(t0), it
follows from Theorem 4.2.3 (see also (4.2.10)) that for ε > 0 sufficiently small we
have

(5.1.9) n+

(
βi(t0 + ε)

)
= n+

(
βi(t0)

)
+ 1, n+

(
βi(t0 − ε)

)
= n+

(
βi(t0)

)
.

Since β1(t0) = β2(t0), it follows from (5.1.9) that

n+

(
β1(t0 + ε)

)
= n+

(
β2(t0 + ε)

)
, n+

(
β1(t0 − ε)

)
= n+

(
β2(t0 − ε)

)
,

for ε > 0 sufficiently small. Now, it follows from Lemma 5.1.9 that the curve
`1|[t0−ε,t0+ε] is homologous to the curve `2|[t0−ε,t0+ε] in H1(Λ,Λ0(L0)). This
concludes the proof of the first statement of the thesis.

To prove the second statement it suffices to exhibit a curve ` that has a unique
intersection with Λ≥1(L0), being such intersection transverse and positive, so that
` defines a generator of H1(Λ,Λ0(L0)). Let (bj)2nj=1 be a symplectic basis of V
such that (bj)nj=1 is a basis of L0 (see Lemma 1.4.35); consider the generator ` of
H1(Λ,Λ0(L0)) described in (5.1.5) and (5.1.6). It is easy to see that ` intercepts
Λ≥1(L0) only at the instant t = π and L0 ∩ `(π) is the unidimensional space
generated by b1; moreover, an easy calculation shows that:

(5.1.10) `′(π)(b1, b1) = ω(bn+1, b1) = −1;
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it follows that `−1 has a unique intersection with Λ≥1(L0) and that this intersection
is transverse and positive. By Lemma 3.3.27, the curve `−1 is also a generator of
H1(Λ,Λ0(L0)), which concludes the proof. �

5.1.12. DEFINITION. Let L0 ∈ Λ be a fixed Lagrangian and let ` : [a, b] → Λ
be a curve of class C1 with endpoints in Λ0(L0) that intercept Λ≥1(L0) only once;
suppose that such intersection is transverse and positive. We call (the homology
class of) ` a positive generator of H1

(
Λ,Λ0(L0)

)
(see Lemma 5.1.11). We define

an isomorphism

(5.1.11) µL0 : H1(Λ,Λ0(L0))
∼=−−→ Z

by requiring that any positive generator of H1

(
Λ,Λ0(L0)

)
is taken to 1 ∈ Z.

Suppose now that ` : [a, b] → Λ is an arbitrary curve with endpoints in
Λ0(L0), then we denote by µL0(`) ∈ Z the integer number that corresponds to
the homology class of ` by the isomorphism (5.1.11); the number µL0(`) is called
the Maslov index of the curve ` relative to the Lagrangian L0.

In the following Lemma we list some of the properties of the Maslov index:

5.1.13. LEMMA. Let ` : [a, b] → Λ be a curve with endpoints in Λ0(L0); then
we have:

(1) if σ : [a′, b′] → [a, b] is a continuous map with σ(a′) = a, σ(b′) = b then
µL0(` ◦ σ) = µL0(`);

(2) if m : [a′, b′] → Λ is a curve with endpoints in Λ0(L0) such that `(b) =
m(a′), then µL0(` ·m) = µL0(`) + µL0(m);

(3) µL0

(
`−1

)
= −µL0(`);

(4) if Im(`) ⊂ Λ0(L0) then µL0(`) = 0;
(5) if m : [a, b] → Λ is homotopic to ` with free endpoints in Λ0(L0) (see

Definition 3.1.31) then µL0(`) = µL0(m);
(6) there exists a neighborhood U of ` inC0([a, b],Λ) endowed with the com-

pact-open topology such that, if m ∈ U has endpoints in Λ0(L0), then
µL0(`) = µL0(m);

(7) if A : (V, ω) → (V ′, ω′) is a symplectomorphism, L0 ∈ Λ(V, ω) and
L′

0 = A(L0) then µL0(`) = µL′
0
(A ◦ `), where we identify A with a map

from Λ(V, ω) to Λ(V ′, ω′).

PROOF. Property (1) follows from Lemma 3.3.25; Properties (2) and (3) fol-
low from Lemma 3.3.27. Property (4) follows immediately from the definition of
the group H1(Λ,Λ0(L0)) (see (3.3.7)). Property (5) follows from Remark 3.3.30
and Property (6) follows from Theorem 3.1.33 and from Property (5). Property (7)
follows from the fact thatA∗ takes a positive generator ofH1

(
Λ(V, ω),Λ0(L0)

)
to

a positive generator of H1

(
Λ(V ′, ω′),Λ0(L′

0)
)

(see Remark 2.5.21). �

5.1.14. EXAMPLE. The Maslov index µL0(`) can be seen as the intersec-
tion number of the curve ` with the subset Λ≥1(L0) ⊂ Λ; indeed, it follows
from Lemma 5.1.13 (more specifically, from Properties (2), (3) and (4)) that if
` : [a, b] → Λ is a curve of class C1 with endpoints in Λ0(L0) that has only trans-
verse intersections with Λ≥1(L0) then the Maslov index µL0(`) is the number of
positive intersections of ` with Λ≥1(L0) minus the number of negative intersec-
tions of ` with Λ≥1(L0). As a matter of facts, these numbers are finite (see Exam-
ple 5.1.17 below). In Corollary 5.1.18 we will give a generalization of this result.
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We will now establish an explicit formula for the Maslov index µL0 in terms
of a chart ϕL0,L1 of Λ:

5.1.15. THEOREM. Let L0 ∈ Λ be a Lagrangian subspace and let ` : [a, b] →
Λ be a given curve with endpoints in Λ0(L0). If there exists a Lagrangian L1 ∈ Λ
complementary to L0 such that the image of ` is contained in Λ0(L1), then the
Maslov index µL0(`) of ` is given by:

µL0(`) = n+

(
ϕL0,L1(`(b))

)
− n+

(
ϕL0,L1(`(a))

)
.

PROOF. By Lemma 5.1.9, it suffices to determine for each i, j = 0, 1, . . . , n a
curve βi,j : [0, 1] → Bsym(L0) such that:

n+

(
βi,j(0)

)
= i, dgn

(
βi,j(0)

)
= 0,(5.1.12)

n+

(
βi,j(1)

)
= j, dgn

(
βi,j(1)

)
= 0(5.1.13)

and such that the curve `i,j = ϕ−1
L0,L1

◦ βi,j satisfies µL0(`i,j) = j − i. If i = j,
we simply take βi,i to be any constant curve such that βi,i(0) is nondegenerate and
such that n+

(
βi,i(0)

)
= i.

Property (3) in the statement of Lemma 5.1.13 implies that there is no loss of
generality in assuming i < j. Let us start with the case j = i+1; choose any basis
of L0 and define βi,i+1(t) as the bilinear form whose matrix representation in this
basis is given by:

βi,i+1(t) ∼ diag(1, 1, . . . , 1︸ ︷︷ ︸
i times

, t− 1
2 ,−1,−1, . . . ,−1︸ ︷︷ ︸

n−i−1 times

), t ∈ [0, 1],

where diag(α1, . . . , αn) denotes the diagonal matrix with entries α1, . . . , αn.
Then, we have:

n+

(
βi,i+1(0)

)
= i, dgn

(
βi,i+1(0)

)
= 0,

n+

(
βi,i+1(1)

)
= i+ 1, dgn

(
βi,i+1(1)

)
= 0;

moreover βi,i+1(t) is degenerate only at t = 1
2 and the derivative β′i,i+1(

1
2) is

positive definite in the unidimensional space Ker
(
βi,i+1(1

2)
)
. It follows from Ex-

amples 5.1.7 and 5.1.8 that `i,i+1 intercepts Λ≥1(L0) only at t = 1
2 , and that such

intersection is transverse and positive. By definition of Maslov index, we have:

µL0(`i,i+1) = 1;

and this completes the construction of the curve βi,j in the case j = i+ 1.
Let us look now at the case j > i + 1. For each i = 0, . . . , n, let Bi ∈

Bsym(L0) be a nondegenerate symmetric bilinear form with n+(Bi) = i; choose
any curve β̃i,i+1 : [0, 1] → Bsym(L0) with β̃i,i+1(0) = Bi and β̃i,i+1(1) = Bi+1

for i = 0, . . . , n − 1. It follows from Lemma 5.1.9 and from the first part of the
proof that ˜̀

i,i+1 = ϕ−1
L0,L1

◦ β̃i,i+1 satisfies µL0

(˜̀
i,i+1

)
= 1; for j > i+ 1 define:

βi,j = β̃i,i+1 · β̃i+1,i+2 · · · · · β̃j−1,j .

Then, the curve βi,j satisfies (5.1.12), (5.1.13) and from Property (2) in the state-
ment of Lemma 5.1.13 it follows that µL0(`i,j) = j − i.

This concludes the proof. �



136 5. THE MASLOV INDEX

In Exercise 5.7 we ask the reader to prove that the property in the statement
of Theorem 5.1.15, additivity by concatenations and homotopy invariance (i.e., (2)
and (5) in the statement of Lemma 5.1.13) characterize the Maslov index.

5.1.16. DEFINITION. Given a curve t 7→ `(t) ∈ Λ of class C1 we say that
` has a nondegenerate intersection with Λ≥1(L0) at the instant t = t0 if `(t0) ∈
Λ≥1(L0) and `′(t0) is nondegenerate in L0 ∩ `(t0).

5.1.17. EXAMPLE. If a curve ` in Λ has a nondegenerate intersection with
Λ≥1(L0) at the instant t = t0, then this intersection is isolated, i.e., `(t) ∈ Λ0(L0)
for t 6= t0 sufficiently close to t0. To see this, choose a common complementary
Lagrangian L1 ∈ Λ to L0 and `(t0) and apply Theorem 4.2.3 to the curve β =
ϕL0,L1 ◦ `, keeping in mind Examples 5.1.7 and 5.1.8.

Since Λ≥1(L0) is closed in Λ, it follows that if a curve ` : [a, b] → Λ has only
nondegenerate intersections with Λ≥1(L0), then `(t) ∈ Λ≥1(L0) only at a finite
number of instants t ∈ [a, b].

We have the following corollary to Theorem 5.1.15:

5.1.18. COROLLARY. Let L0 ∈ Λ be a Lagrangian subspace and let be given a
curve ` : [a, b] → Λ of class C1 with endpoints in Λ0(L0) that has only nondegen-
erate intersections with Λ≥1(L0). Then, `(t) ∈ Λ≥1(L0) only at a finite number of
instants t ∈ [a, b] and the following identity holds:

µL0(`) =
∑
t∈[a,b]

sgn
(
`′(t)|(L0∩`(t))×(L0∩`(t))

)
.

PROOF. It follows from Example 5.1.17 that `(t) ∈ Λ≥1(L0) only at a finite
number of instants t ∈ [a, b]. Let t0 ∈ ]a, b[ be such that `(t0) ∈ Λ≥1(L0); keeping
in mind Property (2) and (4) in the statement of Lemma 5.1.13, it suffices to prove
that:

µL0

(
`|[t0−ε,t0+ε]

)
= sgn

(
`′(t0)|(L0∩`(t0))×(L0∩`(t0))

)
,

for ε > 0 sufficiently small. Choose a common complementary L1 ∈ Λ of L0

and `(t0); for t in a neighborhood of t0 we can write β(t) = ϕL0,L1(`(t)). The
conclusion now follows from Theorem 5.1.15 and from Corollary 4.2.5, keeping
in mind Examples 5.1.7 and 5.1.8. �

In Example 5.1.17 we have seen that a nondegenerate intersection of a curve `
of class C1 with Λ≥1(L0) at an instant t0 is isolated, i.e., there exists ε > 0 such
that `(t) 6∈ Λ≥1(L0) for t ∈ [t0 − ε, t0[ ∪ ]t0, t0 + ε]. We will prove next that the
choice of such ε > 0 can be made uniformly with respect to a parameter.

5.1.19. LEMMA. Let X be a topological space and suppose that it is given a
continuous map:

X × [t0, t1[ 3 (λ, t) 7−→ `λ(t) = `(λ, t) ∈ Λ

which is differentiable in the variable t and such that ∂`
∂t : X × [t0, t1[→ TΛ is

also continuous. Fix a Lagrangian L0 ∈ Λ; suppose that dim(`(λ, t0) ∩ L0) is
independent of λ ∈ X and that the curve `λ0 = `(λ0, ·) has a nondegenerate
intersection with Λ≥1(L0) at t = t0 for some λ0 ∈ X . Then, there exists ε > 0
and a neighborhood U of λ0 in X such that, for all λ ∈ U, `λ has a nondegenerate
intersection with Λ≥1(L0) at t0 and such that `(λ, t) ∈ Λ0(L0) for all λ ∈ U and
all t ∈]t0, t0 + ε].
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PROOF. Choose a common complementary Lagrangian L1 of L0 and `(λ0, t0)
and define β(λ, t) = ϕL0,L1(`(λ, t)) for t in a neighborhood of t0 and λ in a neigh-
borhood of λ0 in X . Then, β is continuous, it is differentiable in t, and the deriv-
ative ∂β

∂t is continuous. The conclusion follows now applying Proposition 4.2.6 to
the map β, keeping in mind Examples 5.1.7 and 5.1.8. �

5.1.20. REMARK. A more careful analysis of the definition of the transverse
orientation of Λ1(L0) in Λ (Definition 2.5.19) shows that the choice of the sign
made for the isomorphism µL0 is actually determined by the choice of a sign in
the symplectic form ω. More explicitly, if we replace ω by −ω, which does not
affect the definition of the set Λ, then we obtain a change of sign for the isomor-
phisms ρL0,L1 and ρL (defined in formulas (1.4.11) and (1.4.13)). Consequently,
this change of sign induces a change of sign in the chartsϕL0,L1 (defined in formula
(2.5.3)) and in the isomorphism (2.5.12) that identifies TLΛ with Bsym(L).

The conclusion is that changing the sign of ω causes an inversion of the trans-
verse orientation of Λ1(L0) in Λ, which inverts the sign of the isomorphism µL0 .

5.1.21. REMARK. The choice of a Lagrangian subspace L0 ∈ Λ defines an
isomorphism:

(5.1.14) µL0 ◦ q∗ : H1(Λ)
∼=−−→ Z,

where q∗ is given in (5.1.3). We claim that this isomorphism does not indeed
depend on the choice of L0; for, let L′

0 ∈ Λ be another Lagrangian subspace.
By Corollary 1.4.28, there exists a symplectomorphism A ∈ Sp(V, ω) such that
A(L0) = L′

0; we have the following commutative diagram (see Lemma 5.1.5):

H1(Λ)
A∗=Id //

q∗
��

H1(Λ)

q∗
��

H1(Λ,Λ0(L0))
A∗ //

µL0
&&LLLLLLLLLLL

H1(Λ,Λ0(L′
0))

µL′
0xxrrrrrrrrrrr

Z

where the commutativity of the lower triangle follows from Remark 2.5.21. This
proves the claim. Observe that if ` : [a, b] → Λ is a loop, i.e., `(a) = `(b), then,
since ` defines a homology class in H1(Λ), we obtain the equality:

µL0(`) = µL′
0
(`),

for any pair of Lagrangian subspaces L0, L
′
0 ∈ Λ.

5.1.22. REMARK. Let J be a complex structure in V compatible with ω; con-
sider the inner product g = ω(·, J ·) and the Hermitian product gs in (V, J) defined
in (1.4.10). Let `0 ∈ Λ be a Lagrangian subspace; Proposition 2.5.11 tells us that
the map

(5.1.15) U(V, J, gs)/O
(
`0, g|`0×`0

)
3 A · O

(
`0, g|`0×`0

)
7−→ A(`0) ∈ Λ

is a diffeomorphism. As in (5.1.1), we can define a map

d̄ : U(V, J, gs)/O
(
`0, g|`0×`0

)
−→ S1

obtained from
d = det2 : U(V, J, gs) −→ S1
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by passage to the quotient; then the map d̄ induces an isomorphism d̄∗ of the fun-
damental groups. Indeed, by Remark 1.4.30 we can find a basis of V that puts
all the objects (V, ω, J, g, gs, `0) simultaneously in their canonical forms, and then
everything works as in Proposition 5.1.1. The isomorphism d̄∗ together with the
diffeomorphism (5.1.15) and the choice of (3.2.25) (or, equivalently, of (5.1.4)) as
a generator of π1(S1) ∼= H1(S1) produce an isomorphism (see also (5.1.2)):

u = uJ,`0 : H1(Λ)
∼=−−→ Z;

this isomorphism does not indeed depend on the choice of J and of `0. To see
this, choose another complex structure J ′ in V compatible with ω and another
Lagrangian subspace `′0 ∈ Λ; we then obtain an isomorphism u′ = uJ ′,`′0

. From
Remark 1.4.30 it follows that there exists a symplectomorphismA ∈ Sp(V, ω) that
takes `0 onto `′0 and that is C-linear from (V, J) into (V, J ′); then, it is easy to see
that the following diagram commutes:

H1(Λ)
u

""E
EE

EE
EE

EE

A∗

��

Z

H1(Λ)
u′

<<yyyyyyyyy

By Lemma 5.1.5 we have that A∗ = Id and the conclusion follows.
As a matter of facts, formula (5.1.10) shows that the isomorphism u has the

opposite sign of the isomorphism (5.1.14) obtained by using the transverse orien-
tation of Λ1(L0) in Λ.

5.2. A definition of Maslov index using the fundamental groupoid

In this section we present a definition of Maslov index for arbitrary continu-
ous curves in the Lagrangian Grassmannian using the theory developed in Sub-
section 3.1.1. As far as we know, the first time that this notion of Maslov index
appeared was in [17]. The technique used in [17] is very different from ours.

Throughout this section we will consider a fixed symplectic space (V, ω), with
dim(V ) = 2n and a Lagrangian subspace L0 of V ; we denote by Λ the Lagrangian
Grassmannian of (V, ω).

5.2.1. LEMMA. Let Z be a real finite-dimensional vector space and let B ∈
Bsym(Z) ∼= Lin(Z,Z∗), C ∈ Bsym(Z∗) ∼= Lin(Z∗, Z) be symmetric bilinear
forms. If the linear map Id + C ◦B ∈ Lin(Z) is an isomorphism then:

n+(B) − n+(B +B ◦ C ◦B) = n+(C + C ◦B ◦ C) − n+(C).

PROOF. Consider the symmetric bilinear form R on the space Z ⊕Z∗ defined
by:

R
(
(v, α), (w, β)

)
= B(v, w) + C(α, β),

for all v, w ∈ Z, α, β ∈ Z∗. Consider the injective linear maps:

T : Z 3 v 7−→
(
v,B(v)

)
∈ Z ⊕ Z∗, S : Z∗ 3 α 7−→

(
− C(α), α

)
∈ Z ⊕ Z∗.
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Clearly:

R
(
T (v), S(α)

)
= −B

(
v, C(α)

)
+ C

(
B(v), α

)
= −(C ◦B)(v, α) + (C ◦B)(v, α) = 0,

for all v ∈ Z, α ∈ Z∗, so that T (Z) and S(Z∗) are R-orthogonal. We claim that:

Z ⊕ Z∗ = T (Z) ⊕ S(Z∗).

Namely, given (v, α) ∈ Z⊕Z∗, we have to check that there exists a unique w ∈ Z
and a unique β ∈ Z∗ such that:

(5.2.1) (v, α) = T (w) + S(β);

a simple computation shows that equality (5.2.1) is equivalent to:

β = α−B(w), (Id + C ◦B)(w) = v + C(α).

The proof of the claim is completed by observing that Id+C◦B is an isomorphism
of Z.

In order to complete the proof of the lemma, we compute n+(R) in two dif-
ferent manners. Clearly, since the direct summands Z and Z∗ in Z ⊕ Z∗ are
R-orthogonal, we have (see Proposition 1.5.23):

n+(R) = n+(B) + n+(C).

Similarly, since T (Z) ⊕ S(Z∗) is an R-orthogonal direct sum decomposition, we
have:

n+(R) = n+

(
R|T (Z)×T (Z)

)
+ n+

(
C|S(Z∗)×S(Z∗)

)
.

But T is an isomorphism onto T (Z) and S is an isomorphism onto S(Z∗) and
therefore:

n+

(
R|T (Z)×T (Z)

)
= n+

(
T#(R)

)
, n+

(
C|S(Z∗)×S(Z∗)

)
= n+

(
S#(R)

)
.

Let us compute T#(R) and S#(R):(
T#(R)

)
(v, w) = R

(
T (v), T (w)

)
= B(v, w) + C

(
B(v), B(w)

)
= (B +B ◦ C ◦B)(v, w),(

S#(R)
)
(α, β) = R

(
S(α), S(β)

)
= B

(
C(α), C(β)

)
+ C(α, β)

= (C + C ◦B ◦ C)(α, β).

for all v, w ∈ Z, α, β ∈ Z∗. Hence:

n+(R) = n+(B +B ◦ C ◦B) + n+(C + C ◦B ◦ C). �

5.2.2. LEMMA. Given Lagrangian subspaces L1, L
′
1 ∈ Λ0(L0), then the map:

(5.2.2) Λ0(L1) ∩ Λ0(L′
1) 3 L 7−→ n+

(
ϕL0,L1(L)

)
− n+

(
ϕL0,L′

1
(L)

)
∈ Z

is constant on each arc-connected component of Λ0(L1) ∩ Λ0(L′
1).

PROOF. Set:

C = (ρL0,L1)#
(
ϕL1,L0(L

′
1)

)
∈ Bsym(L∗

0).

Given L ∈ Λ0(L1) ∩ Λ0(L′
1), we write B = ϕL0,L1(L) ∈ Bsym(L0) and then, by

(2.5.6) and (2.5.7):

ϕL0,L′
1
(L) = B ◦ (Id + C ◦B)−1.
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To prove the lemma, we will show that the map:

(5.2.3) B 7−→ n+(B) − n+

(
B ◦ (Id + C ◦B)−1

)
∈ Z

is constant on each arc-connected component of the open subset of Bsym(L0) con-
sisting of those symmetric bilinear forms B in L0 such that Id + C ◦ B is an
isomorphism of L0. The pull-back of B ◦ (Id + C ◦ B)−1 by the isomorphism
Id + C ◦B is equal to (Id +B ◦ C) ◦B and therefore:

n+

(
B ◦ (Id + C ◦B)−1

)
= n+

(
(Id +B ◦ C) ◦B

)
= n+(B +B ◦ C ◦B).

Using Lemma 5.2.1 we get that the map (5.2.3) is equal to the map:

B 7−→ n+(C + C ◦B ◦ C) − n+(C).

To complete the proof, we show that if t 7→ B(t) ∈ Bsym(L0) is a continuous
curve defined in an interval I and if Id + C ◦B(t) is an isomorphism for all t ∈ I
then n+

(
C + C ◦ B(t) ◦ C

)
is independent of t. This follows from Lemma 4.2.1

and from the observation that:

Ker
(
C + C ◦B(t) ◦ C

)
= Ker

[(
Id + C ◦B(t)

)
◦ C

]
= Ker(C),

for all t ∈ I . �

5.2.3. COROLLARY. Given Lagrangian subspaces L1, L
′
1 ∈ Λ0(L0), then the

map:

(5.2.4) Λ0(L1)∩Λ0(L′
1) 3 L 7−→ 1

2 sgn
(
ϕL0,L1(L)

)
− 1

2 sgn
(
ϕL0,L′

1
(L)

)
∈ 1

2Z

is constant on each arc-connected component of Λ0(L1) ∩ Λ0(L′
1).

PROOF. Since dgn
(
ϕL0,L1(L)

)
= dgn

(
ϕL0,L′

1
(L)

)
= dim(L0∩L), it follows

from the result of Exercise 5.8 that the map (5.2.4) is equal to the map (5.2.2). �

5.2.4. COROLLARY. There exists a unique groupoid homomorphism µL0 :
Λ → 1

2Z such that:

(5.2.5) µL0(`) = 1
2 sgn

[
ϕL0,L1

(
`(1)

)]
− 1

2 sgn
[
ϕL0,L1

(
`(0)

)]
,

for every ` ∈ Ω
(
Λ0(L1)

)
and every L1 ∈ Λ0(L0).

PROOF. It follows directly from Corollary 5.2.3 and Corollary 3.1.22, by set-
ting G = 1

2Z, A = Λ0(L0), UL1 = Λ0(L1) and gL1(L) = 1
2sgn

(
ϕL0,L1(L)

)
, for

all L1 ∈ A, L0 ∈ UL1 . �

It follows directly from the results of Exercises 5.7 and 5.8 that the groupoid
homomorphism µL0 : Λ → 1

2Z extends to arbitrary continuous curves in Λ the
map µL0 that in Definition 5.1.12 was defined only for curves with endpoints in
Λ0(L0).

5.2.5. DEFINITION. Given an arbitrary continuous curve ` : [a, b] → Λ and
a Lagrangian L0 ∈ Λ, we call the semi-integer µL0(`) the Maslov index of ` with
respect to L0.

Let us now prove a few properties of this new notion of Maslov index.

5.2.6. PROPOSITION. If A : (V, ω) → (V ′, ω′) is a symplectomorphism, L0 ∈
Λ(V, ω), L′

0 = A(L0) and ` : [a, b] → Λ(V, ω) is a continuous curve then:

µL0(`) = µL′
0
(A ◦ `),

where we identify A with a map from Λ(V, ω) to Λ(V ′, ω′).
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PROOF. We show that ` 7→ µL′
0
(A ◦ `) is a groupoid homomorphism having

the property that characterizes µL0 , i.e.:

(5.2.6) µL′
0
(A ◦ `) = 1

2 sgn
[
ϕL0,L1

(
`(1)

)]
− 1

2 sgn
[
ϕL0,L1

(
`(0)

)]
,

for every ` ∈ Ω
(
Λ0(L1)

)
and every L1 ∈ Λ0(L0). Setting L′

1 = A(L1), we have,
by the definition of µL′

0
:

(5.2.7) µL′
0
(A ◦ `) = 1

2 sgn
[
ϕL′

0,L
′
1

(
A · `(1)

)]
− 1

2 sgn
[
ϕL′

0,L
′
1

(
A · `(0)

)]
.

It follows from the result of Exercise 2.20 that the righthand side of (5.2.6) is equal
to the righthand side of (5.2.7). The conclusion follows. �

5.2.7. REMARK. In the statement of Proposition 5.2.6, if we assume that A is
an anti-symplectomorphism, i.e., that A : (V, ω) → (V ′,−ω′) is a symplectomor-
phism, we obtain that:

µL0(`) = −µL′
0
(A ◦ `).

This follows easily from Proposition 5.2.6 and from the result of Exercise 5.9.

5.2.8. PROPOSITION. If ` : [a, b] → Λ is a continuous curve with image con-
tained in some Λk(L0) then µL0(`) = 0.

PROOF. Since µL0 is additive by concatenation, we can assume without loss
of generality that the image of ` is contained in the domain of a local chart ϕL0,L1 .
In this case, the Maslov index of ` is given by (5.2.5). The condition that the image
of ` is contained in Λk(L0) means that dgn

[
ϕL0,L1

(
`(t)

)]
= k, for all t ∈ [a, b].

It follows from Lemma 4.2.1 that sgn
[
ϕL0,L1

(
`(t)

)]
is independent of t. �

5.2.9. PROPOSITION. Given a continuous map H : [c, d] × [a, b] → Λ and
setting:

`1 : [a, b] 3 t 7→ H(c, t), `2 : [a, b] 3 t 7→ H(d, t)

`3 : [c, d] 3 s 7→ H(s, b), `4 : [c, d] 3 s 7→ H(s, a),

then µL0(`1) + µL0(`3) = µL0(`2) + µL0(`4).

PROOF. Since [a, b]× [c, d] is convex, it follows that `1 · `3 is homotopic with
fixed endpoints to `4 · `2. The conclusion follows from homotopy invariance and
concatenation additivity of µL0 . �

5.2.10. COROLLARY. Given continuous curves `1, `2 : [a, b] → Λ, if there
exists a homotopyH : `1 ∼= `2 such that the maps [0, 1] 3 s 7→ dim

(
H(s, a)∩L0

)
,

[0, 1] 3 s 7→ dim
(
H(s, b) ∩ L0

)
are constant then µL0(`1) = µL0(`2).

PROOF. It follows from Proposition 5.2.9 keeping in mind that, by Proposi-
tion 5.2.8, µL0(`3) = µL0(`4) = 0. �

5.3. Isotropic reduction and Maslov index

In this section we consider a fixed 2n-dimensional symplectic space (V, ω) and
an isotropic subspace S of V . Recall (see Example 1.4.17) that one has a natural
symplectic form ω on the quotient S⊥/S.

5.3.1. LEMMA. If L0 is a Lagrangian subspace of V then there exists a La-
grangian subspace L1 of V with L0 ∩ L1 = {0} and:

(5.3.1)
(
(L0 ∩ S⊥) + (L1 ∩ S⊥)

)
∩ S = L0 ∩ S.
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PROOF. Observe that the righthand side of (5.3.1) is a subspace of the lefthand
side of (5.3.1), for any choice of L1. Let S′ be a subspace of S with:

S = (L0 ∩ S) ⊕ S′.

Since S′ is an isotropic subspace withL0∩S′ = {0}, by Lemma 1.4.39, there exists
a Lagrangian subspace L of V containing S′ with L0∩L = {0}. Let L1 ∈ Λ0(L0)
be such that the symmetric bilinear form ϕL,L0(L1) in L is positive definite. To
prove (5.3.1), let v ∈ L0 ∩ S⊥, w ∈ L1 ∩ S⊥ be fixed with v + w ∈ S. Write
v + w = u1 + u2 with u1 ∈ L0 ∩ S and u2 ∈ S′. The proof will be concluded
if we show that u2 = 0. Denote by T = φL,L0(L1) the linear map T : L → L0

whose graph in L⊕ L0 is L1. We have:

L1 3 w = u2 + (u1 − v),

with u2 ∈ S′ ⊂ L and u1 − v ∈ L0, so that u1 − v = T (u2). Thus:

ϕL,L0(L1)(u2, u2) = ω
(
T (u2), u2

)
= ω(u1 − v, u2) = 0,

u1 ∈ S ⊂ S⊥, v ∈ S⊥ and u2 ∈ S. But ϕL,L0(L1) is positive definite and
therefore u2 = 0. �

5.3.2. LEMMA. The set:

(5.3.2)
{
L ∈ Λ : L ∩ S = {0}

}
is open in Λ and the map (recall part (b) of Lemma 1.4.38):

(5.3.3)
{
L ∈ Λ : L ∩ S = {0}

}
3 L 7−→ q(L ∩ S⊥) ∈ Λ(S⊥/S)

is differentiable.

PROOF. The set (5.3.2) is open in Λ because, by Lemma 1.4.39, it is equal to
the union: ⋃

`∈Λ
`⊃S

Λ0(`).

Let G be the closed (Lie) subgroup of Sp(V, ω) consisting of those symplectomor-
phisms T : V → V such that T (S) = S. The canonical action of Sp(V, ω) on
Λ restricts to a differentiable action of G on (5.3.2). We also have a differentiable
action of G on Λ(S⊥/S) given by:

G× Λ(S⊥/S) 3 (T, L̃) 7−→ T (L̃) ∈ Λ(S⊥/S),

where T is the symplectomorphism induced by T on S⊥/S (see (1.4.16)). The map
(5.3.3) is obviously equivariant. The conclusion will follow from Corollary 2.1.10
once we show that the action ofG on (5.3.2) is transitive. To this aim, let L1, L2 be
in (5.3.2). By Lemma 1.4.39 there exist Lagrangians L′

1, L′
2 containing S such that

L1 ∩ L′
1 = {0} and L2 ∩ L′

2 = {0}. Now choose an arbitrary isomorphism from
L′

1 to L′
2 that preserves S and use Corollary 1.4.36 to obtain a symplectomorphism

T of V that extends such isomorphism and such that T (L1) = L2. �

5.3.3. COROLLARY. Given Lagrangian subspaces L0, ` of V with S ⊂ ` there
exists a Lagrangian subspace L1 of V with L0∩L1 = {0}, `∩L1 = {0} and such
that (5.3.1) holds.
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PROOF. By Lemma 5.3.2 the set:

(5.3.4)
{
L ∈ Λ : L ∩ S = {0} and q(L ∩ S⊥) ∩ q(L0 ∩ S⊥) = {0}

}
is open, being the inverse image by the continuous map (5.3.3) of the open sub-
set Λ0

(
q(L0 ∩ S⊥)

)
of the Lagrangian Grassmannian of S⊥/S. By part (b) of

Lemma 1.4.38 the Lagrangian L1 whose existence is granted by Lemma 5.3.1 is in
(5.3.4). Using the fact that the set of Lagrangians transverse to a given Lagrangian
is open and dense (see Remark 2.5.18), it follows that the intersection of (5.3.4)
with Λ0(L0)∩Λ0(`) is nonempty. The desired Lagrangian L1 can be taken to be a
member of such intersection. �

5.3.4. LEMMA. The set:

(5.3.5)
{
L ∈ Λ(V ) : L ⊃ S

}
is a closed submanifold of Λ(V ) and the map:

(5.3.6)
{
L ∈ Λ(V ) : L ⊃ S

}
3 L 7−→ L/S ∈ Λ(S⊥/S)

is differentiable.

PROOF. Let G be as in the proof of Lemma 5.3.2. Clearly the action of G
on Λ(V ) preserves (5.3.5). We claim that the action of G on (5.3.5) is transitive.
Namely, given L1, L2 in (5.3.5) then pick any isomorphism from L1 to L2 that
preserves S and use Corollary 1.4.36 to extend it to a symplectomorphism of V .
Clearly, (1.4.36) is equal to the intersection:⋂

v∈S

{
L ∈ Λ(V ) : L 3 v

}
and therefore it is closed, by the result of part (c) of Exercise 2.10. By Theo-
rem 2.1.12, (5.3.5) is a submanifold of Λ(V ). If we consider the action of G on
Λ(S⊥/S) defined in the proof of Lemma 5.3.2 then clearly the map (5.3.6) is equi-
variant and therefore, by Corollary 2.1.10, it is differentiable. �

5.3.5. LEMMA. Let (L0, L1) be a Lagrangian decomposition of V such that
(5.3.1) holds, so that L1 ∩ S = {0} and (L̃0, L̃1) =

(
q(L0 ∩ S⊥), q(L1 ∩ S⊥)

)
is

a Lagrangian decomposition of S⊥/S (recall part (b) of Lemma 1.4.38). Given a
Lagrangian subspace L of V containing S then:

(a) L ∩ L1 = {0} if and only if q(L) ∩ L̃1 = {0}.
Assuming that a given Lagrangian L containing S is transverse to L1 then:

(b) The pull-back by the map q|L0∩S⊥ : L0 ∩ S⊥ → L̃0 of ϕ
L̃0,L̃1

(
q(L)

)
is

equal to the restriction of ϕL0,L1(L) to L0 ∩ S⊥.
(c) If π : V → L0 denotes the projection with respect to the decomposition

V = L0 ⊕ L1 then L0 = π(S) + (L0 ∩ S⊥).
(d) If π is as in part (c) then the spaces π(S), L0 ∩ S⊥ are orthogonal with

respect to the symmetric bilinear form ϕL0,L1(L).
(e) The restriction of the symmetric bilinear form ϕL0,L1(L) to π(S)×π(S)

is independent of L.

PROOF. Since L contains S and L1 ∩ S = {0} it follows that q(L) ∩ L̃1 =
q(L) ∩ q(L1 ∩ S⊥) = {0} if and only if L ∩ (L1 ∩ S⊥) = {0}. Item (a) then
follows by observing that L is contained in S⊥. Let T = φL0,L1(L) : L0 → L1 be
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the linear map whose graph in L0 ⊕ L1 is equal to L and let T̃ = φ
L̃0,L̃1

(
q(L)

)
:

L̃0 → L̃1 be the linear map whose graph in L̃0 ⊕ L̃1 is equal to q(L). Let v ∈
L0 ∩ S⊥ be fixed. We have v + T (v) ∈ L ⊂ S⊥ and thus T (v) ∈ L1 ∩ S⊥.
Therefore q(v) ∈ L̃0, q

(
T (v)

)
∈ L̃1 and q(v) + q

(
T (v)

)
∈ q(L). This implies

that q
(
T (v)

)
= T̃

(
q(v)

)
. Now, given w ∈ L0 ∩ S⊥ we have:

ϕL0,L1(L)(v, w) = ω
(
T (v), w

)
= ω

(
q(T (v)), q(w)

)
= ω

(
T̃ (q(v)), q(w)

)
= ϕ

L̃0,L̃1

(
q(L)

)(
q(v), q(w)

)
,

proving (b). To prove (c), we will show that dim
(
π(S) + (L0 ∩ S⊥)

)
= n. We

have:

(5.3.7) dim
(
π(S) + (L0 ∩ S⊥)

)
= dim

(
π(S)

)
+ dim(L0 ∩ S⊥)

− dim
(
π(S) ∩ (L0 ∩ S⊥)

)
.

Since S ∩ L1 = {0}, we have:

(5.3.8) dim
(
π(S)

)
= dim(S).

Moreover:

dim(L0 ∩ S⊥) = dim
(
(L0 + S)⊥

)
= 2n− dim(L0 + S)(5.3.9)

= n− dim(S) + dim(L0 ∩ S).

Let us now prove that:

(5.3.10) π(S) ∩ (L0 ∩ S⊥) = L0 ∩ S.
Notice that combining (5.3.7), (5.3.8), (5.3.9) and (5.3.10) we will conclude the
proof of part (c). Clearly L0 ∩ S = π(L0 ∩ S) ⊂ π(S) and thus L0 ∩ S ⊂
π(S) ∩ (L0 ∩ S⊥). Now let v ∈ S be such that π(v) ∈ L0 ∩ S⊥ and let us show
that π(v) ∈ S. We have v − π(v) ∈ L1, v ∈ S ⊂ S⊥, π(v) ∈ S⊥, so that
v − π(v) ∈ L1 ∩ S⊥; then:

v = π(v) +
(
v − π(v)

)
∈ (L0 ∩ S⊥) + (L1 ∩ S⊥),

and it follows from (5.3.1) that v ∈ L0 ∩ S. Thus π(v) = v ∈ S. This proves
(5.3.10) and concludes the proof of part (c). To prove part (d), pick v ∈ S, w ∈
L0 ∩ S⊥ and let us show that ϕL0,L1(L)

(
π(v), w

)
= 0. Since v ∈ L we can write

v = u+ T (u), with u ∈ L0; then π(v) = u. Now:

ϕL0,L1(L)
(
π(v), w

)
= ω

(
T (u), w

)
= ω

(
u+ T (u), w

)
− ω(u,w) = 0,

since u + T (u) = v ∈ S, w ∈ S⊥ and u,w ∈ L0. To prove (e), let L,L′ ∈ Λ be
Lagrangians transverse to L1 containing S. Set T = φL0,L1(L), T ′ = φL0,L1(L

′).
The proof will be concluded if we show that T and T ′ agree on π(S). Given v ∈ S,
write v = v0 + v1, with v0 = π(v) ∈ π(S) ⊂ L0 and v1 ∈ L1. Since v ∈ L and
v ∈ L′ we have T

(
π(v)

)
= v1 and T ′(π(v)

)
= v1. This concludes the proof. �

5.3.6. PROPOSITION (isotropic reduction). Let S be an isotropic subspace of
V , L0 be a Lagrangian subspace of V and ` : [a, b] → Λ(V ) be a continuous
curve with S ⊂ `(t), for all t ∈ [a, b]. Define ˜̀ : [a, b] → Λ(S⊥/S) by setting
˜̀(t) = `(t)/S, for all t ∈ [a, b]. Then, by Lemma 5.3.4, ˜̀is continuous. Moreover:

µL0(`) = µ
L̃0

(˜̀),
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where L̃0 = q(L0 ∩ S⊥) and q : S⊥ → S⊥/S denotes the quotient map.

PROOF. Since the Maslov index is additive by concatenation, it suffices to
show that every t0 ∈ [a, b] has a neighborhood V in [a, b] such that:

µL0(`|[a′,b′]) = µ
L̃0

(˜̀|[a′,b′]),

for every interval [a′, b′] contained in V . Now, let t0 ∈ [a, b] be fixed and let
L1 ∈ Λ(V ) be a Lagrangian such that L0 ∩ L1 = {0}, `(t0) ∩ L1 = {0} and such
that (5.3.1) holds (Corollary 5.3.3). Set V = `−1

(
Λ0(L1)

)
and let [a′, b′] ⊂ V be

fixed. Setting L̃1 = q(L1 ∩ S⊥) then, by Lemma 5.3.5, (L̃0, L̃1) is a Lagrangian
decomposition of S⊥/S and ˜̀([a′, b′]) is contained in the domain of ϕ

L̃0,L̃1
. We

have:

µL0(`|[a′,b′]) = 1
2

[
sgn

(
ϕL0,L1

(
`(b′)

))
− sgn

(
ϕL0,L1

(
`(a′)

))]
,

µ
L̃0

(˜̀|[a′,b′]) = 1
2

[
sgn

(
ϕ
L̃0,L̃1

(˜̀(b′)
))

− sgn
(
ϕ
L̃0,L̃1

(˜̀(a′)
))]

.

By parts (c) and (d) of Lemma 5.3.5 and by Corollary 1.5.25, we have:

sgn
(
ϕL0,L1

(
`(t)

))
= sgn

(
ϕL0,L1

(
`(t)

)
|π(S)×π(S)

)
+ sgn

(
ϕL0,L1

(
`(t)

)
|(L0∩S⊥)×(L0∩S⊥)

)
,

where π : V → L0 denotes the projection with respect to the decomposition
V = L0 ⊕ L1. By part (b) of Lemma 5.3.5, recalling Remark 1.5.28, we have:

sgn
(
ϕL0,L1

(
`(t)

)
|(L0∩S⊥)×(L0∩S⊥)

)
= sgn

(
ϕ
L̃0,L̃1

(˜̀(t)
))
,

so that:

(5.3.11) sgn
(
ϕL0,L1

(
`(t)

))
= sgn

(
ϕL0,L1

(
`(t)

)
|π(S)×π(S)

)
+ sgn

(
ϕ
L̃0,L̃1

(˜̀(t)
))
.

Now, by part (e) of Lemma 5.3.5, the first term in the righthand side of (5.3.11)
does not depend on t. Setting t = b′ and t = a′ in (5.3.11) and subtracting such
equalities the conclusion is obtained. �

5.4. Maslov index for pairs of Lagrangian curves

Throughout this section we will consider a fixed symplectic space (V, ω) with
dim(V ) = 2n and we will denote by Λ the Lagrangian Grassmannian of (V, ω).
We will introduce a notion of Maslov index for pairs (`1, `2) : [a, b] → Λ × Λ of
continuous curves of Lagrangian subspaces of V . This is a semi-integer number
which “measures” the set of instants t ∈ [a, b] at which `1(t)∩ `2(t) 6= {0}. When
`2(t) = L0 for all t, the Maslov index of (`1, `2) will coincide with the Maslov
index µL0(`1).

Consider the direct sum V ⊕ V endowed with the symplectic form ω̃ defined
by:

(5.4.1) ω̃
(
(v1, v2), (w1, w2)

)
= ω(v1, w1) − ω(v2, w2),

for all v1, v2, w1, w2 ∈ V . This is simply the direct sum of the symplectic spaces
(V, ω) and (V,−ω) (see Exercise 1.12). We set:

(5.4.2) Λ̃ = Λ(V ⊕ V, ω̃).
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Given Lagrangian subspaces L0, L1 of V , then L0 ⊕ L1 is a Lagrangian subspace
of V ⊕ V ; moreover, the map:

s : Λ × Λ 3 (L0, L1) 7−→ L0 ⊕ L1 ∈ Λ̃

is a differentiable embedding (see Exercise 2.11). We will use the map s to identify
Λ × Λ with a subset of Λ̃. Clearly, the diagonal:

(5.4.3) ∆ =
{
(v, v) : v ∈ V

}
is a Lagrangian subspace of V ⊕ V .

5.4.1. DEFINITION. Given continuous curves `1, `2 : [a, b] → Λ, the Maslov
index of the pair (`1, `2) is defined by:

µ(`1, `2) = µ∆(`1, `2).

We proof some simple properties of the Maslov index of pairs of curves.

5.4.2. PROPOSITION.
(a) The map µ is a groupoid homomorphism from Ω(Λ × Λ) to 1

2Z.
(b) Given continuous curves `1, `2 : [a, b] → Λ then µ(`1, `2) = −µ(`2, `1).

PROOF. Item (a) is a trivial consequence of the fact that µ∆ is a groupoid ho-
momorphism from Ω(Λ̃) to 1

2Z. Item (b) follows from Remark 5.2.7 by observing
that the map:

V ⊕ V 3 (v1, v2) 7−→ (v2, v1) ∈ V ⊕ V

is an anti-symplectomorphism. �

Given maps Φ : [a, b] → Sp(V, ω), ` : [a, b] → Λ, we set:

(Φ · `)(t) = Φ(t)
(
`(t)

)
,

for all t ∈ [a, b].

5.4.3. PROPOSITION. Let (`1, `2) : [a, b] → Λ × Λ, Φ : [a, b] → Sp(V, ω) be
continuous curves. Then:

µ
(
Φ · `1,Φ · `2) = µ(`1, `2).

PROOF. Consider the homotopy H : [0, 1] × [a, b] → Λ × Λ defined by:

H(s, t) =
(
Φ

(
(1 − s)t+ sa

)
· `1(t),Φ

(
(1 − s)t+ sa

)
· `2(t)

)
,

for all s ∈ [0, 1], t ∈ [a, b]. We have that H is a homotopy from (Φ · `1,Φ · `2) to(
Φ(a) ⊕ Φ(a)

)
· (`1, `2). We will show that:

(5.4.4) µ(Φ · `1,Φ · `2) = µ
((

Φ(a) ⊕ Φ(a)
)
· (`1, `2)

)
using Corollary 5.2.10. To this aim, we have to show that, for t ∈ {a, b}, the map:

[0, 1] 3 s 7−→ dim
(
∆ ∩H(s, t)

)
∈ N

is constant. But this follows from the equalities:

dim
(
∆∩H(s, t)

)
= dim

[(
Φ

(
(1−s)t+sa

)
·`1(t)

)
∩

(
Φ

(
(1−s)t+sa

)
·`2(t)

)]
= dim

(
`1(t) ∩ `2(t)

)
.

The conclusion now follows from (5.4.4) and from Proposition 5.2.6, keeping in
mind that Φ(a) ⊕ Φ(a) is a symplectomorphism of V ⊕ V that preserves ∆. �
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5.4.4. LEMMA. Let (L0, L1) be a Lagrangian decomposition of V , ` ∈ Λ0(L1)
and A : V → V be a symplectomorphism such that A(L0) = L1, A(L1) = L0

and ρL0,L1 ◦ A|L0 : L0 → L∗
0 is a (positive definite) inner product in L0. Then(

∆,Gr(A)
)

is a Lagrangian decomposition of V ⊕ V , `⊕L0 ∈ Λ0
(
Gr(A)

)
and:

sgn
(
ϕ∆,Gr(A)(`⊕ L0)

)
= sgn

(
ϕL0,L1(`)

)
+ 1

2 dim(V ).

PROOF. Let us first consider the case where V = R2n (endowed with the
canonical symplectic form (1.4.5)), L0 = {0}⊕Rn, L1 = Rn⊕{0} andA = −J ,
where J is the canonical complex structure of R2n (see Example 1.2.2). We have:

` =
{(
T (v), v

)
, v ∈ Rn

}
,

where T : Rn → Rn is a symmetric linear map and:

ϕL0,L1(`)
(
(0, v), (0, w)

)
= 〈T (v), w〉,

for all v, w ∈ Rn. It is clear that both ∆ and ` are complementary to Gr(A).
Moreover, it is easily checked that `⊕ L0 is the graph of the linear map:

∆ 3
(
(x, y), (x, y)

)
7−→

(
(a,−x), A(a,−x)

)
∈ Gr(A),

where a = T (y − x) − x. Consider the linear isomorphism:

φ : R2n 3 (z, w) 7−→
(
(z, z + w), (z, z + w)

)
∈ ∆;

a straightforward computation gives:

ϕ∆,Gr(A)(`⊕ L0)
(
φ(z, w), φ(z′, w′)

)
= 〈T (w), w′〉 + 2〈z, z′〉,

for all (z, w), (z′, w′) ∈ R2n. Hence:

n+

(
ϕ∆,Gr(A)(`⊕ L0)

)
= n+

(
ϕL0,L1(`)

)
+ n,

n−
(
ϕ∆,Gr(A)(`⊕ L0)

)
= n−

(
ϕL0,L1(`)

)
.

This completes the proof in the special case considered so far.
For the general case, choose a basis (bi)ni=1 of L0 which is orthonormal rela-

tively to the inner product g = ρL0,L1 ◦A|L0 . We claim that:

(5.4.5)
(
A(b1), . . . , A(bn), b1, . . . , bn

)
,

is a symplectic basis of V . Namely, since L0 and L1 are Lagrangian, we have
ω
(
A(bi), A(bj)

)
= 0, ω(bi, bj) = 0, for all i, j = 1, . . . , n; moreover:

ω
(
A(bi), bj

)
= ρL0,L1

(
A(bi)

)
· bj = g(bi, bj),

so that ω
(
A(bi), bj

)
is equal to zero for i 6= j and it is equal to 1 for i = j. Let us

also show that:

(5.4.6) A2(bi) = −bi, i = 1, . . . , n.

For all j = 1, . . . , n, we have:

g
(
bj , A

2(bi)
)

= ρL0,L1

(
A(bj)

)
·A2(bi) = ω

(
A(bj), A2(bi)

)
= ω

(
bj , A(bi)

)
= −g(bj , bi),

which proves (5.4.6). Now let α : V → R2n be the symplectomorphism that takes
(5.4.5) to the canonical basis of R2n. Then:

α(L0) = {0} ⊕Rn, α(L1) = Rn ⊕ {0}.
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Moreover, α ⊕ α is a symplectomorphism from V ⊕ V to R2n ⊕ R2n that sends
the diagonal of V ⊕ V to the diagonal of R2n ⊕R2n and the graph of A : V → V
to the graph of α ◦ A ◦ α−1 : R2n → R2n. It follows easily from (5.4.6) that
α ◦A ◦ α−1 = −J . Then:

sgn
(
ϕ∆,Gr(A)(`⊕ L0)

)
= sgn

(
ϕ∆,Gr(−J)(α(`) ⊕ α(L0))

)
= sgn

(
ϕα(L0),α(L1)(α(`))

)
+ n = sgn

(
ϕL0,L1(`)

)
+ 1

2 dim(V ).

This concludes the proof. �

5.4.5. PROPOSITION. Given a continuous curve ` : [a, b] → Λ and a fixed
Lagrangian L0 ∈ Λ then:

µ(`, L0) = µL0(`),
where L0 is identified with a constant curve in Λ.

PROOF. The map ` 7→ µ(`, L0) is a groupoid homomorphism, so that we just
have to prove that, if L1 ∈ Λ0(L0) and ` takes values in Λ0(L1) then:

µ(`, L0) = 1
2 sgn

[
ϕL0,L1

(
`(b)

)]
− 1

2 sgn
[
ϕL0,L1

(
`(a)

)]
.

Let A : V → V be a symplectomorphism as in the statement of Lemma 5.4.4.
Such A can be constructed as follows. Choose an inner product g : L0 → L∗

0 in
L0, and let A0 : L0 → L1 be given by ρ−1

L0,L1
◦ g. By Corollary 1.4.36, A0 extends

to a symplectomorphism A of V satisfying A(L1) = L0. Now
(
∆,Gr(A)

)
is a

Lagrangian decomposition of V ⊕V and (`, L0) takes values in Λ0
(
Gr(A)

)
; thus:

µ(`, L0) = 1
2 sgn

[
ϕ∆,Gr(A)

(
`(b) ⊕ L0

)]
− 1

2 sgn
[
ϕ∆,Gr(A)

(
`(a) ⊕ L0

)]
.

The conclusion follows from Lemma 5.4.4. �

5.4.6. COROLLARY. Let `1 : [a, b] → Λ, Φ : [a, b] → Sp(V, ω) be continuous
maps, L0 ∈ Λ and set `2 = βL0 ◦ Φ. Then:

µ(`1, `2) = µL0(Φ
−1 · `1),

where Φ−1 is defined by Φ−1(t) = Φ(t)−1, for all t ∈ [a, b].

PROOF. Follows directly from Propositions 5.4.3 and 5.4.5. �

5.4.7. LEMMA. Let `1, `2 : [a, b] → Λ be a pair of continuous curves. The
following equality holds:

(5.4.7) µ`1(a)(`2) − µ`1(b)(`2) = µ`2(b)(`1) − µ`2(a)(`1).

PROOF. Consider the continuous map:

H : [a, b] × [a, b] 3 (s, t) 7−→ `1(s) ⊕ `2(t) ∈ Λ̃.

By Proposition 5.2.9, we have:

µ∆

(
`1(a) ⊕ `2

)
+ µ∆

(
`1 ⊕ `2(b)

)
= µ∆

(
`1(b) ⊕ `2

)
+ µ∆

(
`1 ⊕ `2(a)

)
.

The conclusion follows from Proposition 5.4.5 and part (b) of Proposition 5.4.2.
�

5.4.8. COROLLARY. If ` : [a, b] → Λ is a continuous loop then the value of
µL0(`) does not depend on the choice of L0 in Λ.

PROOF. Choose L0, L1 ∈ Λ and a continuous curve `2 : [a, b] → Λ with
`2(a) = L0 and `2(b) = L1. Set `1 = ` and apply Lemma 5.4.7 observing that,
since `1(a) = `1(b), the left hand side of (5.4.7) vanishes. �
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5.5. Computation of the Maslov index via partial signatures

Throughout this section we will consider a fixed symplectic space (V, ω), with
dim(V ) = 2n, a Lagrangian subspaceL0 of V and a differentiable curve ` : I → Λ
in the Lagrangian Grassmannian Λ of (V, ω), where I ⊂ R is an interval.

5.5.1. DEFINITION. An L0-root function for ` at an instant t0 ∈ I is a differ-
entiable map v : I → V such that v(t) ∈ `(t), for all t ∈ I and v(t0) ∈ L0. The
order of an L0-root function v at t0, denoted by ord(v, L0, t0), is the smallest pos-
itive integer k such that the k-th derivative v(k)(t0) is not in L0. If v(k)(t0) ∈ L0

for every nonnegative integer k, we set ord(v, L0, t0) = +∞.

If v : I → V is a differentiable map such that v(t) ∈ `(t) for all t ∈ I and if
q : V → V/L0 denotes the quotient map, then ord(v, L0, t0) is precisely the order
of zero of the map q ◦ v at t0.

Given a positive integer k, the set of all L0-root functions v : I → V with
ord(v, L0, t0) ≥ k is clearly a subspace of the space of all V -valued differentiable
maps on I; thus:

Wk(`, L0, t0) =
{
v(t0) : v is an L0-root function of ` with ord(v, L0, t0) ≥ k

}
,

is a subspace of L0 ∩ `(t0). We call Wk(`, L0, t0) the k-th degeneracy space of `
with respect to L0 at t0. When `, L0 and t0 are given from the context, we write
Wk instead of Wk(`, L0, t0).

5.5.2. REMARK. If an interval J is a neighborhood of t0 in I then:

Wk(`, L0, t0) = Wk(`|J , L0, t0).

Namely, if v : J → V is a root function for `|J , there exists a root function ṽ :
I → V for ` that coincides with v in a neighborhood of t0 in J (see Exercise 5.16).
Clearly ord(v, L0, t0) = ord(ṽ, L0, t0).

Clearly:

Wk+1 ⊂Wk, k = 1, 2, . . . , W1 = L0 ∩ `(t0).

5.5.3. LEMMA. Let k be a positive integer, v : I → V , w : I → V be L0-root
functions for ` with ord(v, L0, t0) ≥ k, ord(w,L0, t0) ≥ k. Then:

ω
(
v(k)(t0), w(t0)

)
= ω

(
w(k)(t0), v(t0)

)
.

PROOF. Since v(t), w(t) ∈ `(t), we have:

ω
(
v(t), w(t)

)
= 0,

for all t ∈ I . Differentiating k times at t = t0, we get:

k∑
i=0

(
k
i

)
ω
(
v(k−i)(t0), w(i)(t0)

)
= 0.

If 0 < i < k, v(k−i)(t0) and w(i)(t0) are both in L0 and thus the i-th term in the
summation above vanishes; hence:

ω
(
v(k)(t0), w(t0)

)
+ ω

(
v(t0), w(k)(t0)

)
= 0. �
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5.5.4. COROLLARY. Let k be a positive integer, v1 : I → V , v2 : I → V L0-
root functions for ` with ord(v1, L0, t0) ≥ k, ord(v2, L0, t0) ≥ k, v1(t0) = v2(t0)
and w0 ∈Wk. Then:

ω
(
v

(k)
1 (t0), w0

)
= ω

(
v

(k)
2 (t0), w0

)
.

PROOF. Choose anL0-root functionw : I → V for `with ord(w,L0, t0) ≥ k;
applying Lemma 5.5.3 we get:

ω
(
v

(k)
1 (t0), w0

)
= ω

(
w(k)(t0), v1(t0)

)
= ω

(
w(k)(t0), v2(t0)

)
= ω

(
v

(k)
2 (t0), w0

)
.

�

5.5.5. DEFINITION. Given a positive integer k, the k-th degeneracy form of `
with respect to L0 at t0, `k(L0, t0) : Wk ×Wk → R, is defined by:

`k(L0, t0)(v0, w0) = ω
(
v(k)(t0), w0

)
,

for all v0, w0 ∈ Wk, where v : I → V is an arbitrary L0-root function for ` with
ord(v, L0, t0) ≥ k and v(t0) = v0.

It follows from Corollary 5.5.4 that the map `k(L0, t0) is well-defined. Clearly
`k(L0, t0) is bilinear and it follows from Lemma 5.5.3 that `k(L0, t0) is symmetric.
Again, when t0 and L0 are clear from the context, we write simply `k instead of
`k(L0, t0).

5.5.6. REMARK. The degeneracy forms at t0 are not changed when one re-
stricts ` to an interval J which is a neighborhood of t0 in I (see Remark 5.5.2).

5.5.7. PROPOSITION. Let t0 ∈ I be fixed and L1 be a Lagrangian subspace of
V which is complementary to L0. Assume that `(I) is contained2 in the domain of
the chart ϕL0,L1 : Λ0(L1) → Bsym(L0). Set B = ϕL0,L1 ◦ ` : I → Bsym(L0). For
any positive integer k, the k-th degeneracy space Wk(`, L0, t0) is equal to the k-th
degeneracy space Wk(B, t0) and the k-th degeneracy form `k(L0, t0) is equal to
the k-th degeneracy form Bk(t0).

PROOF. Set T = φL0,L1 ◦ ` : I → Lin(L0, L1), so that `(t) ⊂ V = L0 ⊕ L1

is the graph of the linear map T (t) : L0 → L1 and B(t) = ρL0,L1 ◦ T (t), for all
t ∈ I . Every differentiable map v : I → V satisfying v(t) ∈ `(t), for all t ∈ I , is
of the form:

(5.5.1) v(t) = u(t)︸︷︷︸
∈L0

+T (t)
(
u(t)

)︸ ︷︷ ︸
∈L1

, t ∈ I,

where u : I → L0 is a differentiable map. SinceB(t)
(
u(t)

)
= ρL0,L1

[
T (t)

(
u(t)

)]
and ρL0,L1 is an isomorphism, it follows that the order of zero at t0 of the maps
t 7→ B(t)

(
u(t)

)
and t 7→ T (t)

(
u(t)

)
coincide. Notice that v is an L0-root func-

tion for ` at t0 if and only if u is a root function for B at t0; namely, by (5.5.1),
v(t0) ∈ L0 if and only if T (t0)

(
u(t0)

)
= 0. In what follows, we assume that v is

an L0-root function for ` at t0.

2Notice that if L1 is any Lagrangian subspace of V complementary to L0 and to `(t0) then the
condition `(J) ⊂ Λ0(L1) holds for a sufficiently small neighborhood J of t0 in I . Restricting ` to
J does not change the degeneracy spaces and degeneracy forms at t0 (see Remarks 5.5.2 and 5.5.6).
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For each positive integer k, we differentiate (5.5.1) k times obtaining:

v(k)(t0) = u(k)(t0)︸ ︷︷ ︸
∈L0

+
dk

dtk
T (t)

(
u(t)

)∣∣∣
t=t0︸ ︷︷ ︸

∈L1

;

therefore, the smallest positive integer k with v(k)(t0) 6∈ L0 is equal to the smallest
positive integer k with dk

dtk
B(t)

(
u(t)

)∣∣
t=t0

6= 0, i.e.:

ord(v, L0, t0) = ord(u, t0).

Since T (t0)
(
u(t0)

)
= 0, we have v(t0) = u(t0) and thus:

Wk(`, L0, t0) = Wk(B, t0),

for every positive integer k. Now, if v : I → V is an L0-root function for ` at
t0 with ord(v, L0, t0) ≥ k, setting v0 = v(t0) and fixing w0 ∈ Wk(`, L0, t0) =
Wk(B, t0), we compute:

`k(v0, w0) = ω
(
v(k)(t0), w0

)
= ω

(
u(k)(t0)︸ ︷︷ ︸

∈L0

+ dk

dtk
T (t)

(
u(t)

)∣∣
t=t0

, w0︸︷︷︸
∈L0

)
= ω

(
dk

dtk
T (t)

(
u(t)

)∣∣
t=t0

, w0

)
= ρL0,L1

(
dk

dtk
T (t)

(
u(t)

)∣∣
t=t0

)
· w0

= dk

dtk
B(t)

(
u(t)

)∣∣
t=t0

· w0 = Bk
(
u(t0), w0

)
= Bk(v0, w0).

This concludes the proof. �

The following definition is analogous to Definition 4.3.12:

5.5.8. DEFINITION. The ground degeneracy of the curve ` with respect to L0

is defined by:
gdgL0

(`) = min
t∈I

dim
(
`(t) ∩ L0

)
.

An instant t ∈ I with dim
(
`(t) ∩ L0

)
> gdgL0

(`) will be called exceptional with
respect to L0.

Obviously, gdgL0
(`) > 0 if and only if the image of ` is contained in Λ≥1(L0).

If ` is real analytic, it follows easily from the result of Exercise 5.10, Propo-
sition 5.5.7, Lemma 4.3.13 and Proposition 4.3.14 that the exceptional instants of
` are isolated, that t0 ∈ I is not exceptional if and only if `k(L0, t0) = 0 for all
k ≥ 1 and that for any t0 ∈ I:

gdgL0
(`) = min

k≥1
dim

(
Wk(`, L0, t0)

)
.

5.5.9. THEOREM. If ` is real analytic then, for all a, b ∈ I with a < b:

(5.5.2)

µL0(`|[a,b]) = 1
2

∑
k≥1

sgn
(
`k(L0, a)

)
+

∑
t∈]a,b[

∑
k≥1

sgn
(
`2k−1(L0, t)

)
+ 1

2

∑
k≥1

[
sgn

(
`2k−1(L0, b)

)
− sgn

(
`2k(L0, b)

)]
.
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Notice that the second sum on the righthand side of (5.5.2) has only a finite
number of nonzero terms, namely, in that sum we can consider only the instants
t ∈ ]a, b[ that are exceptional with respect to L0.

PROOF OF THEOREM 5.5.9. Denoting byR(a, b) the righthand side of equal-
ity (5.5.2), it is easy to see that R(a, c) + R(c, b) = R(a, b), for c ∈ ]a, b[; since
µL0 is additive by concatenation, it suffices to prove equality (5.5.2) when `

(
[a, b]

)
is contained in the domain of a coordinate chart ϕL0,L1 . In this case, such equality
follows directly from Propositions 5.5.7 and 4.3.15 (recall (5.2.5)). �

The theory of partial signatures can be used to compute the Maslov index of a
pair (`1, `2) of real analytic curves. See Exercise 5.18 for details.

5.6. The Conley–Zehnder index

In this section we define a notion of Maslov index for continuous curves Φ :
[a, b] → Sp(V, ω) in the symplectic group of a given symplectic space (V, ω). The
key observation is that the graph of a symplectomorphism of V is a Lagrangian
subspace of (V ⊕V, ω̃) (see (5.4.1)). Observe that the dimension of the intersection
of the graph of a symplectomorphism with ∆ (see (5.4.3)) is equal to the geometric
multiplicity of the eigenvalue 1.

5.6.1. DEFINITION. Let Φ : [a, b] → Sp(V, ω) be a continuous curve. The
Conley–Zehnder index of Φ is defined by:

iCZ(Φ) = µ∆

(
Gr(Φ)

)
,

where Gr(Φ)(t) = Gr
(
Φ(t)

)
∈ Λ̃.

In what follows we want to establish a relation between the Conley–Zehnder
index of a curve Φ and the Maslov index of a curve:

β`0 ◦ Φ = Φ · `0
in the Lagrangian Grassmannian. To this aim, we will introduce the Hörmander
index of a four-tuple of Lagrangians, which is a map:

q : Λ × Λ × Λ × Λ → 1
2Z,

defined as follows. Given four Lagrangians L0, L1, L
′
0, L

′
1 ∈ Λ, we set:

(5.6.1) q(L0, L1;L′
0, L

′
1) = µL1(`) − µL0(`),

where ` : [a, b] → Λ is a continuous curve with `(a) = L′
0 and `(b) = L′

1.
We claim that the righthand side of (5.6.1) does not depend on the choice of `.
Namely, given continuous curves `1, `2 : [a, b] → Λ with `1(a) = `2(a) = L′

0

and `1(b) = `2(b) = L′
1 then the concatenation `1 · `−1

2 is a loop and therefore, by
Corollary 5.4.8, we have:

µL0(`1 · `−1
2 ) = µL1(`1 · `−1

2 );

hence:
µL0(`1) − µL0(`2) = µL1(`1) − µL1(`2),

proving the claim.
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5.6.2. LEMMA. Let Φ : [a, b] → Sp(V, ω) be a continuous curve and let
L0, L1, L

′
1 ∈ Λ(V, ω) be fixed. Then:

µL0

(
βL1 ◦ Φ

)
− µL0

(
βL′

1
◦ Φ

)
= q

(
L1, L

′
1; Φ(a)−1(L0),Φ(b)−1(L0)

)
.

PROOF. Using Proposition 5.4.5, Proposition 5.4.3 and part (b) of Proposi-
tion 5.4.2 we compute as follows:

µL0

(
βL1 ◦ Φ

)
= µ

(
Φ · L1, L0

)
= µ(L1,Φ−1 · L0) = −µ(Φ−1 · L0, L1)

= −µL1(Φ
−1 · L0).

Similarly,
µL0

(
βL′

1
◦ Φ

)
= −µL′

1
(Φ−1 · L0).

The conclusion follows from the definition of q. �

5.6.3. PROPOSITION. Let Φ : [a, b] → Sp(V, ω) be a continuous curve and
L0, `0 ∈ Λ(V, ω) be fixed. Then:

iCZ(Φ) + µL0

(
β`0 ◦ Φ

)
= q

(
∆, L0 ⊕ `0; Gr

(
Φ(a)−1

)
,Gr

(
Φ(b)−1

))
.

In particular, if Φ is a loop, then iCZ(Φ) = −µL0(β`0 ◦ Φ).

PROOF. We have Gr
(
Φ(t)

)
=

(
Id ⊕ Φ(t)

)
(∆) and therefore, using Proposi-

tion 5.4.5, part (b) of Proposition 5.4.2 and Proposition 5.4.3:

(5.6.2) iCZ(Φ) = µ∆

(
Gr(Φ)

)
= µ∆

(
(Id ⊕ Φ) · ∆

)
= µ

(
(Id ⊕ Φ) · ∆,∆

)
= µ

(
∆, (Id ⊕ Φ−1) · ∆

)
= −µ

(
Gr(Φ−1),∆

)
= −µ∆

(
Gr(Φ−1)

)
,

where (Id ⊕ Φ)(t) = Id ⊕ Φ(t). Moreover:

(5.6.3)
µL0(β`0 ◦Φ) = µ(β`0 ◦Φ, L0) = −µ(L0, β`0 ◦Φ) = −µ∆

(
(Id⊕Φ) ·(L0⊕`0)

)
= −µ

(
(Id ⊕ Φ) · (L0 ⊕ `0),∆

)
= −µ

(
L0 ⊕ `0, (Id ⊕ Φ−1) · ∆

)
= µ

(
Gr(Φ−1), L0 ⊕ `0

)
= µL0⊕`0

(
Gr(Φ−1)

)
.

The conclusion follows from the definition of q by adding (5.6.2) with (5.6.3) and
using Lemma 5.6.2. �

Exercises for Chapter 5

EXERCISE 5.1. Consider the space R2n endowed with its canonical symplec-
tic form ω; define an isomorphism O : R2n → R2n by O(x, y) = (x,−y), for all
x, y ∈ Rn. Show that O#(ω) = −ω and conclude that O induces a diffeomor-
phism of the Lagrangian Grassmannian Λ to itself. Show that the homomorphism:

O∗ : H1(Λ) −→ H1(Λ)

is equal to minus the identity map (compare with Remark 5.1.20).

EXERCISE 5.2. Let L0 ∈ Λ be a Lagrangian in the symplectic space (V, ω)
and let A : [a, b] → Sp(V, ω, L0), ` : [a, b] → Λ be continuous curves such that
`(a), `(b) ∈ Λ0(L0). Prove that the curve ˜̀= A ◦ ` : [a, b] → Λ is homologous to
` in H1(Λ,Λ0(L0)).

EXERCISE 5.3. Let L0 be a Lagrangian subspace of (V, ω) and let L1, ` :
[a, b] → Λ be curves such that:
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• L1(t) is transverse to L0 and to `(t) for all t ∈ [a, b];
• `(a) and `(b) are transverse to L0.

Show that the Maslov index µL0(`) of the curve ` is equal to:

µL0(`) = n+

(
ϕL0,L1(b)(`(b))

)
− n+

(
ϕL0,L1(a)(`(a))

)
.

EXERCISE 5.4. Let L0, L1, L2, L3 ∈ Λ be four Lagrangian subspaces of the
symplectic space (V, ω), with L0 ∩ L1 = L0 ∩ L2 = L0 ∩ L3 = L2 ∩ L3 = {0}.
Recall the definition of the map ρL0,L1 : L1 → L∗

0 given in (1.4.11), the definition
of pull-back of a bilinear form given in Definition 1.1.2 and the definition of the
chart ϕL0,L1 of Λ given in (2.5.3). Prove that the following identity holds:

ϕL0,L1(L3) − ϕL1,L0(L2) = (ρL0,L1)
#

(
ϕL0,L3(L2)−1

)
.

EXERCISE 5.5. As in Exercise 5.4, prove that the following identity holds:

n+

(
ϕL0,L3(L2)

)
= n+

(
ϕL1,L0(L3) − ϕL1,L0(L2)

)
.

EXERCISE 5.6. Let (L0, L1) be a Lagrangian decomposition of the symplectic
space (V, ω) and let ` : [a, b] → Λ be a continuous curve with endpoints in Λ0(L0).
Suppose that there exists a Lagrangian L∗ ∈ Λ such that Im(`) ⊂ Λ0(L∗). Prove
that the Maslov index µL0(`) is given by the following formula:

µL0(`) = n−
(
ϕL1,L0(`(b)) − ϕL1,L0(L∗)

)
− n−

(
ϕL1,L0(`(a)) − ϕL1,L0(L∗)

)
.

EXERCISE 5.7. Let L0 ∈ Λ be a Lagrangian subspace and µ a map that as-
sociates an integer number µ(`) to each continuous curve ` : [a, b] → Λ with
`(a), `(b) ∈ Λ0(L0). Assume that µ satisfies the properties (2) and (5) in the
statement of Lemma 5.1.13 and such that:

µ(`) = n+

(
ϕL0,L1(`(b))

)
− n+

(
ϕL0,L1(`(a))

)
,

for all L1 ∈ Λ0(L0) and every continuous curve ` : [a, b] → Λ0(L1) with
`(a), `(b) ∈ Λ0(L0). Show that µ = µL0 .

EXERCISE 5.8. Let V be a real finite dimensional vector space and B,B′ ∈
Bsym(V ) be symmetric bilinear forms. Show that:

1
2 sgn(B) − 1

2 sgn(B′) = n+(B) − n+(B′) + 1
2 dgn(B) − 1

2 dgn(B′).

EXERCISE 5.9. Show that the Maslov index defined in Section 5.2 changes
sign when the symplectic form changes sign.

EXERCISE 5.10. Show that, if ` : I → Λ is real analytic and L0 ∈ Λ then:

gdgL0
(`) = gdgL0

(`|J),
for every interval J ⊂ I .

EXERCISE 5.11. Define the following symplectic form ω in R4n:

ω
(
(v1, w1), (v2, w2)

)
= ω(v1, v2) − ω(w1, w2), v1, w1, v2, w2 ∈ R2n.

where ω is the canonical symplectic form of R2n. Prove that A ∈ Lin(R2n,R2n)
is a symplectomorphism of (R2n, ω) if and only if its graph Gr(A) is a Lagrangian
subspace of (R4n, ω). Show that the map Sp(2n,R) 3 A 7→ Gr(A) ∈ Λ(R4n, ω)
is a diffeomorphism onto an open subset.

EXERCISE 5.12. Prove that the set
{
T ∈ Sp(2n,R) : T (L0) ∩ L0 = {0}

}
is

an open dense subset of Sp(2n,R) with two connected components.
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EXERCISE 5.13. Define:

Γ+ =
{
T ∈ Sp(2n,R) : det(T − Id) > 0

}
;

Γ− =
{
T ∈ Sp(2n,R) : det(T − Id) < 0

}
.

Prove that Γ+ and Γ− are open and connected subsets of Sp(2n,R) (see Exer-
cise 5.15 for more properties of the sets Γ+ and Γ−).

EXERCISE 5.14. Consider the set:

E =
{
T ∈ Sp(2n,R) : det(T − Id) 6= 0, T (L0) ∩ L0 = {0}

}
.

Prove that E is a dense open subset of Sp(2n,R) having 2(n+ 1) connected com-

ponents. Prove that each connected component contains an element T =
(
A B
C D

)
with A = 0 and B in diagonal form.

EXERCISE 5.15. Recall from Exercise 5.13 the definition of the sets Γ+,Γ− ⊂
Sp(2n,R). Prove that A ∈ Γ+ ∪ Γ− if and only if Gr(A) is a Lagrangian in
Λ0(∆) ⊂ Λ(R4n, ω), where ∆ is the diagonal of R4n = R2n ⊕ R2n. Conclude
that any loop in Γ+ ∪ Γ− is homotopic to a constant in Sp(2n,R).

EXERCISE 5.16. Let (V, ω) be a symplectic space, L0 be a Lagrangian sub-
space of V and ` : I → Λ be a differentiable curve defined in an interval I ⊂ R.
If t0 ∈ I , an interval J is a neighborhood of t0 in I and v : J → V is an L0-root
function for `|J , show that there exists an L0-root function ṽ : I → V for ` that
coincides with v in a neighborhood of t0 in J .

EXERCISE 5.17. Let (V1, ω1), (V2, ω2) be symplectic spaces and let (V, ω) be
their direct sum (see Exercise 1.12). Let

s : Λ(V1) × Λ(V2) −→ Λ(V )

be the map defined in Exercise 2.11. Given L1 ∈ Λ(V1, ω1), L2 ∈ Λ(V2, ω2) and
continuous curves `1 : [a, b] → Λ(V1, ω1), `2 : [a, b] → Λ(V2, ω2), show that:

µL1⊕L2

(
s ◦ (`1, `2)

)
= µL1(`1) + µL2(`2).

EXERCISE 5.18. Let (V, ω) be a symplectic space and let `1, `2 : I → Λ be
differentiable curves; consider the corresponding curve γ = (`1, `2) in Λ̃ (recall
(5.4.2)). Let t0 ∈ I be fixed. Given a differentiable map (v1, v2) : I → V ⊕ V ,
show that:

(a) (v1, v2) is a ∆-root function for γ if and only if v1(t) ∈ `1(t), v2(t) ∈
`2(t), for all t ∈ I and v1(t0) = v2(t0);

(b) the order of a ∆-root function (v1, v2) is the least positive integer k such
that v(k)

1 (t0) 6= v
(k)
2 (t0);

(c) we have:

Wk(γ,∆, t0) =
{
(v, v) : v ∈Wk(γ, t0)

}
,

where:

Wk(γ, t0) =
{
v1(t0) : (v1, v2) a ∆-root function for γ with ord(v1, v2) ≥ k

}
;
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(d) the k-th degeneracy form γk(∆, t0) of γ with respect to ∆ at t0 is given
by:

γk(∆, t0)
(
(v0, v0), (w0, w0)

)
= ω

(
v

(k)
1 (t0) − v

(k)
2 (t0), w0

)
,

for all v0, w0 ∈ Wk(γ, t0), where (v1, v2) is a ∆-root function of γ at t0
with ord(v1, v2) ≥ k and v1(t0) = v2(t0) = v0.

EXERCISE 5.19. Prove the following identities for the Hörmander index:
(a) q(L0, L1;L′

0, L
′
1) = −q(L1, L0;L′

0, L
′
1);

(b) q(L0, L1;L′
0, L

′
1) = −q(L0, L1;L′

1, L
′
0);

(c) q(L0, L1;L′
0, L) + q(L0, L1;L,L′

1) = q(L0, L1;L′
0, L

′
1);

(d) q(L0, L1;L′
0, L

′
1) = −q(L′

0, L
′
1;L0, L1).

EXERCISE 5.20. Given a symplectic space (V, ω), the Kashiwara index:

q : Λ × Λ × Λ −→ 1
2Z

is defined by:
q(L0, L1, L2) = q(L0, L1;L2, L0),

for all L0, L1, L2 ∈ Λ. Show that:
(a) q(L0, L1;L′

0, L
′
1) = q(L0, L1, L

′
0) − q(L0, L1, L

′
1);

(b) q is antisymmetric;
(c) q(L2, L3, L4) − q(L1, L3, L4) + q(L1, L2, L4) − q(L1, L2, L3) = 0.

The identity in (c) says that q is a 2-cocycle in Λ relatively to Alexander–Spanier
cohomology theory.



APPENDIX A

Kato selection theorem

The purpose of this appendix is to show an important result known as Kato
selection theorem which says that one can find a real analytic orthonormal basis
of eigenvectors for a real analytic one parameter family of symmetric linear maps.
We recall that, given a real finite-dimensional vector space V , a map f : I → V
defined in an open interval I ⊂ R is said to be real analytic if for each t0 ∈ I there
exists a sequence (an)n≥0 in V such that:

f(t) =
+∞∑
n=0

an(t− t0)n,

for all t in an open neighborhood of t0 in I . The convergence of the power series
above is meant relatively to an arbitrarily chosen norm in V (recall that all norms
in a finite-dimensional vector space are equivalent).

A.1. THEOREM (Kato selection theorem). Let V be a real n dimensional vec-
tor space endowed with an inner product 〈·, ·〉 and T : I → Lin(V ) be a real
analytic map defined in an open interval I ⊂ R. Assume that the linear map T (t)
is symmetric, for all t ∈ I . Then, for each t0 ∈ I , there exist real analytic maps
eα : ]t0 − ε, t0 + ε[ → V , Λα : ]t0 − ε, t0 + ε[ → R, α = 1, . . . , n, defined in an
open neighborhood of t0 in I such that

(
eα(t)

)n
α=1

is an orthonormal basis of V
and T (t)eα(t) = Λα(t)eα(t), α = 1, . . . , n, for all t ∈ ]t0 − ε, t0 + ε[.

For the proof of Kato selection theorem we need to consider a holomorphic
extension of T to a neighborhood of t0 in the complex plane and we will apply
techniques of basic complex analysis and of covering maps.

In the remainder of the appendix, all vector spaces are assumed to be finite-
dimensional and complex unless a different assumption is explicitly stated. When
dealing with complex numbers, we will denote by i the imaginary unit (observe
that the symbol “i” will be used for other purposes, such as indexing summations).

A.1. Algebraic preliminaries

Given a vector space V , the set F(V,C) of all complex-valued maps on V is
a complex algebra endowed with the operations of pointwise addition and mul-
tiplication. The set Lin(V,C) of linear functionals on V is a vector subspace of
F(V,C), but not a subalgebra.

A.1.1. DEFINITION. The subalgebra P(V) of F(V,C) spanned by Lin(V,C)
is called the algebra of polynomials on V . A map p : V → C is called a polynomial
if it belongs to P(V).

If we choose a basis and identify V with Cn then P(V) is identified with the
standard algebra of polynomials in n variables with complex coefficients (see Ex-
ercise A.1).

157
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A.1.2. DEFINITION. Given vector spaces V , W , a map p : V → W is called a
polynomial if for every linear functional α : W → C the map α◦p is a polynomial.
The set of all polynomials from V to W is denoted by P(V,W).

If we choose a basis and identify W with Cm then a map p : V → W is poly-
nomial if and only if its m coordinate maps are polynomials (see Exercise A.2).

Given a nonzero polynomial p ∈ P(C) then, by the result of Exercise A.1,
there exists a natural number n and complex numbers c0, . . . , cn ∈ C, with cn 6= 0
and:

(A.1.1) p(z) =
n∑
i=0

ciz
i,

for all z ∈ C. Such numbers (the coefficients of p) are uniquely determined by p
and the natural number n is called the degree of p and is denoted by ∂p. We take as
convention that the degree of the zero polynomial is −∞. The number cn is called
the leading coefficient of p; a polynomial whose leading coefficient is equal to 1 is
called monic. For any integer n, set:

Pn(C) =
{
p ∈ P(C) : ∂p ≤ n

}
;

if n ≥ −1, Pn(C) is an (n + 1)-dimensional vector subspace of P(C). Clearly
∂(pq) = ∂p+ ∂q, for all p, q ∈ P(C).

By the fundamental theorem of algebra, a polynomial p of degree n ≥ 0 can
be written as:

(A.1.2) p(z) = c(z − α1)r1 · · · (z − αk)rk , z ∈ C,

where α1, . . . , αk ∈ C are pairwise distinct complex numbers, c is a nonzero com-
plex number and r1, . . . , rk are positive integers with r1 + · · · + rk = n. Clearly
p−1(0) = {α1, . . . , αk}. The elements of p−1(0) are called the roots of p; the
positive integer ri is the multiplicity of the root αi. We set #p = k, i.e., #p is the
number of (distinct) roots of p.

We are interested in determining algebraic relations among the coefficients of
a polynomial p ∈ P(C) that enable the computation of #p. More specifically, we
will prove the following:

A.1.3. PROPOSITION. Given natural numbers1 n, k, there exists a polynomial:

Q : Pn(C) −→ C(n+k
2k+1)

with the property that, for every p ∈ P(C) with ∂p = n, we have:

#p ≤ k ⇐⇒ Q(p) = 0.

To prove Proposition A.1.3 we need the notion of derivative of a complex poly-
nomial and of greatest common divisor (gcd) of two polynomials. The derivative
p′ of a polynomial p ∈ P(C) is defined in such a way that P(C) 3 p 7→ p′ ∈ P(C)
is the unique linear map that sends the polynomial z 7→ zn to the polynomial
z 7→ nzn−1, for every natural number n. Clearly, if p is given by (A.1.1) then:

p′(z) =
n∑
i=1

iciz
i−1,

1“Natural number” means “nonnegative integer number”. Binomial coefficients
(

m
n

)
are under-

stood to be zero when n > m or when n < 0.
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for all z ∈ C. Given polynomials p, q ∈ P(C), the Leibniz rule:

(pq)′ = p′q + pq′,

holds. Using the Leibniz rule it is easily seen that if α ∈ C is a root of a nonzero
polynomial p whose multiplicity is r ≥ 1 then α is a root of p′ whose multiplicity
if r−1 (where it should be understood that “α is a root of multiplicity zero” means
that α is not a root).

Given p, q ∈ P(C) we say that p divides q and write p | q when there exists
r ∈ P(C) such that q = pr. The algebra P(C) is well-known to be a unique
factorization domain so that given p, q ∈ P(C) there exists a polynomial d such
that d | p, d | q and given any other f ∈ P(C) with f | p and f | q then
f | d. If p 6= 0 or q 6= 0 then there exists a unique monic polynomial d with such
property and we denote it by gcd(p, q). When gcd(p, q) = 1 we say that p and q
are relatively prime. If p = p0 gcd(p, q) and q = q0 gcd(p, q) then p0 and q0 are
relatively prime. Moreover, if p divides q1q2 and gcd(p, q1) = 1 then p divides q2.

A.1.4. LEMMA. If p ∈ P(C) is a nonzero polynomial then:

#p = ∂p− ∂ gcd(p, p′).

PROOF. If p is given by (A.1.2) then p′ is given by:

p′(z) = (z − α1)r1−1 · · · (z − αk)rk−1q(z), z ∈ C,

where q(αi) 6= 0, i = 1, . . . , k. Clearly:

gcd(p, p′)(z) = (z − α1)r1−1 · · · (z − αk)rk−1, z ∈ C,

and the conclusion follows. �

A.1.5. LEMMA. Let p, q ∈ P(C) be nonzero polynomials, l be an integer
number and set n = ∂p, m = ∂q. Consider the linear map:

T(p,q) : Pn−l(C) ⊕ Pm−l(C) 3 (p1, q1) 7−→ p1q − pq1 ∈ Pn+m−l(C).

We have:
∂ gcd(p, q) ≥ l ⇐⇒ T(p,q) is not injective.

PROOF. If ∂ gcd(p, q) ≥ l, we write p = p1 gcd(p, q), q = q1 gcd(p, q) with
∂p1 ≤ n − l and ∂q1 ≤ m − l. Then (p1, q1) is a nonzero element in the kernel
of T(p,q). Conversely, let (p1, q1) be a nonzero element in the kernel of T(p,q),
so that p1q = pq1; observe that p1 6= 0 and q1 6= 0. Write p = p0 gcd(p, q),
q = q0 gcd(p, q), so that p0 and q0 are relatively prime. We have:

p1q0 gcd(p, q) = p0q1 gcd(p, q)

and therefore p1q0 = p0q1. Then p0 divides p1q0 and thus it also divides p1. This
implies:

n− ∂ gcd(p, q) = ∂p0 ≤ ∂p1 ≤ n− l.

The conclusion follows. �

A.1.6. LEMMA. Let V , W be vector spaces with dim(V) = m, dim(W) = n.
There exists a polynomial:

M : Lin(V,W) −→ C(n
m)

such that, for all T ∈ Lin(V,W), M(T ) 6= 0 if and only T is injective.
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PROOF. Choose bases for V and W and denote by [T ] the n × m complex
matrix that represents a linear map T : V → W with respect to such bases. Given
a subset s of {1, . . . , n} having m elements, denote by Ms(T ) the determinant of
the m ×m matrix obtained from [T ] by collecting the columns whose number is
in s. Clearly, Ms : Lin(V,W) → C is a polynomial and T is injective if and only
if there exists s with Ms(T ) 6= 0. The map M is obtained by putting together all
the

(
n
m

)
maps Ms. �

A.1.7. COROLLARY. Given natural numbers m, n and an integer number l,
there exists a polynomial:

R : Pn(C) ⊕ Pm(C) −→ C( n+m−l+1
n+m−2l+2)

such that for all p, q ∈ P(C) with ∂p = n and ∂q = m, we have:

∂ gcd(p, q) ≥ l ⇐⇒ R(p, q) = 0.

PROOF. Set V = Pn−l(C) ⊕ Qm−l(C), W = Pn+m−l(C) and consider the
polynomial:

M : Lin(V,W) −→ C( n+m−l+1
n+m−2l+2)

given by Lemma A.1.6. The map:

T : Pn(C) ⊕ Pm(C) 3 (p, q) 7−→ T(p,q) ∈ Lin(V,W)

defined in Lemma A.1.5 is linear. The desired polynomialR is given byM ◦T . �

PROOF OF PROPOSITION A.1.3. The case n = 0 is trivial, so assume n ≥ 1.
Set m = n − 1, l = n − k. Consider the polynomial R defined given by Corol-
lary A.1.7. Keeping in mind Lemma A.1.4, we see that the desired polynomial Q
is given by the composition of R with the linear map:

Pn(C) 3 p 7−→ (p, p′) ∈ Pn(C) ⊕ Pn−1(C). �

A.2. Polynomials, roots and covering maps

It is convenient to introduce the following notation: let Z : C → C denote the
identity map. Then, the polynomial given in (A.1.1) is equal to

∑n
i=0 ciZ

i.
Let k, n be natural numbers and r = (r1, . . . , rk) be a k-tuple of positive

integers with
∑k

i=1 ri = n. We consider the map:

φr : Ck∗ 3 (α1, . . . , αk) 7−→
k∏
i=1

(Z − αi)ri ∈ Pn(C),

where:
Ck∗ =

{
(α1, . . . , αk) ∈ Ck : αi 6= αj for i 6= j

}
is the open subset of Ck consist of k-tuples of pairwise distinct complex numbers.

We introduce some basic terminology from the theory of holomorphic func-
tions of several variables. If V is a complex vector space then a subset S of V
is called a complex submanifold if it is an embedded submanifold (in the sense
defined in Section 2.1) of the realification of V (see Section 1.2) and if TxS is a
complex subspace of V , for all x ∈ S. If V , V ′ are complex vector spaces and
S ⊂ V , S′ ⊂ V ′ are complex submanifolds then a map f : S → S′ is said to be
holomorphic if it is differentiable (in the sense of Section 2.1) and if the R-linear
map dfx : TxS → Tf(x)S

′ is C-linear.
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If A is an open subset of C and f : A→ V is a holomorphic function we set:

f ′(z) = df(z) · 1 ∈ V,

for all z ∈ A and we call f ′(z) the derivative of f at z. Clearly, df(z)·h = f ′(z)h,
for all z ∈ A, h ∈ C.

The composition of holomorphic maps is holomorphic and the inverse of a
holomorphic diffeomorphism is also holomorphic. It is also easy to see that if V ,
W are complex vector spaces then every polynomial p : V → W is holomorphic.

Our goal is to prove the following:

A.2.1. PROPOSITION. The subset φr(Ck∗) is a complex submanifold of Pn(C)
and φr : Ck∗ → φr(Ck∗) is a holomorphic local diffeomorphism and a covering
map.

Towards this goal, we prove some lemmas.

A.2.2. LEMMA. The map φr is a holomorphic immersion.

PROOF. The map φr is the restriction to Ck∗ of a polynomial and it is therefore
holomorphic. We will compute the differential of φr using the following trick:
given z ∈ C, the map evalz : P(C) 3 p 7→ p(z) ∈ C is linear and therefore:

d(evalz ◦ φr)(α) = evalz ◦ dφr(α),

for all α ∈ Ck∗ . The differential of evalz ◦ φr is easily computed as:

d(evalz ◦ φr)(α) · β =
k∑
i=1

( ∏
j 6=i

(z − αj)rj
)
ri(z − αi)ri−1βi,

for all α ∈ Ck∗ , β ∈ Ck. Thus:

dφr(α) · β =
( k∏
i=1

(Z − αi)ri−1
) k∑
i=1

[
riβi

( ∏
j 6=i

(Z − αj)
)]
,

for all α ∈ Ck∗ , β ∈ Ck. In order to show that φr is an immersion, let α ∈ Ck∗ be
fixed and assume that β ∈ Ck is in the kernel of dφr(α). Then (since P(C) has no
divisors of zero!):

k∑
i=1

[
riβi

( ∏
j 6=i

(Z − αj)
)]

= 0.

By evaluating the polynomial above at α1, . . . , αk we get β1 = 0, . . . , βk = 0.
This concludes the proof. �

Define a norm on Pn(C) by setting:

(A.2.1) ‖p‖ =
n∑
i=0

|ai|,

where p(z) =
∑n

i=0 aiz
i.

A.2.3. LEMMA. If ζ ∈ C is a root of a complex monic polynomial p ∈ Pn(C)
of degree n then:

|ζ| ≤ ‖p‖.
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PROOF. Write p(z) = zn +
∑n−1

i=0 aiz
i. Let ζ be root of p. Since ‖p‖ ≥ 1, we

may assume that |ζ| > 1. We have:

1 +
n−1∑
i=0

ai
ζn−i

= 0.

Thus:
1
|ζ|

n−1∑
i=0

|ai| ≥
∣∣∣ n−1∑
i=0

ai
ζn−i

∣∣∣ = 1.

This concludes the proof. �

Given topological spaces X , Y and a map f : X → Y , we say that f is proper
if f is continuous and f−1(K) is a compact subspace of X , for every compact
subspace K of Y .

A.2.4. COROLLARY. The inverse image by φr of a bounded subset of Pn(C)
is bounded. Moreover, the map φr : Ck∗ → φr(Ck∗) is proper.

PROOF. The first part of the statement follows directly from Lemma A.2.3 by
observing that the image of φr contains only monic polynomials. Now let K be
a compact subspace of φr(Ck∗). Then φ−1

r (K) is bounded. Moreover, φ−1
r (K) is

obviously closed in Ck∗ , but to ensure compactness we need to show that φ−1
r (K)

is closed in Ck. To this aim, let Φr : Ck → Pn(C) denote the extension of φr
to Ck which is given by the same expression that defines φr. Given α, β ∈ Ck

with Φr(α) = Φr(β) and α ∈ Ck∗ then clearly β is also in Ck∗ . This implies that
φ−1
r (K) = Φ−1

r (K) and obviously Φ−1
r (K) is closed in Ck. �

Under reasonable assumptions for the topological spaces X and Y , every
proper map f : X → Y is closed (i.e., carries closed subsets of X to closed
subsets of Y ). See Exercise A.12 for details.

A.2.5. COROLLARY. The map φr : Ck∗ → φr(Ck∗) is closed. �

Let Sk denote the group of all bijections of {1, . . . , k}. Given σ ∈ Sk we
consider the complex linear isomorphism σ∗ : Ck → Ck defined by:

σ∗(α1, . . . , αk) = (ασ(1), . . . , ασ(k)),

for all (α1, . . . , αk) ∈ Ck. Clearly σ∗ maps Ck∗ onto Ck∗ and (σ ◦ τ)∗ = τ∗ ◦ σ∗,
for all σ, τ ∈ Sk. Let:

G =
{
σ ∈ Sk : rσ(i) = ri, i = 1, . . . , k

}
,

so that G is a subgroup2 of Sk. The following result is very simple:

A.2.6. LEMMA. For all σ ∈ G, φr ◦ σ∗ = φr. Moreover, if α, α′ ∈ Ck∗ and
φr(α) = φr(α′) then there exists σ ∈ G with α′ = σ∗(α). �

A.2.7. COROLLARY. If U is a subset of Ck∗ then:

φ−1
r

(
φr(U)

)
=

⋃
σ∈G

σ∗(U). �

2The map σ → σ∗ is an effective right (linear) action of the group Sk on the vector space Ck

and G is the isotropy subgroup of r.
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A.2.8. LEMMA. The map φr : Ck∗ → φr(Ck∗) is open, i.e., if U is open in Ck∗
then φr(U) is open in φr(Ck∗).

PROOF. Let U be an open subset of Ck∗ . By Corollary A.2.5 and the result of
Exercise A.13, the set φr(U) is open in φr(Ck∗) if and only if φ−1

r

(
φr(U)

)
is open

in Ck∗ . But this follows directly from Corollary A.2.7. �

A.2.9. COROLLARY. The set φr(Ck∗) is a complex submanifold of Pn(C) and
the map φr : Ck∗ → φr(Ck∗) is a holomorphic local diffeomorphism.

PROOF. It follows directly from Lemmas A.2.2 and A.2.8, and from the result
of Exercise 2.5. �

We are finally ready for:

PROOF OF PROPOSITION A.2.1. Because of Corollary A.2.9, it only remains
to show that φr is a covering map. Since, for all p ∈ φr(Ck∗), the number of
elements of φ−1

r (p) is equal to the cardinality of the group G, this follows from
Corollary A.2.5 and from the result of Exercise 3.20. �

A.3. Multiplicity of roots as line integrals

We will need a version of Cauchy integral formula from elementary complex
analysis. In the following, if D denotes the closed disk of center a ∈ C and radius
r > 0 then line integrals over ∂D should be understood as line integrals over
[0, 2π] 3 t 7→ a+ reit ∈ C. We have the following:

A.3.1. THEOREM (Cauchy integral formula). Let A be an open subset of C, V
be a complex vector space and f : A → V be a holomorphic function. If D is a
closed disk contained in A then the line integral:∮

∂D

f(z)
z − a

dz

is equal to 2πif(a) if a is in the interior of D and it is equal to zero if a is not in
D.

PROOF. When V = C this is a classical theorem from elementary complex
analysis. The general case can be reduced to the case V = C by choosing a basis
for V and computing the line integral coordinatewise (see Exercises A.14 and A.15
for details on line integration of vector valued maps). �

A.3.2. COROLLARY (Cauchy integral theorem). LetA be an open subset of C,
V be a complex vector space and f : A → V be a holomorphic function. If D is a
closed disk contained in A then

∮
∂D f = 0.

PROOF. Let a be a point in the interior of D and apply Theorem A.3.1 to the
map z 7→ f(z)(z − a). �

A.3.3. COROLLARY. Let p : C → C be a nonzero polynomial and let D be a
closed disk on the complex plane such that p has no roots on the boundary of D.
Then:

1
2πi

∮
∂D

p′

p
is equal to the sum of the multiplicities of the roots of p that are in the interior of
D.
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PROOF. Write p(z) = c(z−α1)r1 · · · (z−αk)rk , where r1, . . . rk are positive
integers, α1, . . . , αk are distinct complex numbers and c is a nonzero complex
number. Then:

p′(z)
p(z)

=
r1

z − α1
+ · · · + rk

z − αk
.

By Theorem A.3.1 (with f = 1), the integral
∮
∂D

1
z−αi

dz is equal to 2πi if αi
is in the interior of D and is equal to zero if αi is not in D. This concludes the
proof. �

We denote by P(n,k) the set of monic polynomials p ∈ P(C) having degree n
and exactly k distinct roots:

P(n,k) =
{
p ∈ P(C) : p is monic, ∂p = n and #p = k

}
.

Obviously:

(A.3.1) P(n,k) =
⋃
r

φr(Ck∗),

where r runs over the set of all k-tuples of positive integers r1, . . . , rk with∑k
i=1 ri = n and r1 ≤ · · · ≤ rk. The union above is clearly disjoint. Our goal in

this section is to prove the following:

A.3.4. PROPOSITION. If r = (r1, . . . , rk) is a k-tuple of positive integers with∑k
i=1 ri = n then φr(Ck∗) is open in P(n,k).

In order to prove Proposition A.3.4, we need a couple of preparatory lemmas.
Let us recall that a finite-dimensional (real or complex) vector space has a canonical
topology which is induced by an arbitrary norm. In what follows, the spaces Pn(C)
are assumed to be endowed with such topology.

A.3.5. LEMMA. If a sequence (pi)i≥1 in Pn(C) converges to p ∈ Pn(C) then,
for every compact subset K of C, the sequence of maps

(
pi|K

)
i≥1

converges uni-
formly to p|K .

PROOF. Consider Pn(C) endowed with the norm:

‖q‖ =
n∑
i=0

|ai|,

where q(z) =
∑n

i=0 aiz
i. If M ≥ 1 is such that |z| ≤ M for all z ∈ K then it is

easily seen that:
sup
z∈K

|q(z)| ≤Mn‖q‖,

for all q ∈ Pn(C) and, in particular, setting q = pi − p, we get:

sup
z∈K

|pi(z) − p(z)| ≤Mn‖pi − p‖,

for all i ≥ 1. This concludes the proof. �

A.3.6. COROLLARY. If a sequence (pi)i≥1 in Pn(C) converges to p ∈ Pn(C)
and if K is a compact subset of C on which p has no roots then pi has no root in
K for i sufficiently large and:

p′i
pi

∣∣∣
K

uniformly−−−−−−→ p′

p

∣∣∣
K
.
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PROOF. It follows from Lemma A.3.5 and the result of Exercise A.19, keeping
in mind that the linear map Pn(C) 3 q 7→ q′ ∈ Pn−1(C) is continuous. �

PROOF OF PROPOSITION A.3.4. It suffices to show that if a sequence (pi)i≥1

in P(n,k) converges to some p ∈ φr(Ck∗) then pi is in φr(Ck∗), for i sufficiently
large. Write:

p(z) = (z − α1)r1 · · · (z − αk)rk , z ∈ C,

where α1, . . . , αk are distinct complex numbers. LetD1, . . . , Dk be disjoint closed
disks centered at α1, . . . , αk, respectively. By Corollary A.3.6 and the result of
Exercise A.17, pi has no roots in ∂Dj for i sufficiently large and:

lim
i→∞

1
2πi

∮
∂Dj

p′i
pi

=
∮
∂Dj

p′

p
.

It then follows from Corollary A.3.3 that, for i sufficiently large:

1
2πi

∮
∂Dj

p′i
pi

= rj ,

for all j = 1, . . . , k, i.e., the sum of the multiplicities of the roots of pi in the
interior of Dj is equal to rj . In particular, since rj ≥ 1, pi has at least one root
in Dj , for all j = 1, . . . , k; but pi has exactly k distinct roots and therefore, for
each j = 1, . . . , k, pi has exactly one root in Dj having multiplicity rj . Hence
pi ∈ φr(Ck∗), for i sufficiently large. �

A.4. Eigenprojections and line integrals

We start by recalling some terminology and some elementary result of linear
algebra.

If V is a vector space, T : V → V is a linear map, we denote by:

spc(T ) =
{
λ ∈ C : det(λId − T ) = 0

}
the spectrum of T . Given an eigenvalue λ ∈ spc(T ) of T , we define the general-
ized eigenspace of T with respect to λ by setting:

Kλ(T ) =
∞⋃
i=1

Ker(T − λId)i.

The subspace Kλ(T ) is invariant under T and its dimension is equal to the alge-
braic multiplicity mul(λ) of the eigenvalue λ. The restriction of T to Kλ(T ) is
equal the sum of λId with a nilpotent linear map:

(λId − T |Kλ(T ))
mul(λ) = 0;

therefore, λ is the only eigenvalue of such restriction. Moreover, since C is alge-
braically closed:

V =
⊕

λ∈spc(T )

Kλ(T ).

Given λ ∈ spc(T ), we denote by Pλ(T ) : V → V the projection onto Kλ(T )
relative to the direct sum decomposition above. We call Pλ(T ) the eigenprojection
of T with respect to λ.

Eigenprojections can be written in terms of complex line integrals and shown
in the following:
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A.4.1. PROPOSITION. Let T : V → V be a linear map on a vector space V
and λ be an eigenvalue of T . If D is a closed disk in C containing λ in its interior
and containing no other eigenvalue of T then:

Pλ(T ) =
1

2πi

∮
∂D

(zId − T )−1 dz.

A.4.2. REMARK. If a linear map-valued curveA : [a, b] → Lin(V) is Riemann
integrable and if W is a subspace of V which isA(t)-invariant for all t ∈ [a, b] then
W is also invariant by the linear map

∫ b
a A. Moreover:∫ b

a
A(t)|W dt =

( ∫ b

a
A(t) dt

)∣∣∣
W

∈ Lin(W).

This follows from the result of Exercise A.14 (parts (iii) and (iv)) by observing
that:

LinW(V) =
{
T ∈ Lin(V) : T (W) ⊂ W

}
is a subspace of Lin(V) and that the map LinW(V) 3 T 7→ T |W ∈ Lin(W) is
linear. These observations carry over to the case of line integrals.

PROOF OF PROPOSITION A.4.1. Set:

I =
1

2πi

∮
∂D

(zId − T )−1 dz

and let µ ∈ spc(T ). Since the generalized eigenspace Kµ(T ) is invariant under
the map (zId− T )−1, for all z ∈ ∂D, it follows from Remark A.4.2 that Kµ(T ) is
also invariant under I and that:

(A.4.1) I|Kµ(T ) =
1

2πi

∮
∂D

(zId − Tµ)−1 dz,

where Tµ denotes the restriction of T to Kµ(T ). A proof of the thesis is obtained
by showing that I|Kµ(T ) = 0 if µ 6= λ and that I|Kλ(T ) is the identity. Since µ is
the only eigenvalue of Tµ, the map (see Exercise A.4):

C \ {µ} 3 z 7−→ (zId − Tµ)−1 ∈ Lin
(
Kµ(T )

)
is holomorphic. For µ 6= λ, D is contained in C \ {µ} and therefore the integral
on the righthand side of (A.4.1) vanishes by the Cauchy integral theorem (Corol-
lary A.3.2). Now let us compute the righthand side of (A.4.1) in the case µ = λ.
Write Tλ = λId +N , where N ∈ Lin

(
Kλ(T )

)
is nilpotent, say Nm = 0. For any

z 6= λ, we have:

(zId − Tλ)−1 =
(
(z − λ)Id −N

)−1 =
1

z − λ

(
Id − N

z − λ

)−1

=
1

z − λ

(
Id +

m−1∑
i=1

N i

(z − λ)i
)
.

Then: ∮
∂D

(zId − Tλ)−1 dz = Id
∮
∂D

dz
z − λ

+
m−1∑
i=1

N i

∮
∂D

dz
(z − λ)i+1

.
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Recalling that: ∮
∂D

dz
(z − λ)i+1

=

{
2πi, if i = 0,
0, if i ≥ 1,

the thesis is obtained. �

As a consequence of Proposition A.4.1 we have an estimate on the norm of the
projection Pλ that will be used later.

A.4.3. COROLLARY. Let V be an n-dimensional vector space. Choose a basis
for V and consider the norm on Lin(V) defined by:

‖T‖ = max
i,j=1,...,n

|aij |,

for all T ∈ Lin(V), where (aij)n×n denotes the matrix that represents T with
respect to the chosen basis. Given T ∈ Lin(V) and an eigenvalue λ of T , then:

‖Pλ(T )‖ ≤ (n− 1)!
Rn−1

(|λ| +R+ ‖T‖)n−1,

where:
R = 1

2 min
{
|µ− λ| : µ ∈ spc(T ) \ {λ}

}
.

PROOF. Let D denote the closed disk centered at λ with radius R. Using
Proposition A.4.1 and the result of Exercises A.16 and A.20, we get:

‖Pλ(T )‖ ≤ R(n− 1)! sup
z∈∂D

‖zId − T‖n−1

|det(zId − T )|
.

Observe that, for all z ∈ ∂D, |z| ≤ |λ| +R and thus:

‖zId − T‖ ≤ |z| + ‖T‖ ≤ |λ| +R+ ‖T‖.

To conclude the proof, it suffices to show that:

|det(zId − T )| ≥ Rn.

To this aim, note that:

det(zId − T ) =
∏

µ∈spc(T )

(z − µ)mul(µ),

where mul(µ) denotes the algebraic multiplicity of µ. Now, if µ is an eigenvalue
of T , we have:

|z − µ| ≥ R,

for all z ∈ ∂D. The conclusion follows. �

A.5. One-parameter holomorphic families of linear maps

Let V be an n-dimensional vector space and consider the map:

char : Lin(V) −→ Pn(C)

that associates to each linear map T ∈ Lin(V) its characteristic polynomial:

char(T )(z) = det(zId − T ).

It is easy to see that the map char is itself a polynomial and, in particular, it is
holomorphic.
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Throughout the rest of the section, T : A→ Lin(V) will denote a holomorphic
map defined in an open subset A of C. Obviously, the map char ◦ T : A→ Pn(C)
is holomorphic.

A.5.1. LEMMA. Assume that A is non empty and connected; set:

(A.5.1) k = max
ζ∈A

#char
(
T (ζ)

)
.

Then the set:

(A.5.2)
{
ζ ∈ A : #char

(
T (ζ)

)
< k

}
is discrete and closed in A (or, equivalently, it has no limit points in A).

PROOF. By Proposition A.1.3, there exists a polynomial Q such that:

#p ≤ k − 1 ⇐⇒ Q(p) = 0,

for every p ∈ Pn(C) with ∂p = n. The set (A.5.2) is therefore the set of zeroes
of the nonzero holomorphic function Q ◦ char ◦ T . The conclusion follows (see
Exercise A.7). �

A.5.2. LEMMA. If A is connected and #char
(
T (ζ)

)
= k for all ζ ∈ A then

there exists a k-tuple of positive integers r = (r1, . . . , rk) such that:

char
(
T (A)

)
⊂ φr(Ck∗).

PROOF. We have char
(
T (A)

)
⊂ Pn,k and therefore we have a disjoint union

(recall (A.3.1)):
A =

⋃
r

(char ◦ T )−1
(
φr(Ck∗)

)
,

where r runs over all k-tuples of positive integers (r1, . . . , rk) with
∑k

i=1 ri = n
and r1 ≤ · · · ≤ rk. By Proposition A.3.4, each term in the disjoint union above is
open in A. The conclusion follows from the connectedness of A. �

A.5.3. LEMMA. Assume that there exists a positive integer k and a holomor-
phic map λ = (λ1, . . . , λk) : A→ Ck∗ such that:

(A.5.3) spc
(
T (ζ)

)
=

{
λ1(ζ), . . . , λk(ζ)

}
,

for all ζ ∈ A. Then, for all i = 1, . . . , k, the map:

Pi : A 3 ζ 7−→ Pλi(ζ)

(
T (ζ)

)
∈ Lin(V)

is holomorphic.

PROOF. Let ζ0 ∈ A be fixed and choose R > 0 such that the closed disk D
of center λi(ζ0) and radius R intercepts spc

(
T (ζ0)

)
only at λi(ζ0). By continuity,

for ζ in a neighborhood of ζ0, we have that λi(ζ) is in the interior of D and that:

spc
(
T (ζ)

)
∩D =

{
λi(ζ)

}
.

Thus, by Proposition A.4.1:

Pi(ζ) =
1

2πi

∮
∂D

(
zId − T (ζ)

)−1 dz,

for all ζ in a neighborhood of ζ0. The conclusion follows from the fact that the
integrand above is continuous in (z, ζ) and holomorphic in ζ (see Exercise A.18).

�



A.5. ONE-PARAMETER HOLOMORPHIC FAMILIES OF LINEAR MAPS 169

We will need the following elementary result from the theory of holomorphic
functions of one variable:

A.5.4. LEMMA (removable singularity). Let ζ0 ∈ A and f : A \ {ζ0} → V
be a holomorphic function. If f is bounded near ζ0 then f admits a holomorphic
extension to A.

PROOF. When V = C this is a classical theorem from elementary complex
analysis. The general case can be reduced to the case V = C by choosing a basis
for V and applying the classical theorem to each coordinate of f . �

A.5.5. LEMMA. Assume that there exists a positive integer k, a point ζ0 ∈ A
and a holomorphic map λ : A \ {ζ0} → Ck∗ such that (A.5.3) holds, for all ζ ∈
A\{ζ0}. For i = 1, . . . , k, consider the holomorphic map Pi : A\{ζ0} → Lin(V)
defined in Lemma A.5.3. Then:

(a) the map λ is bounded near ζ0 (and, therefore, by Lemma A.5.4, it admits
a holomorphic Ck-valued extension to A);

(b) for all i = 1, . . . , k, there exists a positive integer m such that the map
ζ 7→ Pi(ζ)(ζ − ζ0)m is bounded3 near ζ0.

PROOF. Lemma A.2.3 gives us the inequality:

|λi(ζ)| ≤
∥∥char

(
T (ζ)

)∥∥,
for all i = 1, . . . , k and all ζ ∈ A \ {ζ0}, where the norm considered in Pn(C)
is defined in (A.2.1). Part (a) follows. By Lemma A.5.4, the map λ admits a
holomorphic extension to A which will still be denoted by λ.

To prove part (b), we use Corollary A.4.3. Let i = 1, . . . , k be fixed and set:

R(ζ) = 1
2 min

{
|λi(ζ) − λj(ζ)| : j = 1, . . . , k, j 6= i

}
.

For ζ ∈ A \ {ζ0}, we have:

‖Pi(ζ)‖ ≤ (n− 1)!
R(ζ)n−1

(
|λi(ζ)| +R(ζ) + ‖T (ζ)‖

)n−1
.

Obviously the map:

ζ 7−→
(
|λi(ζ)| +R(ζ) + ‖T (ζ)‖

)n−1

is bounded near ζ0. For j 6= i, since the map λi−λj is holomorphic onA and does
not vanish on A \ {ζ0}, there exists (see Exercise A.5) a natural number mj and a
positive constant cj such that:

|λi(ζ) − λj(ζ)| ≥ cj |ζ − ζ0|mj ,

for ζ near ζ0. Setting m = (n − 1) max{mj : j = 1, . . . , k, j 6= i}, we get that
the map:

ζ 7−→ (ζ − ζ0)m

R(ζ)n−1

is bounded near ζ0. The conclusion follows. �

3Using the standard terminology from the elementary theory of singularities of holomorphic
functions, this means that the singularity of Pi at ζ0 is either removable or a pole.



170 A. KATO SELECTION THEOREM

A.5.6. COROLLARY. Under the hypothesis of Lemma A.5.5, for i = 1, . . . , k,
either Pi is bounded near ζ0 (and thus, by Lemma A.5.4, admits a holomorphic
extension to A) or:

lim
ζ→ζ0

‖Pi(ζ)‖ = +∞.

PROOF. Use part (b) of Lemma A.5.5 and the result of Exercise A.6. �

A.6. Regular and singular points

In this section, V will denote an n-dimensional vector space and T : A →
Lin(V) will denote a holomorphic map defined in a connected open subset A of
C. Let k be the maximum of the number of (distinct) eigenvalues of T (ζ), ζ ∈ A
(see (A.5.1)). A point ζ ∈ A such that T (ζ) has k (distinct) eigenvalues will be
called regular; the other points of A (where the number of eigenvalues is less than
k) will be called singular. By Lemma A.5.1, the set of singular points is discrete
and closed in A (i.e., it has no limit points in A).

A.6.1. PROPOSITION. If ζ0 ∈ A is a regular point then there exists an open
disk D ⊂ A centered at ζ0 containing only regular points. Moreover, there exists a
holomorphic map λ : D → Ck∗ and a k-tuple of positive integers r such that:

(A.6.1) char
(
T (ζ)

)
=

k∏
i=1

(
Z − λi(ζ)

)ri ,
for all ζ ∈ D. In particular, by Lemma A.5.3, the map:

Pi : D 3 ζ 7−→ Pλi(ζ)

(
T (ζ)

)
∈ Lin(V)

is holomorphic, for i = 1, . . . , k.

PROOF. The existence ofD follows from the fact that the set of singular points
in closed in A. Since D is connected, Lemma A.5.2 gives us a k-tuple r of positive
integers with char

(
T (D)

)
⊂ φr(Ck∗). Since φr : Ck∗ → φr(Ck∗) is a covering map

(Proposition A.2.1) and D is simply connected (Example 3.1.17), the holomorphic
map

char ◦ T |D : D −→ φr(Ck∗)
admits a continuous lifting λ : D → Ck∗ , i.e., φr ◦ λ = char ◦ T |D (Corol-
lary 3.2.22). Since φr is a holomorphic local diffeomorphism, the map λ is holo-
morphic (see Exercise A.8). The conclusion follows. �

The existence of the holomorphic map λ as in Proposition A.6.1 in a neighbor-
hood of a singular point is a much more involved matter. We have the following:

A.6.2. PROPOSITION. Let ζ0 ∈ A be a singular point and D ⊂ A be an
open disk centered at ζ0 containing no other singular points (the existence of D
follows from the discreteness of the set of singular points). Assume that there exists
a sequence (ζi)i≥1 in A \ {ζ0} converging to ζ0 such that the eigenprojections of
the maps T (ζi), i ≥ 1, are uniformly bounded, i.e.:

(A.6.2) sup
{∥∥Pµ(T (ζi)

)∥∥ : µ ∈ spc
(
T (ζi)

)
, i ≥ 1

}
< +∞.

Then:
(a) there exists a holomorphic map λ : D → Ck and a k-tuple of positive

integers r such that λ
(
D \ {ζ0}

)
⊂ Ck∗ and (A.6.1) holds for all ζ ∈ D;
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(b) setting Pi(ζ) = Pλi(ζ)

(
T (ζ)

)
, for ζ ∈ D \ {ζ0}, i = 1, . . . , k, the maps

Pi : D \ {ζ0} → Lin(V) (are holomorphic and) admit holomorphic
extensions to D.

A.6.3. REMARK. Notice that hypothesis (A.6.2) holds if there exists a Her-
mitian product in V relatively to which all the maps T (ζi) are normal. Namely,
the eigenprojections of a normal linear maps are orthogonal projections and the
operator norm4 of a nonzero orthogonal projection is equal to 1.

PROOF OF PROPOSITION A.6.2. Since D \ {ζ0} is connected, Lemma A.5.2
gives us a k-tuple r of positive integers with char

(
T (D)

)
⊂ φr(Ck∗). Let R > 0

denote the radius of D, r ∈ ]0, R[ and c : [0, 1] → D denote the circle of center
ζ0 and radius r (see (A.6.9)). Let γ : [0, 1] → Ck∗ denote a continuous lifting of
the curve char ◦T ◦ c with respect to the covering map φr (Proposition A.2.1), i.e.,
φr ◦ γ = char ◦ T ◦ c (Lemma 3.2.20):

Ck∗

φr

��
[0, 1]

c
//

γ --

D \ {ζ0}
char◦T

// φr(Ck∗)

Since φr
(
γ(0)

)
= φr

(
γ(1)

)
, Lemma A.2.6 gives us σ ∈ Gwith γ(1) = σ∗

(
γ(0)

)
.

We are going to show that σ must be the neutral element of G. Let s ≥ 1 denote
the order of σ in G, i.e., the smallest positive integer such that σs is the neutral
element of G. Let D′ denote the open disk of radius R1/s centered at the origin
and consider the holomorphic map:

ρ : D′ 3 ω 7−→ ζ0 + ωs ∈ D.

If c′ : [0, 1] 3 t 7→ r1/se2πit ∈ D′ denotes the circle centered at the origin of
radius r1/s then ρ ◦ c′ = cs is the s-th iterate of the circle c (see (A.6.10)) and the
continuous lifting of the curve char ◦ T ◦ cs = char ◦ T ◦ ρ ◦ c′ with respect to the
covering φr starting at γ(0) is the map γs : [0, 1] → Ck∗ defined in (A.6.11) (with
g = σ∗):

Ck∗

φr

��
[0, 1]

γs ..

c′ //

cs

55
D′ \ {0}

ρ // D \ {ζ0}
char◦T

// φr(Ck∗)

We have:

γs(1) = (σs)∗
(
γ(0)

)
= γ(0) = γs(0);

4Given a norm on V we define the operator norm in Lin(V) as usual by setting ‖L‖ =
sup‖v‖=1 ‖L(v)‖.
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therefore, by the result of Exercise A.22, there exists a continuous lifting λ̃ of
char ◦ T ◦ ρ|D′\{0} with λ̃(r1/s) = γ(0) ∈ Ck∗:

Ck∗

φr

��
D′ \ {0}

λ̃
//

ρ
// D \ {ζ0}

char◦T
// φr(Ck∗)

The map λ̃ is holomorphic by the result of Exercise A.8. For i = 1, . . . , k, ω ∈
D′ \ {0}, we set:

P̃i(ω) = Pλ̃i(ω)

(
(T ◦ ρ)(ω)

)
.

By Lemma A.5.3, the maps P̃i : D′ \ {0} → Lin(V) are holomorphic. Part (a)
of Lemma A.5.5 says that λ̃ has a (Ck-valued) holomorphic extension to D′. By
Corollary A.5.6, either P̃i has a holomorphic extension to D′ or:

lim
ω→0

‖P̃i(ω)‖ = +∞.

But the latter case is excluded by our hypothesis (A.6.2) and therefore P̃i has a
holomorphic extension toD′. In what follows, λ̃ and P̃i will also be used to denote
their holomorphic extensions to D′.

We claim that:

(A.6.3) λ̃(e2πi/sω) = σ∗
(
λ̃(ω)

)
,

for all ω ∈ D′ \ {0}. Our strategy to prove (A.6.3) is to show that the maps:

D′ \ {0} 3 ω 7−→ λ̃(e2πi/sω) ∈ Ck∗,

D′ \ {0} 3 ω 7−→ σ∗
(
λ̃(ω)

)
∈ Ck∗

are both (continuous) liftings with respect to φr of the same map and that they are
equal at the point ω = r1/s. Equality (A.6.3) will then follow from uniqueness of
liftings (see Exercise 3.19). We have:

φr
(
λ̃(e2πi/sω)

)
= (char ◦ T )

(
ρ(e2πi/sω)

)
= (char ◦ T )

(
ρ(ω)

)
,

and:
(φr ◦ σ∗)

(
λ̃(ω)

)
= φr

(
λ̃(ω)

)
= (char ◦ T )

(
ρ(ω)

)
.

Now observe that λ̃ ◦ c′ is a lifting with respect to φr of the curve char ◦ T ◦ cs

starting at γ(0) and therefore λ̃ ◦ c′ = γs. Thus:

λ̃(e2πi/sr1/s) = λ̃
[
c′
(

1
s

)]
= γs

(
1
s

)
= σ∗

(
γ(0)

)
= σ∗

(
λ̃(r1/s)

)
.

This proves the claim (A.6.3).
From (A.6.3) we get:

(A.6.4) P̃i(e2πi/sω) = P̃σ(i)(ω),

for all i = 1, . . . , k, ω ∈ D′ \ {0}; namely:

P̃i(e2πi/sω) = Pλ̃i(e2πi/sω)

(
(T ◦ ρ)(e2πi/sω)

)
= Pλ̃i(e2πi/sω)

(
(T ◦ ρ)(ω)

)
(A.6.3)= Pλ̃σ(i)(ω)

(
(T ◦ ρ)(ω)

)
= P̃σ(i)(ω).
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Now assume by contradiction that σ is not the neutral element of G. Then, for
some i = 1, . . . , k, σ(i) 6= i and P̃i(ω) ◦ P̃σ(i)(ω) = 0, for all ω ∈ D′ \ {0}; by
(A.6.4), we get:

P̃i(ω) ◦ P̃i(e2πi/sω) = 0,

for all ω ∈ D′ \ {0}. By continuity, the equality above also holds with ω = 0:

P̃i(0) ◦ P̃i(0) = 0.

But P̃i(ω) ◦ P̃i(ω) = P̃i(ω) for ω 6= 0 and, again by continuity:

P̃i(0) = 0.

But the operator norm of a nonzero projection operator is greater than or equal to
1 and thus ‖P̃i(ω)‖ ≥ 1, for ω 6= 0, contradicting P̃i(0) = 0. This contradiction
proves that σ is the neutral element of G and that γ(0) = γ(1). The result of
Exercise A.22 now gives us the existence of a continuous lifting λ : D \{0} → Ck∗
of the map char ◦ T |D\{ζ0} with respect to φr; the map λ is holomorphic by the
result of Exercise A.8 and it admits a holomorphic extension to D, by part (a)
of Lemma A.5.5. Since φr ◦ λ equals char ◦ T in D \ {ζ0}, equality (A.6.1)
holds for ζ ∈ D \ {ζ0}; by continuity, it also holds in ζ = ζ0. The maps Pi are
holomorphic (in D \ {ζ0}) by Lemma A.5.3 and using Corollary A.5.6 and our
hypothesis (A.6.2), we see that the maps Pi admit holomorphic extensions to D.
This concludes the proof. �

In Proposition A.6.2 we have seen that (under the boundedness hypothesis
(A.6.2)) the eigenprojection maps Pi are holomorphic in D \ {ζ0} and admit holo-
morphic extensions to D; what are the maps Pi(ζ0)? Notice that the fact that
equality (A.6.1) holds for ζ = ζ0 implies that:

(A.6.5) spc
(
T (ζ0)

)
=

{
λ1(ζ0), . . . , λk(ζ0)

}
although the complex numbers λi(ζ0), i = 1, . . . , k cannot be distinct, since ζ0 is
a singular point, i.e., #char

(
T (ζ0)

)
< k.

A.6.4. LEMMA. Under the assumptions of Proposition A.6.2, the maps Pi(ζ0),
i = 1, . . . , k are the projections with respect to a direct sum decomposition of V in
T (ζ0)-invariant subspaces. The image of Pi(ζ0) is an ri-dimensional subspace of
the generalized eigenspace Kλi(ζ0)

(
T (ζ0)

)
.

PROOF. For ζ 6= ζ0, we have:
k∑
i=1

Pi(ζ) = Id, Pi(ζ) ◦ Pj(ζ) = 0, i 6= j;

namely, this is the same as the statement that the maps Pi(ζ) are the projections
relatively to a direct sum decomposition of V . By continuity, such equalities also
hold at ζ = ζ0.

Notice that the lower semi-continuity of the rank of a linear map implies that
the dimension of the image of Pi(ζ0) is at most ri; on the other hand, the sum of
such dimensions is equal to n and therefore the rank of Pi(ζ0) must be ri.

The fact that the image of Pi(ζ) is T (ζ)-invariant is equivalent to:

T (ζ) ◦ Pi(ζ) = Pi(ζ) ◦ T (ζ);
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by continuity, such equality holds at ζ = ζ0. Finally, the fact that the image of
Pi(ζ) is a subspace of the generalized eigenspace Kλi(ζ)

(
T (ζ)

)
is equivalent to:(

λi(ζ)Id − T (ζ)
)n ◦ Pi(ζ) = 0.

Again, by continuity, such equality also holds at ζ = ζ0. �

In fact, it is not hard to show that the eigenprojections of T (ζ0) are equal to
appropriate sums of the projection operators Pi(ζ0) (see Exercise A.24).

We can now use the holomorphy of the eigenprojections Pi to construct holo-
morphic basis of generalized eigenvectors:

A.6.5. LEMMA. Let ζ0 ∈ A be fixed and assume that either ζ0 is regular or
that ζ0 is singular but there exists a sequence (ζi)i≥1 in A \ {ζ0} converging to ζ0
such that (A.6.2) holds. Then, there exists an open disk D ⊂ A centered at ζ0 and
holomorphic maps Λ : D → Cn, eα : D → V , α = 1, . . . , n, such that:

(a) char
(
T (ζ)

)
=

∏n
α=1

(
Z − Λα(ζ)

)
, for all ζ ∈ D;

(b)
(
eα(ζ)

)n
α=1

is a basis of V , for all ζ ∈ D;
(c) eα(ζ) is in the generalized eigenspace KΛα(ζ)

(
T (ζ)

)
, for α = 1, . . . , n,

ζ ∈ D.

PROOF. Let D ⊂ A be an open disk centered at ζ0, λ : D → Ck be a holo-
morphic map and r be a k-tuple of positive integers such that (A.6.1) holds, for all
ζ ∈ D; those are obtained from Proposition A.6.1 (if ζ0 is regular) or from Propo-
sition A.6.2 (if ζ0 is singular). Define i : {1, . . . , n} → {1, . . . , k} by setting:(

i(1), . . . , i(n)
)

=
(
1, . . . , 1︸ ︷︷ ︸
r1 times

, . . . , k, . . . , k︸ ︷︷ ︸
rk times

)
.

Now define Λ : D → Cn as:

Λα(ζ) = λi(α)(ζ),

for all α = 1, . . . , n, ζ ∈ D. Clearly, the condition in part (a) of the statement of
the lemma holds. Set:

(A.6.6) Pi(ζ) = Pλi(ζ)

(
T (ζ)

)
,

for i = 1, . . . , k, ζ ∈ D\{ζ0}. If ζ0 is regular, we also use formula (A.6.6) to define
Pi(ζ) at ζ = ζ0; if ζ0 is singular, we consider the holomorphic extension of Pi to
D. In any case, we get holomorphic maps Pi : D → Lin(V) that satisfy (A.6.6)
for ζ ∈ D \ {ζ0} and such that the maps Pi(ζ0) are projections with respect to a
direct sum decomposition of V into T (ζ0)-invariant subspaces of the corresponding
generalized eigenspaces (see Propositions A.6.1 and A.6.2 and Lemma A.6.4). Let
(e0α)nα=1 be a basis of V such that e0α is in the image of Pi(α)(ζ0), for α = 1, . . . , n
(the basis (e0α)nα=1 is obtained by putting together arbitrary bases of the images of
the projections Pi(ζ0), i = 1, . . . , k). Set:

eα(ζ) = Pi(α)(e
0
α),

for α = 1, . . . , n, ζ ∈ D. Clearly, the map eα : D → V is holomorphic and
the vector eα(ζ) is in the generalized eigenspace KΛα(ζ)

(
T (ζ)

)
, for α = 1, . . . , n,

ζ ∈ D. By continuity,
(
eα(ζ)

)n
α=1

is a basis of V , for ζ in an open disk centered at
ζ0 contained in D. �
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A.6.6. REMARK. Assume that in Lemma A.6.4 we are given a real form V
of V , that T (ζ0) preserves the real form V and that the eigenvalues of T (ζ0) are
all real. In this case, the maps eα : D → V can be chosen with the following
property: if ζ ∈ D is such that T (ζ) preserves the real form V and T (ζ) has only
real eigenvalues, then eα(ζ) ∈ V , for α = 1, . . . , n. In order to obtain the maps eα
with such property, in the proof of Lemma A.6.4, one chooses the basis (e0α)nα=1 of
V consisting only of vectors of V . Observe that if T (ζ) preserves V and has only
real eigenvalues then the corresponding eigenprojections Pi(ζ) preserve V .

PROOF OF THEOREM A.1. Let V = V C denote the complexification of V
and let V be endowed with the Hermitean product which is the unique sesquilinear
extension of 〈·, ·〉 to V (see Example 1.3.15). Since Lin(V) is a complexification
of Lin(V ) (see Lemma 1.3.10), by the result of Exercise A.25, there exists a holo-
morphic map TC : D → Lin(V) defined in an open disk D ⊂ C centered at t0
such that TC(t) = T (t)C, for all t ∈ D ∩ I . Recalling Remark 1.3.16, the linear
map TC(t) is Hermitian, for all t ∈ D ∩ I . In particular, if (ζi)i≥1 is any sequence
in (D ∩ I) \ {t0} converging to t0, (A.6.2) holds (see Remark A.6.3). By possibly
replacing D with a smaller disk, we can find holomorphic maps Λ : D → Cn,
eα : D → V , α = 1, . . . , n, such that (a), (b) and (c) in the statement of
Lemma A.6.5 hold. Since, for t ∈ D ∩ I , the linear map TC(t) preserves the
real form V of V and has only real eigenvalues, recalling Remark A.6.6, we can
choose the maps eα in such a way that

(
eα(t)

)n
α=1

is a basis of V , for all t ∈ D∩I .
Let B : V × V → C denote the bilinear extension of 〈·, ·〉 to V . By the

result of Exercise A.10, the basis
(
eα(t0)

)n
α=1

of V is nondegenerate with respect
to B; therefore, by the result of Exercise A.11, possibly reducing the size of the
disk D, we can find holomorphic maps e′α : D → V , α = 1, . . . , n, such that,
for all ζ ∈ D, the basis

(
e′α(ζ)

)n
α=1

is obtained from the basis
(
eα(ζ)

)n
α=1

by the
bilinear Gram–Schmidt process explained in Exercise A.9. For t ∈ D∩I , since the
map TC(t) is Hermitian, its generalized eigenspaces coincide with its (standard)
eigenspaces, so that eα(t) ∈ V is an eigenvector of T (t) corresponding to the (real)
eigenvalue Λα(t), α = 1, . . . , n. Since the eigenspaces of a symmetric linear map
are pairwise orthogonal, e′α(t) ∈ V is also an eigenvector of T (t) corresponding to
the eigenvalue Λα(t). Clearly, the restriction of the holomorphic maps e′α : D → V
to D ∩ I are (V -valued) real analytic maps. This concludes the proof. �

Exercises for Appendix A

EXERCISE A.1. Let V be a vector space and (vi)ni=1 be a basis of V . Show
that p : V → C is a polynomial if and only if there exists a natural number k and
complex numbers cα1...αn ∈ C, α1, . . . , αn ∈ {0, . . . , k} such that:

(A.6.7) p(z) =
k∑

α1,...,αn=0

cα1...αnz
α1
1 . . . zαn

n ,

for all z ∈ V , where (zi)ni=1 denote the coordinates of z in the basis (vi)ni=1.

EXERCISE A.2. Let V , W be vector spaces and let (αi)mi=1 be a basis of the
dual space W∗. Show that a map p : V → W is a polynomial if and only if αi ◦ p
is a polynomial, for all i = 1, . . . ,m. Observe that this means that if (wi)mi=1 is a



176 A. KATO SELECTION THEOREM

basis of W , pi : V → C, i = 1, . . . ,m are maps then:

V 3 z 7−→
m∑
i=1

pi(z)wi ∈ W

is a polynomial if and only if p1, . . . , pm are polynomials.

EXERCISE A.3. Show that the sum and the composition of polynomials are
polynomials.

EXERCISE A.4. Let V be a complex vector space. Show that the map:

GL(V) 3 T 7−→ T−1 ∈ Lin(V)

is holomorphic. Conclude that, for any T ∈ Lin(V), the resolvent map:

z 7−→ (zId − T )−1 ∈ Lin(V)

is a holomorphic map defined on the complement in C of the set of eigenvalues of
T .

EXERCISE A.5. Let V be a complex vector space and f : A → V be an
holomorphic function defined in an open subset A of C. Assume that f is not
identically zero in some neighborhood of z0 ∈ A. Show that there exists a natural
number m and a holomorphic function g : A → V such that g(z0) 6= 0 and
f(z) = (z−z0)mg(z), for all z ∈ A. Conclude that there exists a positive constant
c such that |f(z)| ≥ c|z − z0|m, for z in a neighborhood of z0.

EXERCISE A.6. Let V be a complex vector space, A be an open subset of C,
z0 ∈ A and f : A \ {z0} → V be a holomorphic map. Assume that there exists a
natural number m ≥ 0 such that the map z 7→ f(z)(z − z0)m is bounded near z0.
Show that either f admits a holomorphic extension to A or:

lim
z→z0

‖f(z)‖ = +∞,

where ‖ · ‖ is an arbitrarily fixed norm in V .

EXERCISE A.7. Let V be a complex vector space, A be a connected open
subset of C and let f : A → V be a nonzero holomorphic function. Show that
f−1(0) is discrete and closed in A.

EXERCISE A.8. Let M , Ñ , N be complex manifolds, f : M → Ñ be a
continuous map and q : Ñ → N be a holomorphic local diffeomorphism. If q ◦ f
is holomorphic, show that f is holomorphic.

EXERCISE A.9 (bilinear Gram–Schmidt process). Let V be a complex n-
dimensional vector space endowed with a nondegenerate symmetric bilinear form
B : V × V → C. A basis (ei)ni=1 of V is said to be nondegenerate (with respect
to B) if for all i = 1, . . . , n, the restriction of B to the subspace of V spanned by
{e1, . . . , ei} is nondegenerate. If (ei)ni=1 is a nondegenerate basis of V , show that:

(A.6.8) ẽ1 = e1, ẽi = ei −
i−1∑
j=1

B(ei, ẽj)
B(ẽj , ẽj)

ẽj , i = 2, . . . , n,
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defines a basis (ẽi)ni=1 of V such that B(ẽi, ẽj) = 0, for all i, j = 1, . . . , n, i 6= j,
and B(ẽi, ẽi) 6= 0, for i = 1, . . . , n. Choosing a square root B(ẽi, ẽi)

1
2 of B(ẽi, ẽi)

for all i = 1, . . . , n, and setting:

e′i =
1

B(ẽi, ẽi)
1
2

ẽi, i = 1, . . . , n,

we get an orthonormal basis (e′i)
n
i=1 of V with respect to B.

EXERCISE A.10. Let V be a real n-dimensional vector space endowed with an
inner product 〈·, ·〉, let V = V C be a complexification of V and let B : V ×V → C

denote the bilinear extension of 〈·, ·〉 to V (see Example 1.3.15). Show that every
basis of V (which is automatically a basis of V) is nondegenerate with respect to B
(see Exercise A.9).

EXERCISE A.11 (holomorphic Gram–Schmidt process). Let V be a complex
n-dimensional vector space endowed with a nondegenerate symmetric bilinear
form B : V ×V → C and let Ω be the subset of Vn consisting of all nondegenerate
bases of V . Show that:

(a) Ω is open in Vn;
(b) the map Ω 3 (e1, . . . , en) 7→ (ẽ1, . . . , ẽn) ∈ Vn (see Exercise A.9) is

holomorphic;
(c) in a sufficiently small neighborhood of any point of Ω, there exists a holo-

morphic map (e1, . . . , en) 7→ (e′1, . . . , e
′
n) ∈ Vn such that e′i is parallel

to ẽi and B(e′i, e
′
i) = 1, for i = 1, . . . , n.

EXERCISE A.12. Let X , Y be topological spaces and f : X → Y be a proper
map. Show that f is closed under any one of the following assumptions:

(i) X and Y are metrizable;
(ii) Y is Hausdorff and it is first countable, i.e., every point of Y has a count-

able fundamental system of neighborhoods;
(iii) Y is locally compact and Hausdorff.

EXERCISE A.13. Let X , Y be topological spaces and f : X → Y be a con-
tinuous, closed and surjective map. Show that f is a quotient map, i.e., a subset A
of Y is open if and only if f−1(A) is open in X .

EXERCISE A.14. Let V be a real (or complex) vector space and let f : [a, b] →
V be a map. We say that a vector v ∈ V is a Riemann integral of f if for every
linear functional α ∈ V∗ the map α ◦ f is Riemann integrable and its integral is
equal to α(v). Show that:

(i) if f : [a, b] → V has a Riemann integral (in this case we call f Riemann
integrable) then it is unique. We denote the Riemann integral of f by∫ b
a f .

(ii) If (vi)ni=1 is a basis for V and f =
∑n

i=1 fivi then f is Riemann inte-
grable if and only if each fi is Riemann integrable; moreover,

∫ b
a f =∑n

i=1

( ∫ b
a fi

)
vi.

(iii) If f : [a, b] → V has a Riemann integral and the image of f is contained
in a subspace W of V then the Riemann integral of f is in W (and it is
equal to the Riemann integral of the map f : [a, b] → W).
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(iv) If V , W are vector spaces, L : V → W is a linear map and f : [a, b] → V
is Riemann integrable then L ◦ f is Riemann integrable and

∫ b
a L ◦ f =

L
( ∫ b

a f
)
.

EXERCISE A.15. Let V be a complex vector space, f : A → V be a map
defined in a subset A of C and γ : [a, b] → C be a curve of class C1 whose image
is contained in A. We define the line integral

∫
γ f by setting:∫

γ
f =

∫ b

a
f
(
γ(t)

)
γ′(t) dt ∈ V,

whenever the integral on the righthand side exists (this is the case, for instance, if
f is continuous). Generalize items (ii) and (iii) of Exercise A.14 to the context of
line integrals.

EXERCISE A.16. Let V be a complex vector space endowed with a norm ‖ · ‖.
Let f : A → V be a map defined in a subset A of C, γ : [a, b] → C be a curve of
class C1 with image contained in A. If the line integral

∫
γ f exists, prove that:∥∥∥∫

γ
f
∥∥∥ ≤ sup

z∈Im(γ)
‖f(z)‖ length(γ).

EXERCISE A.17. Let V be a complex vector space, A be a subset of C, γ :
[a, b] → C be a curve of class C1 whose image is contained in A and (fi)i≥1 be a
sequence of continuous maps fi : A → C converging uniformly to a (necessarily
continuous) map f : A→ C. Show that:

lim
i→∞

∫
γ
fi =

∫
γ
f.

EXERCISE A.18. Let V be a complex vector space, A be an open subset of C
and f : [a, b] ×A→ V be a continuous map such that:

(i) for all t ∈ [a, b], the map f(t, ·) : A→ V is holomorphic;
(ii) if ∂2f(t, z) ∈ V denotes the derivative of f(t, ·) at z then the map ∂2f :

[a, b] ×A→ V is continuous5.
Show that the map:

A 3 z 7−→
∫ b

a
f(t, z) dt ∈ V

is holomorphic and that its derivative at z ∈ A is equal to:∫ b

a
∂2f(t, z) dt.

Generalize the result you have proven to the context of line integrals.

EXERCISE A.19. Let X be a set.
(i) If f : X → C is a map with infx∈X |f(x)| > 0 and if (fi)i≥1 is a

sequence of maps fi : X → C that converges uniformly to f , show that
f−1
i (0) = ∅ for i sufficiently large and that

(
1
fi

)
i≥1

converges uniformly
to 1

f .

5Actually, the continuity of f implies the continuity of ∂2f . This can be seen by writing ∂2f as
a line integral, using Cauchy integral formula.
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(ii) If (fi)i≥1, (gi)i≥1 are sequences of maps fi : X → C, gi : X → C

converging uniformly to bounded maps f : X → C, g : X → C, respec-
tively, shot that (figi)i≥1 converges uniformly to fg.

EXERCISE A.20. Let V be a vector space and consider a norm on Lin(V)
defined as in the statement of Corollary A.4.3. If T ∈ Lin(V) is invertible, prove
that:

‖T−1‖ ≤ (n− 1)!
|det(T )|

‖T‖n−1.

EXERCISE A.21. Let ζ0 ∈ C, R > 0 and consider the open disk:

D =
{
ζ ∈ C : |ζ − ζ0| < R

}
.

Given r ∈ ]0, R[, show that the fundamental group π1

(
D \ {ζ0}, ζ0 + r

)
is infinite

cyclic and that the homotopy class of the curve:

(A.6.9) c : [0, 1] 3 t 7−→ ζ0 + re2πit ∈ D

is a generator.

EXERCISE A.22. Let ζ0, R, D, r, c be as in Exercise A.21, let p : E → B be
a covering map, f : D \ {ζ0} → B be a continuous map and e0 ∈ E be such that
p(e0) = f(ζ0 + r). If γ : [0, 1] → E denotes the continuous lifting of f ◦ c with
γ(0) = e0, assume that γ(1) = e0. Show that there exists a unique continuous map
f̂ : D \ {ζ0} → E with p ◦ f̂ = f and f̂(ζ0 + r) = e0.

EXERCISE A.23. Let ζ0, R, D, r, c, p : E → B, f : D \ {ζ0} → B, e0, γ be
as in Exercise A.22. Assume that there exists a continuous map g : E → E such
that p ◦ g = p and g

(
γ(0)

)
= γ(1). Let s ≥ 1 be a positive integer and consider

the curve:

(A.6.10) cs : [0, 1] 3 t 7−→ ζ0 + re2πist ∈ D.

Show that the continuous lifting γs : [0, 1] → E of f ◦ cs with γs(0) = e0 is given
by:

(A.6.11) γs(t) = g(i)
(
γ(st− i)

)
, t ∈

[
i
s ,

i+1
s

]
, i = 0, 1, . . . , s− 1,

where g(i) : E → E denotes the i-th iterate of g (g(0) is the identity map of E).

EXERCISE A.24. Under the assumptions of Proposition A.6.2, show that:

Pµ
(
T (ζ0)

)
=

∑
λi(ζ0)=µ

Pi(ζ0),

for all µ ∈ spc
(
T (ζ0)

)
.

EXERCISE A.25. Let V be a real vector space and (an)n≥0 a sequence in V
such that the power series:

∞∑
n=0

an(t− t0)n

converges in V for all t in an open interval ]t0 − r, t0 + r[ centered at t0 ∈ R. If
(V C, ι) is a complexification of V , show that the power series:

∞∑
n=0

ι(an)(z − t0)n
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converges in V C for all z ∈ C with |z − t0| < r. Conclude that if f : I → V is
a real analytic function defined in an open interval I ⊂ R then for every t0 ∈ I ,
there exists a holomorphic function fC : D → V C defined in an open disk D ⊂ C

centered at t0 such that fC(t) = ι
(
f(t)

)
, for all t ∈ D ∩ I .



APPENDIX B

Generalized Jordan Chains

In what follows we consider fixed a finite-dimensional vector space V and a
sequence (Bn)n≥0 of symmetric bilinear forms Bn ∈ Bsym(V ). As usual (see
Section 1.1), a bilinear form in a vector space is identified with a linear map from
the vector space to its dual.

For each non negative integer k, we define a linear map Ck : V k+1 → V ∗ by
setting:

Ck(u0, . . . , uk) =
k∑
i=0

Bk−i(ui),

for all u0, . . . , uk ∈ V . Observe that:

(B.1) Ck+1(0, u0, . . . , uk) = Ck(u0, . . . , uk),

for all u0, . . . , uk ∈ V .

B.1. DEFINITION. Given a positive integer k, a sequence (u0, . . . , uk−1) ∈ V k

will be called a generalized Jordan chain (of length k) if:

Cp(u0, . . . , up) = 0,

for all p = 0, . . . , k − 1. The set of all generalized Jordan chains of length k will
be denoted by Jk ⊂ V k. We let J0 denote the null vector space.

Clearly, Jk is a subspace of V k, for all k ≥ 0. Observe that we have a linear
injection:

(B.2) Jk 3 (u0, . . . , uk−1) 7−→ (0, u0, . . . , uk−1) ∈ Jk+1

whose image is Jk+1 ∩
(
{0} ⊕ V k

)
(see Exercise B.1).

B.2. DEFINITION. For each positive integer k, we let Wk denote the subspace
of V which is the image under the projection onto the first coordinate of the sub-
space Jk of V k; more explicitly, Wk is the set of those u0 ∈ V which are the first
coordinate of a generalized Jordan chain of length k. We also set W0 = V .

Since an initial segment of a generalized Jordan chain is also a generalized
Jordan chain, it follows that Wk+1 is a subspace of Wk, for all k ≥ 0. Moreover:

(B.3) W1 = J1 = Ker(B0) ⊂ V.

B.3. LEMMA. Given a positive integer k, (u0, . . . , uk−1), (v0, . . . , vk−1) gen-
eralized Jordan chains of length k and setting uk = 0, vk = 0, we have:

(B.4) Ck(u0, . . . , uk−1, 0) · v0 =
∑
i+j≤k

Bk−i−j(ui, vj).

181
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PROOF. We have:
(B.5)∑
i+j≤k

Bk−i−j(ui, vj) =
k∑
j=0

( k−j∑
i=0

Bk−i−j(ui)
)
·vj =

k−j∑
j=0

Ck−j(u0, . . . , uk−j)·vj .

If j ≥ 1, (u0, . . . , uk−j) is a generalized Jordan chain and therefore:

Ck−j(u0, . . . , uk−j) = 0.

Hence the last sum in the equalities (B.5) is equal to Ck(u0, . . . , uk−1, 0) · v0. �

B.4. COROLLARY. Given a positive integer k and generalized Jordan chains
(u0, . . . , uk−1), (v0, . . . , vk−1) of length k then:

Ck(u0, . . . , uk−1, 0) · v0 = Ck(v0, . . . , vk−1, 0) · u0.

PROOF. Simply observe that the righthand side of (B.4) is symmetric with
respect to (u0, . . . , uk) and (v0, . . . , vk). �

B.5. COROLLARY. Given a positive integer k, v0 ∈ Wk and generalized Jor-
dan chains (u0, . . . , uk−1), (u′0, . . . , u

′
k−1) with u0 = u′0 then:

Ck(u0, . . . , uk−1, 0) · v0 = Ck(u′0, . . . , u
′
k−1, 0) · v0.

PROOF. Follows directly from Corollary B.4. �

The corollary above allows us to give the following:

B.6. DEFINITION. Given a positive integer k, we define a bilinear form Bk in
Wk by setting:

Bk(u0, v0) = Ck(u0, . . . , uk−1, 0) · v0,
where (u0, . . . , uk−1) is an arbitrary generalized Jordan chain starting at u0 ∈Wk

and v0 ∈Wk. We also set B0 = B0.

It follows from Corollary B.4 that Bk is symmetric.
We are interested in proving that Ker(Bk) = Wk+1, for all k ≥ 0. This is

obvious for k = 0 (see (B.3)). It is also easy to check that:

(B.6) Wk+1 ⊂ Ker(Bk).

Namely, given k ≥ 1, u0 ∈ Wk+1, v0 ∈ Wk, choose a generalized Jordan chain
(u0, . . . , uk) of length k + 1 starting at u0 and compute as follows:

Bk(u0, v0) = Ck(u0, . . . , uk−1, 0) · v0
= Ck(u0, . . . , uk−1, uk) · v0 − B0(uk, v0) = 0,

because (u0, . . . , uk−1, uk) ∈ Jk+1 ⊂ Ker(Ck) and v0 ∈Wk ⊂W1 = Ker(B0).
Given a subspace W of V , we will denote by RW : V ∗ → W ∗ the restric-

tion map defined by RW (α) = α|W , for all α ∈ V ∗. The kernel of RW is the
annihilator W o ⊂ V ∗ of W in V . If Z is a subspace of V that contains W , we
may also consider the annihilator of W in Z; we choose the convention of denot-
ing by W o only the annihilator of W in V , so that the annihilator of W in Z is
RZ(W o) ⊂ Z∗.

We have the following:
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B.7. PROPOSITION. For every integer k ≥ 0, we have:

Ker(Bk) = Wk+1, RW1

(
Ck(Jk ⊕ {0})

)
= RW1(W

o
k+1) ⊂W ∗

1 .

PROOF. We use induction on k. The result is trivial for k = 0. Let k ≥ 1
be fixed and assume that the result holds for nonnegative integers smaller than k.
From the definition of Bk, we have:

(B.7) RWk

(
Ck(Jk ⊕ {0})

)
= Bk(Wk) = RWk

(
Ker(Bk)o

)
;

the last equality follows from the result of Exercise 1.2, by observing that the linear
map Bk : Wk → W ∗

k is equal to its transpose (i.e., Bk is symmetric). Also (recall
(B.1) and (B.2)):

(B.8) RW1(W
o
k ) = RW1

(
Ck−1(Jk−1 ⊕ {0})

)
= RW1

(
Ck({0} ⊕ Jk−1 ⊕ {0})

)
⊂ RW1

(
Ck(Jk ⊕ {0})

)
,

where the first equality follows from the induction hypothesis. From (B.8) we
know that the subspace A = RW1

(
Ck(Jk ⊕ {0})

)
of W ∗

1 contains the annihilator
of Wk in W1; moreover, (B.7) implies that the image of A under the restriction
map W ∗

1 → W ∗
k is equal to the annihilator of Ker(Bk) in Wk. Thus, the result

of Exercise B.2 (with V0 = W1, V1 = Wk, V2 = Ker(Bk)) gives that A is the
annihilator of Ker(Bk) in W1, i.e.:

RW1

(
Ck(Jk ⊕ {0})

)
= RW1

(
Ker(Bk)o

)
.

To conclude the proof it suffices to show that Ker(Bk) ⊂Wk+1 (recall (B.6)). Let
u0 ∈ Ker(Bk) be fixed and choose a generalized Jordan chain (u0, . . . , uk−1) of
length k starting at u0. Since u0 ∈ Ker(Bk), we have:

(B.9) Ck(u0, . . . , uk−1, 0) ∈W o
k .

We claim that the affine space:

Ck
(
(u0, . . . , uk−1, 0) + {0} ⊕ Jk−1 ⊕ {0}

)
intercepts W o

1 . Namely, to prove the claim, it suffices to check that:

(B.10) 0 ∈ (RW1 ◦ Ck)
(
(u0, . . . , uk−1, 0) + {0} ⊕ Jk−1 ⊕ {0}

)
.

The statement (B.10) is obtained from the following observations: the image of
{0} ⊕ Jk−1 ⊕ {0} under RW1 ◦ Ck, which is equal to RW1

(
Ck−1(Jk−1 ⊕ {0})

)
,

is the annihilator of Wk in W1, by the induction hypothesis. Moreover, (RW1 ◦
Ck)

(
(u0, . . . , uk−1, 0)

)
is in the annihilator of Wk in W1, by (B.9). This proves

the claim. Therefore, there exists:

(u0, u
′
1, . . . , u

′
k−1, 0) ∈ (u0, . . . , uk−1, 0) + {0} ⊕ Jk−1 ⊕ {0} ⊂ Jk ⊕ {0}

such that Ck(u0, u
′
1, . . . , u

′
k−1, 0) is in W o

1 . But W o
1 = Ker(B0)o = B0(V ) and

therefore there exists u′k ∈ V such that:

B0(u′k) = −Ck(u0, u
′
1, . . . , u

′
k−1, 0).

Hence Ck+1(u0, u
′
1, . . . , u

′
k) = 0, (u0, u

′
1, . . . , u

′
k) is a generalized Jordan chain

and u0 ∈Wk+1. �
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Exercises for Appendix B

EXERCISE B.1. Given a positive integer k and (u0, . . . , uk−1) ∈ V k, show
that (0, u0, . . . , uk−1) is a generalized Jordan chain if and only if (u0, . . . , uk−1)
is a generalized Jordan chain.

EXERCISE B.2. Let V0 be a vector space, V2, V1 be subspaces of V0 with V2 ⊂
V1; denote by R = RV1 : V ∗

0 → V ∗
1 the restriction map defined by R(α) = α|V1 ,

for all α ∈ V ∗
0 . Let A be a subspace of V ∗

0 . Assume that A contains the annihilator
of V1 in V0 and that R(A) is the annihilator of V2 in V1. Conclude that A is the
annihilator of V2 in V0.

EXERCISE B.3. Let V be a real finite dimensional vector space, B : I →
Bsym(V ) be a differentiable curve in Bsym(V ) defined in an interval I ⊂ R and let
t0 ∈ I be fixed. Set Bk = 1

k!B
(k)(t0), where B(k) denotes the k-th derivative of

B. Show that:
(a) if u : I → V is a differentiable map then u is a root function for B of

order greater than or equal to k at t0 if and only if (u0, . . . , uk−1) is a
generalized Jordan chain of length k, where ui = 1

i!u
(i)(t0);

(b) the space Wk in Definition B.2 coincides with the k-th degeneracy space
of B at t0;

(c) the symmetric bilinear form Bk in Definition B.6 is equal to 1
k! times the

k-th degeneracy form of B at t0.



APPENDIX C

Answers and Hints to the exercises

C.1. From Chapter 1

Exercise 1.1. The naturality of the isomorfism (1.1.1) means that:

Lin(V,W ∗) ∼=
//

Lin(L,M∗)
��

B(V,W )

B(L,M)

��
Lin(V1,W

∗
1 )

∼= // B(V1,W1)

where L ∈ Lin(V1, V ), M ∈ Lin(W1,W ) and the horizontal arrows in the dia-
gram are suitable versions of the isomorphism (1.1.1).

Exercise 1.3. Write B = Bs + Ba, with Bs(v, w) = 1
2

(
B(v, w) + B(w, v)

)
and Ba(v, w) = 1

2

(
B(v, w) −B(w, v)

)
.

Exercise 1.5. Use formula (1.2.1).

Exercise 1.6. Every v ∈ V can be written uniquely as v =
∑

j∈J zjbj , where
zj = xj + i yj , xj , yj ∈ R; therefore v can be written uniquely as a linear combi-
nation of the bj’s and of the J(bj)’s as v =

∑
j∈J xjbj + yjJ(bj).

Exercise 1.7. The uniqueness follows from the fact that ι(V ) generates V C as
a complex vector space. For the existence define f̃(v) = f ◦ ι−1 ◦ <(v) + i f ◦
ι−1 ◦ =(v), where < and = are the real part and the imaginary part map relative to
the real form ι(V ) of V C.

Exercise 1.8. Use Proposition 1.3.3 to get maps φ : V C
1 → V C

2 and ψ : V C
2 →

V C
1 such that φ◦ ι1 = ι2 and ψ ◦ ι2 = ι1; the uniqueness of Proposition 1.3.3 gives

the uniqueness of the φ. Using twice again the uniqueness in Proposition 1.3.3,
one concludes that ψ ◦ φ = Id and φ ◦ ψ = Id.

Exercise 1.9. If Z = UC, then obviously c(Z) ⊂ Z . Conversely, if c(Z) ⊂ Z
then <(Z) and =(Z) are contained in U = Z ∩ V . It follows easily that Z = UC.

Exercise 1.10. In the case of multi-linear maps, diagram (1.3.2) becomes:

V C
1 × · · · × V C

p

f̃

%%
V1 × · · · × Vp

ι1×···×ιr

OO

f
// W

The identities (1.3.5) still hold when TC is replaced by TC; observe that the
same conclusion does not hold for the identities (1.3.3) and (1.3.4).

185
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Lemma 1.3.10 generalizes to the case of multi-linear maps; observe that such
generalization gives us as corollary natural isomorphisms between the complexi-
fication of the tensor, exterior and symmetric powers of V and the corresponding
powers of V C.

Lemma 1.3.11 can be directly generalized to the case that S is an anti-linear,
multi-linear or sesquilinear map; in the anti-linear (respectively, sesquilinear) TC

must be replaced by TC (respectively, by TCs). For a C-multilinear map S : V C
1 ×

· · · × V C
p → V C (or if p = 2 and S is sesquilinear) the condition that S preserves

real forms becomes:
S(V1 × · · · × Vp) ⊂ V,

while the condition of commuting with conjugation becomes:

S(c·, . . . , c·) = c ◦ S.

Exercise 1.11. If B ∈ B(V), then B(v, v) = −B(iv, iv).

Exercise 1.14. We give the solution of item (d). Since S ⊂ S⊥ and R∩S⊥ =
{0}, we have R ∩ S = {0}. By Corollary 1.4.40, we can find a Lagrangian
L1 containing S with R ∩ L1 = {0} and, using Corollary 1.4.40 again, we get
a Lagrangian L0 containing R with L0 ∩ L1 = {0}. Similarly, we can find a
Lagrangian decomposition (L′

0, L
′
1) of V ′ with R′ ⊂ L′

0 and S′ ⊂ L′
1. Since

V = R⊕ S⊥, V ′ = R′ ⊕ S′⊥, it is easy to see that:

L0 = R⊕ (S⊥ ∩ L0), L′
0 = R′ ⊕ (S′⊥ ∩ L′

0).

Now choose an isomorphism from L0 to L′
0 that sends R to R′ and S⊥ ∩ L0 to

S′⊥ ∩ L′
0 and use Corollary 1.4.36 to extend it to a symplectomorphism T : V →

V ′ with T (L1) = L′
1. Now, since T carries S⊥ ∩ L0 to S′⊥ ∩ L′

0 it also carries
(S⊥ ∩ L0)⊥ = S + L0 to (S′⊥ ∩ L′

0)
⊥ = S′ + L′

0 and therefore:

T (S) = T
(
(S + L0) ∩ L1

)
= S′,

since (S + L0) ∩ L1 = S and (S′ + L′
0) ∩ L′

1 = S′.

Exercise 1.15. Write S = (L ∩ S) ⊕ R and S′ = (L′ ∩ S′) ⊕ R′. Since
R ∩ L = {0}, Lemma 1.4.39 gives us a Lagrangian L1 ⊂ V with R ⊂ L1 and
V = L ⊕ L1. Similarly, we have a Lagrangian L′

1 ⊂ V ′ with R′ ⊂ L′
1 and

V ′ = L′ ⊕ L′
1. We have:

dim(S⊥ ∩ L) = dim
(
(S + L)⊥

)
= dim(V ) − dim(S) − dim(L) + dim(S ∩ L)

= dim(V ′) − dim(S′) − dim(L′) + dim(S′ ∩ L′)

= dim(S′⊥ ∩ L′).

Therefore there exists an isomorphism T : L→ L′ with:

T (S⊥ ∩ L) = S′⊥ ∩ L′, T (S ∩ L) = S′ ∩ L′;

use Corollary 1.4.36 to extend T to a symplectomorphism T : V → V ′ with
T (L1) = L′

1. Now:

T
(
(S + L)⊥

)
= T (S⊥ ∩ L) = S′⊥ ∩ L′ = (S′ + L′)⊥,
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and therefore:
T (S + L) = S′ + L′.

Notice that:
S + L = (L ∩ S) +R+ L = R+ L,

and, since R ⊂ L1:

(S + L) ∩ L1 = (R+ L) ∩ L1 = R.

Thus, keeping in mind that S = R+ (L ∩ S):

S =
(
(S + L) ∩ L1

)
+ (L ∩ S).

Similarly:
S′ =

(
(S′ + L′) ∩ L′

1

)
+ (L′ ∩ S′).

Hence T (S) = S′.

Exercise 1.16. Use (1.4.4).

Exercise 1.17. Set 2n = dim(V ) and let P ⊂ L1 be a subspace and S ∈
Bsym(P ) be given. To see that the second term in (1.5.16) defines an n-dimensional
subspace of V choose any complementary subspaceW of P in L1 and observe that
the map:

L 3 v + w 7−→
(
v, ρL1,L0(w)|Q

)
∈ P ⊕Q∗, v ∈ L1, w ∈ L0,

is an isomorphism. To show that L is isotropic, hence Lagrangian, one uses the
symmetry of S:
(C.1.1)
ω(v1+w1, v2+w2) = ρL1,L0(w1)·v2−ρL1,L0(w2)·v1 = S(v1, v2)−S(v2, v1) = 0,

for all v1, v2 ∈ L1, w1, w2 ∈ L0 with v1 + w1, v2 + w2 ∈ L.
Conversely, let L be any Lagrangian; set P = π1(L), where π1 : V → L1 is

the projection relative to the direct sum decomposition V = L0 ⊕ L1. If v ∈ P
and w1, w2 ∈ L0 are such that v+w1, v+w2 ∈ L, then w1 −w2 ∈ L∩L0; since
P ⊂ L+L0, it follows that the functionals ρL1,L0(w1) and ρL1,L0(w2) coincide in
P . Conclude that if one chooses w ∈ L0 such that v + w ∈ L, then the functional
S(v) = ρL1,L0(w)|P ∈ P ∗ does not depend on the choice of w. One obtains a
linear map S : P 7→ P ∗; using the fact that L is isotropic the computation (C.1.1)
shows that S is symmetric. The uniqueness of the pair (P, S) is trivial.

Exercise 1.18. The equality T (0, α) = (0, β) holds iff Bα = 0 and −A∗α =
β. If B is invertible, then clearly the only solution is α = 0; conversely, if B is not
invertible, then there exists a non zero solution α of the equations.

Since B∗D is symmetric, then so is B∗−1(B∗D)B−1 = DB−1. Moreover,
since DB−1 is symmetric, then so is A∗DB−1A; substituting A∗D = (Id +
B∗C)∗, we get that the matrix (Id+B∗C)∗B−1A = (Id+C∗B)B−1A = B−1A+
C∗A is symmetric. Since C∗A is symmetric, then B−1A is symmetric. Finally,
substituting C = B∗−1(D∗A− Id) and using the fact that DB−1 = B∗−1D∗, we
getC−DB−1A−B−1 = B∗−1D∗A−B∗−1−DB−1A−B−1 = −B∗−1−B−1,
which is clearly symmetric.

Exercise 1.19. T ∗ is symplectic iff, in the matrix representations with respect
to a symplectic basis, it is TωT ∗ = ω; this is easily established using the equalities
T ∗ωT = ω and ω2 = −Id.
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Exercise 1.20. Clearly, if P,O ∈ Sp(2n,R) then M = PO ∈ Sp(2n,R).
Conversely, recall from (1.4.6) that M is symplectic if and only if M = ω−1M∗J ;
applying this formula to M = PO we get:

PO = ω−1P ∗O∗ω = ω−1P ∗ω · ω−1O∗ω.

Since ω is an orthogonal matrix, then ω−1P ∗ω is again symmetric and positive
definite, while ω−1O∗ω is orthogonal. By the uniqueness of the polar decomposi-
tion, we get P = ω−1P ∗ω and O = ω−1O∗ω which, by (1.4.6), implies that both
P and O are symplectic.

Exercise 1.21. Use Remark 1.4.7: a symplectic map T : V1⊕V2 → V must be
injective. Use a dimension argument to find a counterexample to the construction
of a symplectic map on a direct sum whose values on each summand is prescribed.

Exercise 1.22 ω(Jv, Jw) = ω(J2w, v) = −ω(w, v) = ω(v, w).

Exercise 1.23. If J is g-anti-symmetric g(Jv, Jw) = −g(v, J2w) = g(v, w).

Exercise 1.24. Use induction on dim(V) and observe that the gs-orthogonal
complement of an eigenspace of V is invariant by T . Note that if T is Hermitian,
the its eigenvalues are real; if T is anti-Hermitian, then its eigenvalues are pure
imaginary.

Exercise 1.25. The linearity of ρL0,L1 is obvious. Since dim(L1) = dim(L∗
0),

it suffices to show that ρL0,L1 is surjective. To this aim, choose α ∈ L∗
0 and

extend α to the unique α̃ ∈ V ∗ such that α̃(w) = 0 for all w ∈ L1. Since ω
is nondegenerate on V , there exists v ∈ V such that α̃ = ω(v, ·). Since L1 is
maximal isotropic it must be v ∈ L1, and ρL0,L1 is surjective.

Exercise 1.26. Clearly, π(L) is isotropic in (S⊥/S, ω). Now, to compute the
dimension of π(L) observe that:

dim
(
π(L ∩ S⊥)

)
= dim(L ∩ S⊥) − dim(L ∩ S),

(L ∩ S)⊥ = L⊥ + S⊥ = L+ S⊥,

dim(L ∩ S) + dim
(
(L ∩ S)⊥

)
= dim(V ),

1
2
dim(S1/S) =

1
2
dim(V ) − dim(S) = dim(L) − dim(S).

The conclusion follows easily.

Exercise 1.27. It follows from Zorn’s Lemma, observing that the union of any
increasing net of B-negative subspaces is B-negative.

Exercise 1.28. The proof is analogous to that of Proposition 1.5.29, observing
that if v1, v2 ∈ V are linearly independent vectors such thatB(vi, vi) ≤ 0, i = 1, 2,
and such that (1.5.5) holds, thenB is negative semi-definite in the two-dimensional
subspace generated by v1 and v2 (see Example 1.5.12).

Exercise 1.29. Let V1 be the k-dimensional subspace of V generated by the
vectors {v1, . . . , vk} and V2 be the (n − k)-dimensional subspace generated by
{vk+1, . . . , vn}; since X is invertible, then B|V1×V1 is nondegenerate, hence, by
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Propositions 1.1.10 and 1.5.23, n±(B) = n±(B|V1×V1) + n±(B|V ⊥
1 ×V ⊥

1
). One

computes:

V ⊥
1 =

{
(−X−1Zw2, w2) : w2 ∈ V2

}
,

and B|V ⊥
1 ×V ⊥

1
is represented by the matrix Y − Z∗X−1Z.

Exercise 1.30. The subspace W + W⊥ has codimension dim(W ∩W⊥) in
V , and clearly (see the proof of Proposition 1.5.23):

n−
(
B|W+W⊥

)
= n−

(
B|W

)
+ n−

(
B|W⊥

)
.

This implies (see Lemma 1.5.6):

(C.1.2) n−(B) ≤ n−
(
B|W

)
+ n−

(
B|W⊥

)
+ dim(W ∩W⊥).

Similarly,

(C.1.3) n+(B) ≤ n+

(
B|W

)
+ n+

(
B|W⊥

)
+ dim(W ∩W⊥).

The conclusion is obtained by adding both sides of the inequalities (C.1.2) and
(C.1.3).

Exercise 1.31. Set W = V ⊕ V and define the nondegenerate symmetric
bilinear form B ∈ Bsym(W ) by B((a1, b1), (a2, b2)) = Z(a1, a2) − U(b1, b2).
Let ∆ ⊂ W denote the diagonal ∆ = {(v, v) : v ∈ V }; identifying V with
∆ by v → (v, v), one computes easily B|∆ = Z − U , which is nondegenerate.
Moreover, identifing V with ∆⊥ by V 3 V → (v, U−1Zv) ∈ ∆⊥, it is easily seen
that B|∆⊥ = Z(Z−1 − U−1)Z. The conclusion follows.

C.2. From Chapter 2

Exercise 2.1. Suppose thatX is locally compact, Hausdorff and second count-
able. Then, one can writeX as a countable union of compact setsKn, n ∈ N, such
that Kn is contained in the interior int(Kn+1) of Kn+1 for all n. Set C1 = K1 and
Cn = Kn \ int(Kn−1) for n ≥ 2. Let X =

⋃
λ Uλ be an open cover of X; for

each n, cover Cn with a finite number of open sets Vµ such that
• each Vµ is contained in some Uλ;
• each Vµ is contained in Cn−1 ∪ Cn ∪ Cn+1.

It is easily seen that X =
⋃
µ Vµ is a locally finite open refinement of {Uλ}λ.

Now, assume that X is locally compact, Hausdorff, paracompact, connected
and locally second countable. We can find a locally finite open cover X =

⋃
λ Uλ

such that each Uλ has compact closure. Construct inductively a sequence of com-
pact setsKn, n ≥ 1, in the following way: K1 is any non empty compact set,Kn+1

is the union (automatically finite) of all Uλ such that Uλ ∩Kn is non empty. Since
Kn ⊂ int(Kn+1), it follows that

⋃
nKn is open; since

⋃
nKn is the union of a

locally finite family of closed sets, then
⋃
nKn is closed. Since X is connected,

X =
⋃
nKn. Each Kn can be covered by a finite number of second countable

open sets, hence X is second countable.

Exercise 2.2. Let p ∈ P be fixed; by the local form of immersions there exist
open sets U ⊂ M and V ∈ N , with f0(p) ∈ V ⊂ U , and a differentiable map
r : U → V such that r|V = Id. Since f0 is continuous, there exists a neighborhood
W of p in P with f0(W ) ⊂ V . Then, f0|W = r ◦ f |W .



190 C. ANSWERS AND HINTS TO THE EXERCISES

Exercise 2.3. Let A1 and A2 be differentiable atlases for N which induce the
topology τ and such that the inclusions i1 : (N,A1) →M and i2 : (N,A2) →M
are differentiable immersions. Apply the result of Exercise 2.2 with f = i1 and
with f = i2; conclude that Id : (N,A1) → (N,A2) is a diffeomorphism.

Exercise 2.4. The proof follows from the following characterization of local
closedness: S is locally closed in the topological spaceX if and only if every point
p ∈ S has a neighborhood V in X such that V ∩ S is closed in V .

Exercise 2.5. In order to show that f(M) is an embedded submanifold of N ,
it suffices to show that every point in f(M) has an open neighborhood in N whose
intersection with f(M) is an embedded submanifold of N . Given a point f(x) of
f(M), we can find an open neighborhood U of x in M such that f |U : U → N is
an embedding; then f(U) is an embedded submanifold of N and f |U : U → f(U)
is a diffeomorphism. Since f : M → f(M) is open, f(U) equals the intersection
with f(M) of an open subset of N . Hence f(M) is an embedded submanifold of
N and f : M → f(M) is a local diffeomorphism.

Exercise 2.7. From (2.1.14) it follows easily that the curve:

t 7−→ exp(tX) ·m

is an integral line of X∗.

Exercise 2.8. Repeat the argument in Remark 2.2.5, by observing that the
union of a countable family of proper subspaces of Rn is a proper subset of Rn.
To see this use the Baire’s Lemma.

Exercise 2.9. It is the subgroup of GL(n,R) consisting of matrices whose
lower left (n− k) × k block is zero.

Exercise 2.10. To see that (2.5.21) is a diffeomorphism, observe that its in-
verse is given by:

G0
k(W1) × V 3 (W, v) 7−→

(
W, v + φW0,W1(W ) · π0(v)

)
∈ G0

k(W1) × V.

Clearly, v − φW0,W1(W ) · π0(v) is in W0 if and only if v is in the graph of
φW0,W1(W ), i.e., if and only if v is in W . For part (b), observe that it follows
from part (a) that Ek(V ) ∩

(
G0
k(W1) × V

)
is closed in G0

k(W1) × V . More-
over, observe that the sets of the form G0

k(W1) × V constitute an open cover of
Gk(V ) × V . For part (c), observe that the set (2.5.22) is the inverse image by the
map:

Gk(V ) 3W 7−→ (W, v) ∈ Gk(V ) × V

of Ek(V ).

Exercise 2.11. Let (L1
0, L

1
1), (L2

0, L
2
1) be Lagrangian decompositions of the

symplectic spaces (V1, ω1) and (V2, ω2), respectively, and consider the Lagrangian
decomposition (L0, L1) of (V, ω) defined by L0 = L1

0 ⊕ L2
0, L1 = L1

1 ⊕ L2
1. We

have a commutative diagram:

(C.2.1)Λ(V1) × Λ(V2) ⊃Λ0(L1
1) × Λ0(L2

1)

ϕ
L1

0,L1
1
×ϕ

L2
0,L2

1
��

s // Λ0(L1)⊂ Λ(V )

ϕL0,L1

��
Bsym(L1

0) × Bsym(L2
0) ⊕

// Bsym(L0)
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where the ⊕ map is the direct sum of bilinear forms. This map is clearly a differ-
entiable embedding and therefore the conclusion follows by applying the criterion
given in Exercise 2.6.

Exercise 2.12. Set k = dim(L∩L0). Consider a (not necessarily symplectic)
basis (bi)2ni=1 of V such that (bi)ni=1 is a basis of L0 and (bi)2n−ki=n−k+1 is a basis of L.
Define an extension of B by setting B(bi, bj) = 0 if either i or j does not belong
to {n− k + 1, . . . , 2n− k}.

Exercise 2.13. The proof can be done in three steps:
• choose a partition a = t0 < t1 < · · · < tk = b of the interval [a, b]

such that for all i = 1, . . . , k − 1 the portion γ|[ti−1,ti+1] of γ has image
contained in an open set Ui ⊂ B on which the fibration is trivial (an
argument used in the proof of Theorem 3.1.29);

• observe that a trivialization αi of the fibration over the open setUi induces
a bijection between the lifts of γ|[ti−1,ti+1] and the maps f : [ti−1, ti+1] →
F ;

• construct γ : [a, b] → E inductively: assuming that a lift γi of γ|[a,ti] is
given, define a lift γi+1 of γ|[a,ti+1] in such a way that γi+1 coincides with
γi on the interval [a, ti−1 + ε] for some ε > 0 (use the local trivialization
αi and a local chart in F ).

Exercise 2.14. The map is differentiable because it is the inverse of a chart.
Using the technique in Remark 2.3.4, one computes the differential of the map
T 7→ Gr(T ) as:

Lin(Rn,Rm) 3 Z 7−→ q ◦ Z ◦ π1|Gr(T ) ∈ TGr(T )Gn(n+m),

where π1 is the first projection of the decomposition Rn ⊕ Rm and q : Rm →
Rn+m/Gr(T ) is given by:

q(x) = (0, x) +Gr(T ).

Exercise 2.15. Use the result of Exercise 2.13 and the fact that GL(n,R) is
the total space of a fibration over Gk(n).

Exercise 2.16. An isomorphism A ∈ GL(n,R) acts on the element (W,O) ∈
G+
k (n) and produces the element (A(W ),O′) where O′ is the unique orientation

on A(W ) which makes

A|W : (W,O) −→ (A(W ),O′)

a positively oriented isomorphism. The transitivity is proven using an argument
similar to the one used in the proof of Proposition 2.4.2.

Exercise 2.17. FixL0 is a closed subgroup of Sp(V, ω), hence it is a Lie sub-
group. Let L1, L

′
1 ∈ Λ0(L0) be given. Fix a basis B of L0; this basis extends in a

unique way to a symplectic basis B1 in such a way that the last n vectors of such
basis are in L1 (see the proof of Lemma 1.4.35). Similarly, B extends in a unique
way to a symplectic basis B′

1 whose last n vectors are in L′
1. The unique symplec-

tomorphism T of (V, ω) which fixes L0 and maps L1 onto L′
1 is determined by the

condition that T maps B1 to B′
1.

Exercise 2.18. Use (1.4.7) and (1.4.8) on page 19.
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Exercise 2.19. Use formulas (2.5.6) and (2.5.7) on page 61: choose L̃1 ∈ Λ
with L̃1 ∩ L0 = {0} and set B̃ = ϕL0,L̃1

(L). Now, solve for L1 the equation:

B = ϕL0,L1

(
ϕ−1
L0,L̃1

(B̃)
)

=
(
B̃−1 − (ρL0,L̃1

)#
(
(ϕL̃1,L0

(L1)
))−1

.

C.3. From Chapter 3

Exercise 3.1. A homotopy H between the identity of X and a constant map
f ≡ x0 drags any given point of X to x0.

Exercise 3.2. For each x0 ∈ X , the set
{
y ∈ X : ∃ a continuous curve γ :

[0, 1] → X with γ(0) = x0, γ(1) = y
}

is open and closed, since X is locally
arc-connected.

Exercise 3.3. Define λs(t) = λ((1 − s)t) and Hs = (λ−1
s · γ) · λs. Observe

that H1 is a reparameterization of γ.

Exercise 3.4. If [γ] ∈ π1(X,x0) then H induces a free homotopy between the
loops f ◦ γ and g ◦ γ in such a way that the base point travels through the curve λ;
use Exercise 3.3.

Exercise 3.5. Using the result of Exercise 3.4, it is easily seen that g∗ ◦ f∗ and
f∗ ◦ g∗ are isomorphisms.

Exercise 3.6. The inclusion of {x0} in X is a homotopy inverse for f iff X is
contractible.

Exercise 3.9. If g is a homotopy inverse for f , then it follows from Corol-
lary 3.3.24 that g∗ ◦ f∗ = Id and f∗ ◦ g∗ = Id.

Exercise 3.10. It follows from r∗ ◦ i∗ = Id.

Exercise 3.11. If x, y are in the same arc-connected component of X , there
exists γ ∈ Ω(X) with γ(0) = x and γ(1) = y. Then:

g(x)−1g(y) = ψg(γ) = ψh(γ) = h(x)−1h(y),

and therefore g(x)h(x)−1 = g(y)h(y)−1.

Exercise 3.12. WriteX =
⋃
α∈AXα, where theXα denote the arc-connected

components of X . For each α ∈ A, choose an arbitrary point xα ∈ Xα. Define
g : X → G by setting g(x) = ψ(γ), for all x ∈ Xα and all α ∈ A, where
γ ∈ Ω(X) is such that γ(0) = xα and γ(1) = x. It is now easy to check (using
that ψ is compatible with concatenations) that ψ = ψg.

Exercise 3.14. Recall that a Lebesgue number of an open cover
⋃
α∈A Vα of a

metric spaceM is a positive number δ such that every subset ofM having diameter
less than δ is contained in some Vα. It is well-known that every nonempty open
cover of a compact metric space admits a Lebesgue number (prove this!). For the
exercise, take δ to be a Lebesgue number of the open cover K =

⋃
α∈A f

−1(Uα).

Exercise 3.15. Let P be the partition a = t0 < t1 < · · · < tk = b. Since
one can add one point at a time to P , there is no loss of generality in assuming
Q = P ∪ {s}, with s ∈ ]ti, ti+1[, for some i = 0, 1, . . . , k − 1. If γ ∈ ΩA,P , we



C.3. FROM CHAPTER 3 193

can find α ∈ A with γ
(
[ti, ti+1]

)
⊂ Uα. Then, using the result of Exercise 3.13,

we get:

ψ
(
γ|[ti,ti+1]

)
= ψα

(
γ|[ti,ti+1]

)
= ψα

(
γ|[ti,s] · γ|[s,ti+1]

)
= ψα

(
γ|[ti,s]

)
ψα

(
γ|[s,ti+1]

)
= ψ

(
γ|[ti,s]

)
ψ

(
γ|[s,ti+1]

)
.

Exercise 3.17. Do you really need a hint for this Exercise?

Exercise 3.18. Assume (i). Given b ∈ B, pick a local trivialization α :
p−1(U) → U × F and set I = F , Vi = α−1

(
U × {i}

)
, for all i ∈ I . Clearly

p|Vi : Vi → U is a homeomorphism, for all i ∈ F = I . Now assume (ii). Given
b ∈ B, let U be a fundamental open neighborhood of b. Clearly p−1(b) intersects
each Vi at precisely one point, and thus the index set I has the same cardinality
as p−1(b) ∼= F . Let σ : I → F be a bijection and define a local trivialization
α : p−1(U) → U ×F by setting α(x) =

(
p(x), σ(i)

)
, for all x ∈ Vi and all i ∈ I .

Exercise 3.19. If f̂1 and f̂2 are such that p ◦ f̂1 = p ◦ f̂2 = f then the set
{x : f̂1(x) = f̂2(x)} is open (because p is locally injective) and closed (because E
is Hausdorff).

Exercise 3.20. Let b ∈ B be fixed and write p−1(b) = {e1, . . . , en}. Since E
is Hausdorff and p is a local homeomorphism, we can find disjoint open sets V1,
. . . , Vn such that ei ∈ Vi and p|Vi is a homeomorphism onto an open subset of B,
for all i = 1, . . . , n. Set:

U =
( n⋂
i=1

p(Vi)
)
∩ p

[( n⋃
i=1

Vi

)c]c
.

We have that U is an open neighborhood of b and p−1(U) ⊂
⋃n
i=1 Vi, so that

p−1(U) =
⋃n
i=1 V

′
i , where V ′

i = p−1(U) ∩ Vi, i = 1, . . . , n. It is easy to see that
p maps each V ′

i homeomorphically onto U .

Exercise 3.21. X is connected because it is the closure of the graph of f(x) =
sin(1/x), x > 0, which is connected. The two arc-connected components of X
are the graph of f and the segment {0} × [−1, 1]. Both connected components are
contractible, hence H0(X) ∼= Z⊕Z, and Hp(X) = 0 for all p ≥ 1.

Exercise 3.22. See [13, §24, Chapter 3].

Exercise 3.23. First, if U ⊂ X is open then p(U) is open in X/G since
p−1(p(U)) =

⋃
g∈G gU ; moreover, if U is such that gU ∩ U = ∅ for every g 6= 1

then p is a trivial fibration over the open set p(U). This proves that p is a covering
map. The other statements follow from the long exact homotopy sequence of p and
more specifically from Example 3.2.24.

Exercise 3.24. The restriction of the quotient map p : X → X/G to the unit
square I2 is still a quotient map since I2 is compact and X/G is Hausdorff; this
gives the more familiar construction of the Klein bottle. To see that the action of
G on X is properly discontinuous take for every x ∈ X = R2 the open set U (see
Exercise 3.23) as an open ball of radius 1

2 .

Exercise 3.25. Use Example 3.2.10 and Theorem 3.3.33.
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Exercise 3.26. Use the exact sequence 0 = H2(D) −→ H2(D, ∂D) −→
H1(∂D) −→ H1(D) = 0.

C.4. From Chapter 4

Exercise 4.1. Use Sylvester’s Inertia Theorem (Theorem 1.5.10) to prove that
the action of GL+(V ) in the set of symmetric bilinear forms with a fixed coindex
and a fixed degeneracy is transitive. Conclude the proof using the fact that GL+(V )
is arc-connected (see Example 3.2.31).

Exercise 4.6. Consider the set:

A =
{
t ∈ I : t has a neighborhood Jt in I with gdg(B|Jt) = gdg(B)

}
.

The set A is clearly open in I and nonempty. Prove that A is closed in A us-
ing the existence of locally defined real analytic maps Λα as in the statement of
Proposition 4.3.9.

C.5. From Chapter 5

Exercise 5.1. Compute O∗ on a generator of H1(Λ).

Exercise 5.2. The map [0, 1] × [a, b] 3 (s, t) 7→ A((1 − s)t + sa) · `(t) ∈
Λ is a homotopy with free endpoints between ˜̀ and the curve A(a) ◦ `. Using
Remark 3.3.30 one gets that ˜̀and A(a) ◦ ` are homologous in H1(Λ,Λ0(L0)); the
conclusion follows from Corollary 5.1.6.

Exercise 5.3. Using the result of Exercise 2.17 we find a curve A : [a, b] →
Sp(V, ω) such that A(t)(L2) = L1(t) for all t and for some fixed L2 ∈ Λ0(L0);
it is easily seen that ϕL0,L1(t)(`(t)) = ϕL0,L2

(
A(t)−1(`(t))

)
. The conclusion

follows from Theorem 5.1.15 and Exercise 5.2.

Exercise 5.4. Using formula (2.5.11) one obtains:

(C.5.1) ϕL3,L0(L2) = −(ρL0,L3)
#

(
ϕL0,L3(L2)−1

)
;

from (2.5.5) it follows that:

(C.5.2) ϕL1,L0 ◦ (ϕL3,L0)
−1(B) = ϕL1,L0(L3) +

(
ηL0
L1,L3

)#(B) ∈ B(L1),

for any symmetric bilinear form B ∈ B(L3). It is easy to see that:

(C.5.3) ρL0,L3 ◦ η
L0
L1,L3

= ρL0,L1 ;

and the conclusion follows by setting B = ϕL3,L0(L2) in (C.5.2) and then using
(C.5.1) and (C.5.3).

Exercise 5.5. See Examples 1.5.4 and 1.1.4.

Exercise 5.6. By Theorem 5.1.15, it is

µL0(`) = n+

(
ϕL0,L∗(`(b))

)
− n+

(
ϕL0,L∗(`(a))

)
;

Conclude using the result of Exercise 5.5 where L3 = L∗, setting L2 = `(a) and
then L2 = `(b).

Exercise 5.7. Let a = t0 < t1 < · · · < tk = b be a partition of [a, b] such
that `

(
[ti, ti+1]

)
is contained in the domain of a coordinate chart ϕL0,Li

1
, for all

i = 0, 1, . . . , k − 1. The result would follow easily from Theorem 5.1.15 and
the additivity by concatenation of both µ and µL0 if it were the case that `(ti) ∈
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Λ0(L0) for all i. In the general case, let µi : [0, 1] → Λ0(Li1) ∩ Λ0(Li−1
1 ) be a

continuous curve with µ(0) = `(ti) and µ(1) ∈ Λ0(L0), for i = 1, . . . , k − 1.
Set `0 = `|[t0,t1] · µ1, `i = µ−1

i · `|[ti,ti+1] · µi+1, i = 1, . . . , k − 2 and `k−1 =
µ−1
k−1 · `|[tk−1,tk]. Show that `0 · `1 · · · `k−1 is homotopic with fixed end points to `

and conclude the proof by observing that:

µL0(`) =
k−1∑
i=0

µL0(`i) =
k−1∑
i=0

µ(`i) = µ(`).

Exercise 5.9. Observe that ϕL0,L1

(
`(t)

)
changes sign when the symplectic

form changes sign.

Exercise 5.10. See the suggestion for the solution of Exercise 4.6 and Propo-
sition 5.5.7.

Exercise 5.11. Use Exercise 2.14.

Exercise 5.12. Observe that the map p : Sp(Rn ⊕ Rn∗, ω) → Λ given by
p(T ) = T ({0} ⊕ Rn∗) is a fibration; the set in question is the inverse image by
p of the dense subset Λ0(L0) of Λ (see Remark 2.5.18). The reader can prove
a general result that the inverse image by the projection of a dense subset of the
basis of a fibration is dense in the total space. For the connectedness matter see the
suggested solution of Exercise 5.13 below.

Exercise 5.13 and Exercise 5.14. These are the hardest problems on the book.
The basic idea is the following; write every symplectic matrix

T =
(
A B
C D

)
with B invertible as a product of the form:

T =
(

0 B
−B∗−1 D

) (
I 0
U I

)
,

with D = S ◦B and S,U symmetric n× n matrices. Observe that the set of sym-
plectic matrices T with B invertible is diffeomorphic to the set of triples (S,U,B)
in Bsym(Rn) × Bsym(Rn) × GL(n,R). Using also some density arguments (like
the result of Exercise 5.12) the reader should be able to complete the details.

Exercise 5.15. The map Φ : Sp(2n,R) → Λ(R4n) given by Φ(t) = Gr(T )
induces a map

Φ∗ : π1

(
Sp(2n,R)

) ∼= Z −→ π1(Λ(R4n) ∼= Z
)

which is injective (it is the multiplication by 2, up to a sign). This is easily
checked by computing Φ∗ on a generator of π1

(
Sp(2n,R)

)
(see Remarks 5.1.21

and 5.1.22). It follows that if a loop in Sp(2n,R) has image by Φ which is con-
tractible in Λ(R4n) then the original loop is contractible in Sp(2n,R). Now, use
that Λ0(∆) is diffeomorphic to a Euclidean space.

Exercise 5.16. Let v̂ : I → V be an arbitrary differentiable map that coincides
with v in a neighborhood of t0 in J and set ṽ(t) = P`(t)

(
v̂(t)

)
, where P`(t) : V →

V denotes the orthogonal projection onto `(t) defined with respect to an arbitrarily
chosen inner product in V .
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Exercise 5.17. By additivity under concatenations of the Maslov index, it suf-
fices to consider the case where the image of the curves `1 and `2 are contained
respectively in the domains of charts ϕL1

0,L
1
1
, ϕL2

0,L
2
1
, where L1

0 = L1, L2
0 = L2

and (L1
0, L

1
1), (L2

0, L
2
1) are Lagrangian decompositions of V1 and V2, respectively.

In this case the conclusion follows from the commutativity of diagram (C.2.1) and
from the fact that signature of symmetric bilinear forms is additive under direct
sum.

Exercise 5.19. Item (a) is trivial. Items (b) and (c) follow directly from the
fact that Maslov index is a groupoid homomorphism. Finally, item (d) follows
from Lemma 5.4.7.

Exercise 5.20. Item (a) follows directly from item (c) of Exercise 5.19. The
antisymmetry of q in the last two variables follows by using (d) of Exercise 5.19,
followed by (a) and (b) of Exercise 5.19. The antisymmetry of q in the first two
variables is obtained using the properties of the Hörmander index given in Exer-
cise 5.19 as follows:

q(L1, L0, L2) = q(L1, L0;L2, L1) = q(L1, L0;L2, L1) + q(L1, L0;L1, L0)

= q(L1, L0;L2, L0) = −q(L0, L1;L2, L0) = −q(L0, L1, L2).

The antisymmetry of q with respect to the first and last variables follows from the
antisymmetry with respect to consecutive variables. Finally, the cocycle identity of
item (c) is proven as follows:

q(L2, L3, L4) − q(L1, L3, L4) + q(L1, L2, L4) − q(L1, L2, L3)

= q(L1, L2;L4, L1) − q(L1, L2;L3, L1) + q(L2, L3, L4) − q(L1, L3, L4)

= q(L1, L2;L4, L1) + q(L1, L2;L1, L3) + q(L2, L3, L4) − q(L1, L3, L4)

= q(L1, L2;L4, L3) + q(L2, L3, L4) − q(L1, L3, L4)

= q(L1, L2;L4, L3) − q(L4, L3, L2) − q(L1, L3, L4)

= −q(L4, L3;L1, L2) − q(L4, L3;L2, L4) − q(L1, L3, L4)

= −q(L4, L3;L1, L4) − q(L1, L3, L4)

= −q(L4, L3, L1) − q(L1, L3, L4) = 0.

C.6. From Appendix A

Exercise A.1. First observe that if p : V → C is of the form (A.6.7) then p is
a polynomial, since it is a linear combination of products of linear functionals on
V . On the other hand, it is easy to see that the set of all maps p : V → C of the
form (A.1) constitute a subalgebra of F(V,C) containing Lin(V,C) and hence it
contains P(V).

Exercise A.2. If p : V → W is a polynomial then obviously αi ◦ p is a
polynomial, for all i = 1, . . . ,m. Conversely, if αi ◦ p is a polynomial for all
i = 1, . . . ,m then, for all α ∈ W∗, α ◦ p is a linear combination of αi ◦ p,
i = 1, . . . ,m and therefore it is a polynomial. Hence p is a polynomial.

Exercise A.3. The fact that the sum of polynomials is a polynomial is very
simple. For the composition, it is easy to see that it suffices to consider the case of
a composition q◦p, where q is a complex-valued polynomial in the counter-domain
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of a polynomial p. The set of all complex-valued maps q in the counter-domain of
p such that q ◦ p is a polynomial is easily seen to be an algebra that contains all
linear functionals; hence, it contains all polynomials.

Exercise A.4. As in the case of real-vector spaces, the map inv : T 7→ T−1 is
differentiable and its differential is given by d(inv)(T ) · H = −T−1 ◦ H ◦ T−1.
Clearly, the map d(inv)(T ) is C-linear.

Exercise A.5. We can write1:

f(z) =
∞∑
i=0

ci(z − z0)i,

for all z in an open ball centered at z0 contained in A, where ci = 1
i!f

(i)(z0). Let
m be the smallest natural number such that cm 6= 0. Define g : A → V by setting
g(z) = 1

(z−z0)m f(z), for z ∈ A \ {z0} and g(z0) = cm. The map g is clearly
holomorphic in A \ {z0} and it is holomorphic in an open neighborhood of z0
because it is given by the power series:

g(z) =
∞∑
i=m

ci(z − z0)i−m.

Since g(z0) 6= 0, observe that |g(z)| ≥ c for z in a neighborhood of z0, for some
positive constant c.

Exercise A.6. Let m be a natural number such that the map:

g(z) = f(z)(z − z0)m

is bounded near z0. Then the limit limz→z0 g(z) exists and we obtain an holo-
morphic function g : A → V by setting g(z0) to be equal to that limit2. Using
the result of Exercise A.5 we write g(z) = (z − z0)nh(z), where n is a natu-
ral number and h : A → V is a holomorphic function with h(z0) 6= 0. Then
f(z) = (z − z0)n−mh(z), for all z ∈ A \ {z0}. If n −m ≥ 0 then f is bounded
near z0 and if n−m < 0 then limz→z0 ‖f(z)‖ = +∞.

Exercise A.7. Obviously f−1(0) is closed in A. Choose a basis of V and let
fi : A → C, i = 1, . . . ,dim(V), denote the coordinate maps of f . For some i,
the map fi is not identically zero and therefore f−1

i (0) is discrete. Hence the set
f−1(0) ⊂ f−1

i (0) is also discrete.

Exercise A.8. Given x ∈ M , let U be an open neighborhood of f(x) in Ñ
that is mapped diffeomorphically by q onto an open subset q(U) of N . Since f is
continuous, f−1(U) is an open neighborhood of x in M . The restriction of f to
f−1(U) is equal to the composition of the restriction of q ◦ f to f−1(U) with the
inverse of the holomorphic diffeomorphism q|U : U → q(U) and therefore it is
holomorphic.

1You should be familiar with Taylor expansion for holomorphic functions of one complex vari-
able taking values in C. By choosing a basis in V , you can reduce the case of V-valued functions to
the case of C-valued functions.

2You should be familiar with the fact that a complex-valued holomorphic function of one vari-
able that is bounded near an isolated singularity admits a holomorphic extension that removes the
singularity. The case of V-valued functions is obtained from the complex-valued case by considering
a basis in V .
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Exercise A.9. Let i = 2, . . . , n be fixed and assume that ẽ1, . . . , ẽi−1 are well-
defined by (A.6.8) and satisfy B(ẽj , ẽk) = 0 for j 6= k, j, k = 1, . . . , i − 1 and
B(ẽj , ẽj) 6= 0, for j = 1, . . . , i − 1. Assume also that the span of {ẽ1, . . . , ẽi−1}
is equal to the span of {e1, . . . , ei−1}. Then we can define ẽi using (A.6.8) and
it is easy to check that B(ẽi, ẽj) = 0 for j = 1, . . . , i − 1 and that the span of
{ẽ1, . . . , ẽi} is equal to the span of {e1, . . . , ei} (in particular ẽi 6= 0). To conclude
the proof, we only have to check that B(ẽi, ẽi) 6= 0. But if B(ẽi, ẽi) were zero then
ẽi 6= 0 would be in the kernel of the restriction of B to the span of {e1, . . . , ei},
contradicting the assumption that the given basis is nondegenerate.

Exercise A.10. If (ei)ni=1 is a basis of V then the restriction of B to the com-
plex subspace of V spanned by {e1, . . . , ei} is equal to the C-bilinear extension
of the restriction of the inner product 〈·, ·〉 to the real subspace of V spanned by
{e1, . . . , ei}. The conclusion follows from the observation that the C-bilinear ex-
tension of a nondegenerate R-bilinear form is nondegenerate.

Exercise A.11. An n-tuple (ei)ni=1 in Vn is a nondegenerate basis of V if and
only if for all k = 1, . . . , n, the determinant of the k × k matrix

(
B(ei, ej)

)
k×k is

not zero. Thus, Ω is open in Vn, proving (a). If, for some i = 2, . . . , n, the map
(e1, . . . , en) 7→ (ẽ1, . . . , ẽi−1) is holomorphic in Ω then it follows from formula
(A.6.8) that the map (e1, . . . , en) 7→ (ẽ1, . . . , ẽi) is also homolorphic in Ω. This
proves item (b). Item (c) follows from the observation that if f is a holomorphic
function of one complex variable taking values in C \ {0} then in an open neigh-
borhood of every point in the domain of f we can find a holomorphic function f

1
2

whose square is equal to f .

Exercise A.12. Let F be a closed subset of X . If Y is first countable (for
instance, if Y is metrizable) then, in order to check that f(F ) is closed in Y , it
suffices to consider a sequence (xn)n≥1 in F such that

(
f(xn)

)
n≥1

converges to
some y ∈ Y and to prove that y is in F . Clearly, the set:

(C.6.1)
{
f(xn) : n ≥ 1

}
∪ {y}

is compact, since any any open set that contains y also contains all but finitely many
f(xn). Thus, the inverse image of (C.6.1) by f is compact and, in particular, the
sequence (xn)n≥1 is in a compact subset ofX . Thus, the sequence has a limit point
x ∈ X , i.e., every neighborhood of x contains xn for infinitely many n. Clearly,
x ∈ F , otherwise X \ F would be a neighborhood of x that contains no xn. We
claim that y = f(x). Otherwise, since Y is Hausdorff, there would be disjoint open
sets U1, U2 in Y with y ∈ U1 and f(x) ∈ U2. Then, we would have xn ∈ f−1(U1)
for n sufficiently large and xn ∈ f−1(U2) for infinitely many n, contradicting the
fact that f−1(U1) and f−1(U2) are disjoint. Hence y ∈ f(F ). This proves (i)
and (ii). Let us prove (iii). Again, let F be a closed subset of X and assume that
y ∈ Y is not in f(F ). We show that y has a neighborhood that is disjoint from
f(F ). Let K be a compact neighborhood of y. For all x ∈ f−1(K) ∩ F , we have
f(x) 6= y and thus, Y being Hausdorff, there are disjoint open sets Ux, Vx in Y
with f(x) ∈ Ux and y ∈ Vx. Since f−1(K) ∩ F is compact, there exists a finite
subset S of f−1(K) ∩ F such that:

f−1(K) ∩ F ⊂
⋃
x∈S

f−1(Ux).
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We claim that the neighborhood K ∩
⋂
x∈S Vx of y is disjoint from f(F ). Namely,

an element of f(F )∩K∩
⋂
x∈S Vx would be of the form f(z), with z ∈ f−1(K)∩

F . Then z would be in f−1(Ux) for some x ∈ S and therefore f(z) would be in
Ux ∩ Vx = ∅.

Exercise A.13. If A is a subset of Y such that f−1(A) is open in X then
X \ f−1(A) = f−1(Y \ A) is closed in X and thus Y \ A = f

(
f−1(Y \ A)

)
is

closed in Y . Hence A is open in Y .

Exercise A.16. By the Hahn–Banach theorem there exists a linear functional
α : V → C such that ‖α‖ ≤ 1 and:

α
( ∫

γ
f
)

=
∥∥∥∫

γ
f
∥∥∥.

Moreover:

α
( ∫

γ
f
)

=
∫
γ
α ◦ f =

∣∣∣ ∫ b

a
α
[
f
(
γ(t)

)]
γ′(t) dt

∣∣∣ ≤ sup
z∈Im(γ)

‖f(z)‖ length(γ),

since |α
(
f(z)

)
| ≤ ‖f(z)‖, for all z ∈ A.

Exercise A.17. Use the result of Exercise A.16.

Exercise A.18. This is a standard result about derivation under the integral.

Exercise A.20. Recall that the entries of the matrix of T−1 are given (up to
a sign) by 1

det(T ) times the determinant of an (n − 1) × (n − 1) submatrix of the
matrix of T . Such determinant equals the sum of (n − 1)! terms that are (up to a
sign) equal to (n− 1)-fold products of entries of the matrix of T .

Exercise A.21. Argue as in Example 3.2.27 considering the covering map de-
fined by:

p :
{
x+ iy ∈ C : x < ln(R)

}
3 z 7−→ ζ0 + ez ∈ D

and observing that a lifting of c with respect to p is given by:

[0, 1] 3 t 7→ ln(r) + 2πit.

Exercise A.22. Use Proposition 3.2.21 and the result of Exercise A.21.

Exercise A.23. The restriction of γs to each interval
[
i
s ,

i+1
s

]
is continuous

and thus γs is continuous. It is straightforward to check that p ◦ γs = f ◦ cs.

Exercise A.24. By Lemma A.6.4, for all µ ∈ spc
(
T (ζ0)

)
, the sum:∑

λi(ζ0)=µ

Pi(ζ0)

is a projection onto a subspace Vµ of Kµ

(
T (ζ0)

)
. By (A.6.5) we have:∑

µ∈spc(T (ζ0))

∑
λi(ζ0)=µ

Pi(ζ0) =
k∑
i=1

Pi(ζ0) = Id,

so that:
V =

⊕
µ∈spc(T (ζ0))

Vµ =
⊕

µ∈spc(T (ζ0))

Kµ

(
T (ζ0)

)
.

Thus Vµ = Kµ

(
T (ζ0)

)
, for all µ ∈ spc

(
T (ζ0)

)
.
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Exercise A.25. Pick an inner product in V and consider its sesquilinear exten-
sion to V . Using the corresponding norms, we have ‖an‖ = ‖ι(an)‖, for all n and
hence both power series have the same convergence radius.

C.7. From Appendix B

Exercise B.1. Use formula (B.1).

Exercise B.2. The annihilator of V1 in V0 is the kernel of R. Since A contains
the kernel ofR,A = R−1

(
R(A)

)
; but the inverse image underR of the annihilator

of V2 in V1 (i.e., R(A)) is the annihilator of V2 in V0.

Exercise B.3. Use the Taylor polynomials of the maps B and u around t0.
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The universe we observe
has precisely the properties we should
expect if there is, at bottom, no design,
no purpose, no evil, no good, nothing
but blind, pitiless indifference.

Charles Darwin


