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Introduction

The aim of this course is to give an introduction to the basic notions of
Category Theory and Categorical Logic.

The first part on Category Theory should be of interest to a general math-
ematical audience with interest in algebra, geometry and topology where at
least the language of category theory and some of its basic notions like lim-
its, colimits and adjoint functors are indispensible nowadays. However, for
following the lectures in a profitable way one should have already attended a
course in basic algebra or topology because algebraic structures like groups,
rings, modules etc. and topological spaces serve as the most important source
of examples illustrating the abstract notions introduced in the course of the
lectures.

The second part will be of interest to people who want to know about logic
and how it can be modelled in categories. In particular, we will present
cartesian closed categories where one can interpret typed A-calculus, the
basis of modern functional programming languages, and (elementary) toposes
providing a most concise and simple notion of model for constructive higher
order logic. Guiding examples for both notions will be presented en detail.
Some knowledge about constructive logic would be helpful (as a motivating
background) but is not necessary for following the presentation itself.

We conclude this most concise introduction with a list of suggestions for
further reading.
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1 Categories
We first introduce our basic notion of structure, namely categories.
Definition 1.1 A category C is given by the following data

e a class Ob(C) of objects of C

e a family Mor(C) associating with every pair A, B € Ob(C) a class
Mor(C)(A, B) of morphisms from A to B

e for all A, B,C € Ob(C) a mapping
o4, : Mor(C)(B,C) x Mor(C)(A, B) = Mor(C)(A, C)
called composition
e for all A € Ob(C) a distinguished morphism
ids € Mor(C)(A, A)
called identity morphism for A

required to satisfy the following conditions

o for all A,B,C,D € Ob(C) and f € Mor(C)(A, B), g € Mor(C)(B,C)
and h € Mor(C)(C, D) it holds that

(Ass) ho(gof)=(hog)of

standing as an abbreviation for the more explicit, but also more unread-
able equation oo c.p(h,oapc(g, f)) =oanp(escn(h, g), f)
o for all A,B,C € Ob(C) and f € Mor(C)(A, B) and g € Mor(C)(C, A)
it holds that
(Id) foida=f and idaog=yg

standing as an abbreviation for the more explicit, but also more unread-
able equations ox a p(f,ida) = f and o a.4(ida, g) = g. O



Notice that the identity morphisms are uniquely determined by o and the
requirement (Id). (Exercise!)

Some remarks on notation.

As already in Definition 1.1 we write simply go f instead of the more explicit
o4 pc(g, f) whenever f € Mor(C)(A, B) and g € Mor(C)(B,C). Instead of
the somewhat clumsy Mor(C)(A, B) we often write simply C(A, B) and for
f € Mor(C)(A, B) we simply write f : A — B when C is clear from the
context. Instead of id4 we often write 14 or simply A. When the object A
is clear from the context we often write simply id or 1 instead of id4 or 14,
respectively.

Next we consider some
Examples of Categories

(1) The category whose objects are sets, whose morphisms from A to B
are the set-theoretic functions from A to B and where composition is
given by (go f)(x) = g(f(x)) is denoted as Set. Of course, in Set the
identity morphism id4 sends every z € A to itself. For obvious reasons
we call Set the category of sets (and functions).

(2) We write Set, for the category of sets with a distinguished element
enoted by *) and functions preserving this distinguished point.
denoted b d functi ing this distinguished point

(3) We write Mon for the category of monoids and monoid homomor-
phisms. This makes sense as monoid homomorphisms are closed under
composition and identity maps preserve the monoid structure.

(4) We write Grp for the full subcategory! of Mon whose objects are
groups.

(5) We write Ab for the full subcategory of Grp whose objects are the
abelian (i.e. commutative) groups.

(6) We write Rng for the category whose objects are rings and whose
morphisms are ring homomorphisms and CRng for the full subcategory
of Rng on commutative rings.

IB is a subcategory of A if Ob(B) C Ob(A), B(X,Y) C A(X,Y) for all X,Y € Ob(B)
and composition and identities in B are inherited from A (by restriction). A subcategory
B of A is called full if B(X,Y) = A(X,Y) for all X, Y € Ob(B).
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(7) For a commutative ring R we write Modp for the category of R-
modules and their homomorphisms (if R is a field k then we write
Vect,, instead of Mody). The category of R-algebras and their homo-
morphisms is denoted as Algp,.

(8) We write Sp for the category of topological spaces and continuous
maps.

(9) Identifying homotopy equivalent maps in Sp gives rise to the category
Sp,,.*

(10) Every monoid M = (M, -, 1) can be understood as a category with one
object (usually denoted as x). Categories with one object are precisely
the monoids.

(11) Every preorder P = (P, <) (i.e. where < is a reflexive and transitive
binary relation on P) can be considered as a category whose objects
are the elements of P and whose morphisms from x to y are given by
the set {* | x < y}. Categories arising this way are those categories C
where C(X,Y) contains at most one element for all X, Y € Ob(C) and
they are called posetal. O

When “inverting the direction of arrows” in a given category this gives rise
to the so-called “dual” or “opposite” category C°P which in general is quite
different from C.

Definition 1.2 Let C be a category. Then its dual or opposite category
C* is given by Ob(C®) = Ob(C), C®(A, B) = C(B, A) and o55 (g, f) =
C

OC,B,A(fv g). %

Obviously, for every object A the morphism id,4 is the identity morphism for
A also in C°P.

Next we consider some properties of morphisms generalising the notions in-
jective, surjective and bijective known from Set to arbitrary categories.

2Continuous maps fo, f1 : X — Y are called homotopy equivalent (notation fo ~ fi)
iff there is a continuous map f : [0,1] x X — Y with f;(z) = f(i,2) for all x € X and
i € {0,1}. One easily checks that fo ~ f1 and go ~ g1 implies gg o fo ~ g1 © f1 (whenever
the composition is defined), i.e. composition respects homotopy equivalence. This explains
why identifying homotopy equivalent continuous maps gives rise to a category.
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Definition 1.3 Let C be a category and f: A — B be a morphism in C.
The morphism f is called a monomorphism or monic iff for all g,h : C' — A
from fog= foh it follows that g = h.

The morphism f is called an epimorphism or epic iff for all g,h : B — C
from go f = ho f it follows that g = h.

The morphism f is called an isomorphism iff there exists a morphism g :
B — A with go f = idyq and fog = idg. Such a morphism g is unique
provided it exists in which case it is denoted as f~'. O

It is easy to show that an isomorphism is both monic and epic (Exercise!).
However, the converse is not true in general: consider for example the inclu-
sion Z < Q which is a morphism in Rng (and, of course, also CRng) which
is epic and monic, but obviously not an isomorphism.(Exercise!) Categories
where monic and epic implies isomorphism are called balanced.

Exercises

1. Show that in Set and Ab a morphism f : A — B is monic iff f is
one-to-one, is epic iff f is onto, is an isomorphism iff f is bijective.

2. Do the above equivalences hold also in Sp?

3. Find a category which is not posetal but where all morphisms are
monic.



2 Functors and Natural Transformations

This section is devoted to the concept of a functor, i.e. structure preserving
map between categories, inspired by and generalising both monoid homo-
morphism and monotonic maps.

Definition 2.1 Let A and B be categories. A (covariant) functor F' from A
to B (notation F : A — B) is given by a function

Fob : Ob(A) — Ob(B)
(called “object part” of F') together with a family of functions

Fuor = (FA,B : A<A7 B) - B(F<A)7 F(B)))A,BEOb(A)

(called “morphism part” of F) satisfying the following requirements
(1) FA7A<idA) = idFOb(A) fO?“ all A € Ob(A)
(2) Faclgo f)=Fpclg)o Fap(f) forall f:A— B andg: B — C.

A contravariant functor from A to B is a covariant functor from A°P to B. ¢

Most of the time we suppress the indices of F' as they could be reconstructed
from the context without any pain. Under this convention for example con-
ditions (1) and (2) of Definition 2.1 are formulated as

F(ida) = idp(a) F(go f)=F(g)o F(f)

which certainly is more readable.

Very often one needs functors with more than one argument. These are
subsumed by Definition 2.1 taking A as A; x --- x A,, i.e. a (cartesian)
product of categories, whose straightforward definition we leave to the reader
as an exercise(!).

Actually, functors are ubiquitous in mathematics as can be seen from the
following

Examples of Functors

(1) Functors between categories with precisely one object correspond to
monoid homomorphisms.



(2)

(3)

(4)

Functors between posetal categories correspond to monotone functions
between preorders.

If C is a group or a monoid then functors from C to Vecty, the category
of vector spaces over field k, are called linear representations of C.

The powerset function A — P(A) is the object part of two different
functors from Set to Set, a covariant one and a contravariant one: let
f A — B be a morphism in Set then the covariant power set functor
sends X € P(A) to f[X] = {f(x) | x € X} and the contravariant
power set functor sends Y € P(B) to f'[Y]={zx € A| f(z) e Y}.

For every category C we may consider its “hom-functor” Hom¢ : C°P x
C — Set whose object part is given by

Hom¢ (A, B) = C(A, B)
and whose morphism part is given by
Home(f,g) : Homc(A, B) — Home(A', B') : h+ goho f

for f : A/ - A and g : B — B’. Notice that the hom-functor is
contravariant in its first argument and covariant in its second argument.
Fixing the first or second argument of Hom¢ gives rise to the functors

Y&(A) = Home(A, —) : C — Set

and
Yc(B) = Home(—, B) : C°® — Set

where Y refers to the mathematician NOBUO YONEDA who first
considered these functors.

Let F' : Set — Mon be the functor sending set A to A*, the free monoid
over A and f: A — B to the monoid homomorphism F(f)(a;...a,) =
f(ay) ... f(a,). There is also a functor U : Mlon — Set in the reverse
direction “forgetting” the monoid structure. Such “forgetful” functors
U can be defined not only for Mon but for arbitrary categories of
(algebraic) structures. The associated “left adjoint” functor F' doesn’t
always exist. What “adjoint” really means will be clarified later and
turns out as a central notion of category theory.

10



Notice that in the above definition of the hom-functor Hom¢ we have cheated
a bit in assuming that Hom¢(A, B) = C(A, B) actually is a set for all objects
A and B in C. However, this assumption is valid for most categories one
meets in practice and they are called locally small. A category C is called
small if not only all C(A, B) are sets but also Ob(C) itself is a set. Typically,
categories of structures like Mon, Grp, Sp and also Set are locally small,
but not small.

Next we will show how to organise the collection of functors from A to B
into a category itself by defining an appropriate notion of morphism between
functors which is called natural transformation.

Definition 2.2 Let A and B be categories and F' and G be functors from A
to B. A natural transformation from F' to G is a family of morphisms

7= (F(A) = G(A)) acob(a)

such that
F(A) ~2 G(A)

FU)| |G()
FA) — G(A)

TA!

commutes for all f : A — A" in A. We write 7 : F5G or7: F = G if 7 is
a natural transformation from F to G.

For natural transformations o : FG and 7 : G=H their (vertical) compo-
sition T o o 1s defined pointwise as

(Too)a=Taoox

for A € Ob(A). The identity natural transformation idp : FF on F is
given by (idp)a = idp(a). O

Obviously, functors from A to B with natural transformations as morphisms
organize into a category denoted by B* or Func(A,B).

Actually, natural transformations are ubiquitous in mathematics as can be
seen from the following
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Examples of Natural Transformations

(1)

Let P : Set — Set be the covariant powerset functor on Set. Then
a natural transformation ld5P is given by 04 : A — P(A4) : a —
{a} and a natural transformation from P? = P o P to P is given by
U, : PHA) = P(A) : X — |JX where, as usual, |JX is defined as
{reA|IX e X. v e X}.

Let I be a set. Define ' : Set — Set as F(X) = X!xI and
F(f)(g,i) = (fog,i). Then a natural transformation ¢ : F' = Id is
given by 4 : AIXT — A: {g,i) — g(4).

Let GL,(R) be the group of invertible nxn-matrices with entries in R
where R is a field or a commutative ring. For a ring homomorphism A :
R — R'let GL,(h) : GL,(R) — GL,(R’) be the group homomorphism
sending A = (a;;) to GL,(h)(A) = (h(ai;)). Let Inv be the functor
from CRng to Grp sending a commutative ring to the abelian group
of its units. Then a natural transformation det : GL,,—Inv is given by
sending each matrix to its determinant as indicated in the diagram

det
GLo(R) % Inv(R) —— R

GL,(h) Inv(h) h

GLn(R/) m |nV(R/) R

Let R; and Rs be functors from a group G to Vecty, i.e. representations
of G. Then a natural transformation from R; to Ry is simply a linear
map h : Ry(*) — Ry(x) such that

Rl(*> —h> RQ(*)

for all f € GG. In representation theory such an h is commonly called
an equivariant map from Ry to Rs.
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Ifo: F35F' : A —- B and 7 : G=G" : B — C then their horizontal
composition 7 x o : GF-G'F" is defined as

(T*O’)A:G/O'AOTFA:TF/AOGUA

where the second equality follows from 7 : G>G’. We leave it as an exer-
cise(!) to show that

(To07) % (09001) = (g% 09) 0 (11 *07)

for o9 : F5F" and oy : F'5F” in Func(A,B) and 7y : GG’ and 7 :
G'G" in Func(B, C). Moreover, one easily sees that idg *idp = idgr. Thus,
horizontal composition gives rise to a functor x : Func(B, C) x Func(A,B) —
Func(A, C) for all categories A, B, C. A category whose hom-sets themselves
carry the structure of a category such that composition is functorial are called
2-categories. The category Cat of categories and functors is a 2-category
where Cat(A,B) is the functor category Func(A,B) and the morphism parts
of the composition functors are given by horizontal composition * which is
functorial as we have seen above.

One readily checks that a natural transformation 7 : F'—G is an isomorphism
iff all its components are isomorphisms (exercise!). We say that functors F’
and G from A to B are isomorphic iff there is an isomorphism from F to G
in Cat(A,B) = Func(A,B).
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3 Subcategories, Full and Faithful Functors,
Equivalences

Though already shortly mentioned in section 1 we now “officially” give the
definition of the notion of subcategory.

Definition 3.1 Let C be a category. A subcategory C' of C is given by
Ob(C’) C Ob(C) and
C'(A,B) CC(A, B) for all A, B € Ob(C’)
such that
i) idy € C'(A, A) for all A € Ob(C')

ii) whenever f: A— B and g: B — C are morphisms in C' then go f is
a morphism in C'

i.e. identities and composition are inherited from C.

A subcategory C' of C is called full iff C'(A, B) = C(A, B) for all A,B €
Ob(C’) and it is called replete iff, moreover, for every isomorphism f: A —
B in C the object B is in C' whenever A is in C'. O

For every subcategory C’ of C there is an obvious inclusion functor
7:C —C
with Z(A) = A and Z(f) = f for all objects A and morphisms f in C'.

Definition 3.2 Let F' : A — B be a functor. The functor F is called faithful
iff for all f,g: A — B in A from F(f) = F(g) it follows that f = g, i.e.
off all morphism parts of F are one-to-one. The functor F' s called full iff
for all A;B € Ob(A) and g : F(A) — F(B) there is an f : A — B with
g = F(f), i.e. all morphism parts of F' are onto. O

Obviously, a functor is full and faithful iff all its morphism parts are bijec-
tions.

Lemma 3.1 If a functor F' : A — B is full and faithful then F reflects
isomorphisms, i.e. f is an isomorphism whenever F(f) is an isomorphism.
However, in general faithful functors need not reflect isomorphisms.

14



Proof: Simple exercise(!) left to the reader. O

Notice that, in particular, for subcategories C' of C the inclusion functor
T : C' — C need not reflect isomorphisms though it always is faithful.3

Definition 3.3 A functor F : A — B is called an equivalence (of categories)
iff F s full and faithful and for every B € Ob(B) there is an A € A with
B = F(A). We write A ~ B iff there is an equivalence between A and B. ¢

Notice that being an equivalence is much weaker than being an isomorphism
of categories. Nevertheless equivalence is the better notion because for cate-
gories isomorphism is the right notion of equality for objects.

We leave it as an exercise(!) to show that (using the Axiom of Choice) for
every equivalence F' : A — B there is a functor G : B — A such that
GF =2 1dy and F'G = Idg, i.e. F has a “quasi-inverse” G.

3For this reason P. Freyd in his book Categories, Allegories [FS] required faithful func-
tors also to reflect isomorphisms! Accordingly, he required for subcategories C' C C also
that f~!is in C’ whenever f is in C'.
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4 Comma Categories and Slice Categories

At first look the notions introduced in this section may appear as somewhat
artificial. However, as we shall see later they turn out as most important for
categorical logic.

Definition 4.1 Let F : A — C and G : B — C be functors. The comma
category F|G is defined as follows. The objects of FlG are triples (A, f, B)
where A € Ob(A), B € Ob(B) and f € C(F(A),G(B)). A morphism from
(A, f,B) to (A", f',B') in FIG is a pair (g : A—A',h: B—B’) such that

Fay 29 poan

f] il

G(B) G—(h5 G(B')

commutes. Composition of morphisms in F|G is componentwise, i.e. (¢', h')o
(9.h) = (¢ 0 g, W o h) and id(a g3 = (ida, idp). 0

Special cases of particular interest arise if A or B coincide with 1, the trivial
category with one object and one morphism, or if F or G are identity functors.
If G = Id¢ we write F|C for Flldc, if F' = ldc we write ClG for ldc|G and if
F =ld¢ = G then we write C|C for ldc{ldc. If B = 1 and G(x) = X we write
FlX for FlG and if A =1 and F(x) =Y we write Y |G for F|G. If F = ld¢
and G:1 — C: % +— X we write C/X for F{G andif F:1 > C:%x—Y
and G = ld¢c we write Y/C for F{G. The comma category C/X is commonly
called slice (category of C) over X.

We leave it as an exercise* to show that for all sets I we have Set/I ~ Set’
where Set’ is the I-fold product of Set.

Notice that for categories C different from Set it always makes
sense to consider for I € Ob(C) the slice category C/I whereas C! is
meaningless because [ is not a set in this case.

4The idea is to send A € Set’ to the map Hiel A; — I : (i,a) — i where as usual
HiEI Ai = {(Z,(Z) ‘ i€I7a€Ai}.
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5 Yoneda Lemma

The Yoneda lemma says that for every locally small category C there is a
full and faithful functor Y¢ : C — Set®, the so-called Yoneda functor,
which allows one to consider C (up to equivalence) as a full subcategory of
C = Set®™, the category of (set-valued) presheaves over C. As we shall see
later this result is very important because categories of the form C = Set™
are very “set-like” in the sense that they can be considered as categories of
“generalised sets” and, therefore, used as models for (constructive) logic and

mathematics!

Definition 5.1 (Yoneda embedding)

Let C be a locally small category. For I € Ob(C) the functor Y¢(I) : CP —
Set is defined as C(—, 1), i.e. sends J € Ob(C) to the set C(J,I) and sends
g : K — J to the function C(g,I) : C(J,I) - C(K,I) : h — hog. For
f 1 = Jlet Yc(f) be the natural transformation from Yc(I) to Ye(J)
whose component at K € Ob(C) is given by Ye(f)rx : C(K,I) - C(K,J) :
h — foh. These data give rise to a functor Y¢ : C — Set®™ called the
Yoneda embedding for C. O

For Definition 5.1 to make sense one has to verify (1) that Y¢(f) is actually
a natural transformation, i.e. that

Ye(f)x

C(K,I)
C(g, 1) C(g,J)
C(K', 1) C(K',J)

C(K, J)

Ye(f)rr

commutes for all g : K’ — K, and (2) that Y¢ is actually functorial, i.e.
satisfies Y¢(id;) = idv.(ny and Ye(g o f) = Ye(g) o Ye(f). We leave the
straighforward verifications of (1) and (2) to the inclined reader as a simple
exercise(!).

Lemma 5.1 (Yoneda Lemma)
Let C be a locally small category and A : C°P — Set. Then for all I € Ob(C)

(1) natural transformations o, 7 : Yc(I) — A are equal iff o;(id;) = 77(idy)
and
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(2) for every a € A(I) there exists a unique natural transformation 7% :
Ye(I) = A with 7\ (id;) =

Accordingly, we have a natural isomorphism
L C(Ye(=),A) — A
given by 1y : C(Ye(I), A) = A(I) : 7+ 7(id;) for I € C.

Proof: First notice that for a natural transformation 7 : Y¢ (/) — A it holds
that

(1) 7(f) = A(f)(mi(idy))  forall f:J =1
because by naturality of 7 the diagram

TI

C(1,1) —L A1)
Yc(f)(f)J jA(f)
(C(J, [) —T> A(J)

commutes and, therefore,

() = 7 (Ye()(f)(idr)) =
= (ryoYe()(f)(idr) = (A(f) o 7r)(idr) =
= A(f)(7(id1))
as desired.
Now for showing claim (1) assume that 7;7(id;) = o7(id;). Thus, due to (1)
we have 7;(f) = A(f)(m;(id;)) = A(f)(os(idy)) = o4(f) for all f:J — I in
C, i.e. T = o as desired.
For claim (2) suppose a € A(I). The desired 7(* : Y¢(I) — A is given
by T§ )(f) = A(f)(a) for f : J — I in C. Obviously, we have TI (Id[) =
A(id;)(a) = a. That 79 is indeed a natural transformation we leave as an
exercise(!) to the reader.
It is now obvious that ¢;(7) = a iff 7 = 7(®) from which it follows that ¢; is a
bijection for all I € C. For naturality of ¢ suppose f : J — I in C. We have
to show that

C(Ye(D), A) L A(T)
E(Ye(). 1) )
C(Ye(J]), A) L A(J)

18



commutes. Suppose 7 : Y¢(I) = A then we have

(A(f) o ur)(m) = A(f)(ur(7)) = A(f)(71(id1)) = (A(f) o 71)(idr) =
= (170 Yc(I)(f))(idr) i
= (1o Yc(f))J(id
- = 17(C(Ye(f), A)(r)) =
= (ts o C(Ye(f), A))(7)

as desired. O

As the Yoneda Lemma 5.1 allows us to identify in a canonical way C(Ye(I), A)
with A(I) for all presheaves A € C = Set® we often write simply a :
Yc(I) — A for the natural transformation 7(9) as constructed in the proof of
the Yoneda lemma.

Corollary 5.1 For every locally small category C the Yoneda functor Yc :
C — C is full and faithful.

Proof: We have to show that for all I,J € Ob(C) and 7 : Y¢(I) — Ye(J)
there exists a unique morphism f: I — J in C with 7 = Y¢(f). Notice that
by the Yoneda Lemma 5.1 we have 7x(g) = Yc(J)(9)(7(id;)) = 77(id;) o g
for all g : K — I. Thus, as for f = 7;(id;) we have Y¢(f)k(g) = fog it
follows from the Yoneda Lemma 5.1 that 7 = Y¢(f) and f is unique with
this property. O

As full and faithful functors reflect isomorphisms we get that Y¢(I) = Y¢(J)
implies I = J and, therefore, the category C may be considered as a full
subcategory of C. Those A : C® — Set with A = Y¢(I) for some [ €
Ob(C) are called representable. We give this definition an “official” status
as representability is a key concept used for defining most of the subsequent
notions.

Definition 5.2 Let C be locally small. Then A : C°® — Set is called repre-
sentable iff A= Y¢(I) for some I € Ob(C). O

Notice that by the Yoneda lemma for representable A the representing object
I with A = Y¢(I) is unique up to isomorphism.
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6 Grothendieck universes : big vs. small

Generally in category theory one doesn’t worry too much about its set-
theoretic foundations because one thinks that categories (namely toposes)
provide a better foundation for mathematics (see e.g. [LR]).

However, as we have seen in the previous section when discussing the Yoneda
lemma local smallness is of great importance in category theory. From the
definition of local smallness it is evident that we want to call a collection
“small” iff it is a set. Typical non-small collections are the collection of all
sets or the collection of all functors from C°P to Set. Already in traditional
algebra and topology to some extent one has to consider large collections
when quantifying over all groups, all topological spaces etc. In this case
the usual “excuse” is that in Zermelo-Fraenkel set theory ZF(C) one may
quantify over the universe of all sets and, therefore, also over collections
which can be expressed by a predicate in the language of set theory (i.e. a
first order formula using only the binary predicates = and €). In Gdodel-
Bernays-vonNeumann class theory GBN one may even give an “ontological
status” to such collections which usually are referred to as classes.® The
drawback, however, is that classes don’t enjoy good closure properties, e.g.
there doesn’t exist the class of all functions from class X to class Y etc.
Thus, the desire to freely manipulate big collections has driven categorists
to introduce the following notion of universe.

Definition 6.1 A Grothendieck universe is a set U such that the following
properties

(Ul) ifzxecaclUthenzelU

(U2)  ifa,be U then {a,b} and axb are elements of U

(U3)  ifa €U then Ja and P(a) are elements of U

(U4)  the set w of all natural numbers is an element of U

(UB)  if f:a — b is surjective with a € U and b C U then b€ U

hold for U. O

Notice that the conditions (U1)—(U5) guarantee that U with € restricted to

SFor a first order formula ¢(z) in the language of set theory one may form the class
{z | ¢(x)} consisting of all sets a satisfying ¢(a) (where a set is a class contained in some
class (e.g. {z | z = z}) as an element).
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UxU provides a model for ZF(C) (i.e. a “small inner model”® in the slang
of set theory). Thus, the universe U is closed under the usual set-theoretic
operations.”

Notice, however, that ZF(C) cannot prove the existence of Grothendieck
universes as otherwise ZF(C) could prove its own consistency in contradiction
to Godel’s second incompleteness theorem. Nevertheless, one shouldn’t be
too afraid of inconsistencies when postulating Grothendieck universes as it
is nothing but a reflection principle claiming that what we have axiomatized
in ZF(C) “actually exists”. In other words, if ZF(C) + the assumption of a
Grothendieck universe were inconsistent then it were rather the fault of the
former® than the fault of the latter.

If having accepted one Grothendieck universe why shouldn’t one accept
more? Accordingly, when really worrying about set-theoretic foundations
for category theory one usually adds to ZF(C) the requirement that for ev-
ery set a there is a Grothendieck universe U with a € U. Accordingly,
for every Grothendieck universe U there is a Grothendieck universe U’ with
U € U’ and, therefore, also U C U’. Thus, this axiomatic setting guarantees
(at least) the existence® of a hierarchy Uy € Uy € --- € U, € U4y € --- of
universes which is also cumulative in the sense that Uy, C U; C --- C U,, C
U,i1 C --- holds as well.

In the rest of these notes we will not refer anymore to the set-
theoretical sophistications discussed in this section but, instead,
will use the notions “big” and “small” informally.

6 Actually, the notion of universe is somewhat stronger than that of a small inner model
as the latter need not satisfy (U5) for arbirary functions f but only for first order definable
f as ensured by the set theoretic replacement axiom.

"We suggest it as an exercise(!) to directly derive from conditions (U1)-(U5) that
(a,b) = {{a},{a,b}} € U whenever a,b € U.

8What makes ZF so incredibly strong is the mixture of infinity, powersets and the
replacement axiom!

9Notice that in presence of the axiom of choice such a cumulative hierarchy can
be constructed internally by iterating the choice function u assigning to every set a a
Grothendieck universe u(a) with a € u(a). Of course, nothing prevents us from iterating
this function u along arbitrary transfinite ordinals!
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7 Limits and Colimits

A lot of important properties of categories can be formulated by requiring
that limits or colimits of a certain kind do exist meaning that certain functors
are representable.

Before introducing the general notion of limit and colimit for a diagram we
study some particular instances of these notions which, however, together
will guarantee that all (small) limits (or colimits) do exist.

Definition 7.1 (cartesian products)

Let C be a category. The (cartesian) product of a family A = (A; | i € I)
of objects in C is given by an object P of C together with a family m = (m;
P — A; | i € 1) of morphisms in C such that for every object C' and every
family f = (fi: C — A; | i € I) there exists a unique morphism g : C — P
with f; = mog for alli € I. This unique morphism g will often be denoted as
(fiYier and is called the mediating arrow from f to w. The object P together
with the family 7 is called product cone over A and m; : P — A; is called
i-th projection. O

Next we will show that product cones are unique up to isomorphism.

Lemma 7.1 Suppose m = (m; : P — A; |i € I) and n’ = (7, : P' — A; |
i € I) are product cones over A = (A; | i € I). Then for the unique arrows
f:P— P andg: P — P suchthat .o f =m and m;0og =7, for alli € [
it holds that go f = idp and f o g = idps, i.e. that the cones ™ and 7' are
canonically isomorphic.

Proof: Due to our assumptions we have that for all ¢ € I it holds that
mogof=mof=m

and, therefore, by uniqueness of mediating arrows idp = g o f (because
m;oidp = m; for all i € I). Similarly one shows that f o g = idp:. O

Notice that for I = ) a product cone (P,7) over (A; | i € I) is already
determined by the object P (because 7 has to be the empty family) which
has to satisfy the condition that for every object C' € Ob(C) there is a
unique morphism from C' to P. Such objects P will be called terminal and
are usually denoted as T" or 1.
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Definition 7.2 (terminal objects)
An object T in C is called terminal iff for every C' € Ob(C) there is a unique
morphism C — T in C (often denoted as ¢ ). O

In Set a product cone for A = (A; | i € I) is given by P = [[,.; A; where

[J4i={s: 1= JA |Viel st)e A}

el i€l

iel

and m = (m; | ¢ € ) with m;(s) = s(i).

Terminal objects in Set are those sets containing precisely one element. Ac-
cordingly, we often write 1 for a terminal object.

We recommend it as an exercise(!) to construct products in the categories
Mon, Sp etc.

Definition 7.3 (equalisers) Let f,g: A — B in C. An equaliser of f and g
s a morphism e : . — A such that

(i) foe=goe and

(ii) for every h: C' — A with foh = goh there exists a unique morphism
k:C— FE withh=c¢cok. O

Requirement (ii) of the above definition is usually visualized by the following
diagram

f
E— % .4 B
g
k <
c

One easily checks that an equaliser e necessarily has to be a monomorphism
(exercise!). A mono which appears as equaliser of some parallel pair of mor-
phisms will be called reqular. In Set an equaliser of f,g: A — B is given by
E={zecA|f(x)=g(r)}ande: FE— A:x+ z.
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Definition 7.4 (small/finitely complete)

A category C has (small) limits iff C has products of (small) families of
objects and C has equalisers.

A category C has finite limits iff C has finite products (i.e. products for finite
families of objects) and C has equalisers.

A category C is small/finitely complete iff C has finite/small limits. O

Obviously, a category C has finite limits iff C has a terminal object, binary
products and equalisers (exercise!).

Next we consider the most important case of pullbacks which exist in all
categories with finite limits. Moreover, we will see that categories with a
terminal object and all pullbacks will also have all finite limits.

Definition 7.5 (pullbacks)
A pullback in a category C is a commuting square

pﬂ.A2

W s

A1—>I
h

in C such that for all g; : B — A; (i=1,2) with f; 0 g1 = fa 0 g there exists
a unique h : B — P with p; o h = g; for i=1,2 as in the diagram
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To indicate that a square is a pullback we write

P_%»AQ
pl\ \f2
A — 1
' A

The pair py,ps is called pullback cone over fi, fs. O
Next we give a useful characterisation of having finite limits.

Theorem 7.1 Let C be a category with a terminal object 1. Then the fol-
lowing two conditions are equivalent

(1) C has pullbacks

(2) C has binary products and equalisers.

Proof: (1) = (2) : Suppose C has pullbacks.
First we show that C has binary products. For objects A;, As in C consider
their pullback

Aix Ay 220 A,
|
T
A, 1

then my, 7 is a product cone over A;, Ay because for morphisms g; : B — A;
and g : B — A it holds that !4, o g; = !4, 0 g2 and, therefore, due to the
definition of pullback there exists a unique h : B — A; x Ay with ;0 h = g;
for 1=1,2 as required for a product cone. As C has binary products and a
terminal object it has all finite products.

For showing that C has equalisers suppose that fi, fo : A — B. Then the
equaliser of f; and f5 is constructed via the following pullback

E r B
(& _, \63
A

o) BxB



where dp = (idp,idg). The morphism e equalises f; and fy because we have

fice=mo(fi,fa)oe=modpof =idgo f =f

for i=1, 2 and, accordingly, that f;oe = fyoe. Now suppose g : C'— A with
f1 09 = fs 0g for which morphism we write ¢’. As for i=1,2 we have

7Ti05309,:glzfiogzﬂio<f1>f2>09

and mediating arrows to product cones are unique we have that dg o ¢’ =
(f1, f2) 0 g. Thus, there exists a unique arrow h : C' — E with eo h = g and
flfoh =g asin

E————2B
]/
€ 53
A BxB

(f1, f2)

Now suppose that A’ : C'— E is a morphism with e o b’ = ¢g. Then we have
also f" o h' = ¢’ because

froh =modgofohl=mo(fi,fa)oeoh =
:7T10<f1,f2>Oeoh:ﬂ'lo(SBOf/Oh:
:f/oh

Thus, by uniqueness of mediating arrows to pullback cones it follows that
h' = h. Thus, we have proved uniqueness of h and e is actually an equaliser
of f1 and f5.

(2) = (1) : Suppose f1: A} — T and fo: Ay — I. Let m; : Ajx Ay — A; and
Ty : A1x Ay — As be a product cone and e : P — A; XAy be an equaliser
of fiom and fy o my. We define p; = m; o e for i=1,2 and show that it is a
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pullback cone over fi, fo. First of all the diagram

pﬂ,A2

E

A1—>[
1

b1

commutes as we have

flopl:f107T10€:f207TQO€:f20p2

Now suppose g; : B — A; fori=1,2 with fiog; = fe0gs. Then for g = (g1, go)
we have

Jiomog=fiogi= faogo= faomoy

and, therefore, there exists a unique morphism h : B — P with eo h = g.
Thus, we have pjoh =m,0eoh =m0 g = g; for i=1,2. The morphism h is
unique with this property as if p; o b’ = g; for i=1,2 then m; 0o eo b’ = g; for
i=1,2 and, therefore, we have eoh’ = (g, go) = ¢ from which it follows that
h = h'. Thus, we have

P—%» A,
P’

A1—>I
1

b1

as desired. 0

By inspection of the proof of Theorem 7.1 we get the following concrete
construction of pullbacks in Set, namely

P = {(z1,12) € AixAy | fi(z1) = fa(w2)}

and p;(z1, o) = x; for i=1, 2.

From a logical point of view the pullback construction is important as it
amounts to reindexing a family of sets along a function. Suppose f:J — [
in Set and g = m; : [[,.; Ai — I for a family (A4; | 7 € I) of sets. Then we

27



have

T4 2. IT4

jeJ _, el
T \71'1
J 1

where ¢(j,2) = (f(j),x) as follows from the obvious 1-1-correspondence be-
tween pairs (j, ) € [[,c; Ar(j) and tuples (j, (i, 2)) withi = f(j) and x € A;.
Having seen how to compute pullbacks in Set we recommend it as an exer-
cise(!) to construct pullbacks in the categories Mon, Grp, Sp etc.

By dualisation for every kind of limit there is a dual notion of colimit as
summarised in the following table

C Cer
sum product
coequaliser equaliser
pushout pullback
initial object terminal object

We recommend it as an exercise(!) to show that Set has the above mentioned
colimits. What about Mon, Grp, Sp etc.”

Because of their great importance for reasoning about pullbacks we prove
the following lemmata.

Lemma 7.2 Ifm: A" — A is a monomorphism in category C then for every
pullback diagram in C

the arrow n is a monomorphism, too.
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Proof: Suppose ¢g1,9, : C — B’ with no g, = no g,. Then we also have
f"og1 = "o gs because mo f'og = fonog = fonogy=mo f'og;and
m is a mono by assumption. Thus, it follows that g; = g» by uniqueness of
mediating arrows. 0

Lemma 7.3 Whenever the following diagram

a9 Ty

a,,\ a,l—l \a

K J I
g f

commutes in C and the right square is a pullback then the left square is a
pullback if and only if the whole outer rectangle is a pullback.

Proof: Suppose that the left square is a pullback. For showing that the outer
rectangle is also a pullback suppose that f ogoh = a ok for some arrows
h:B — K and kK : B — A. Then as the right square is assumed to be
a pullback there is a unique arrow o : B — A’ with go h = @’ o o/ and
k = f"o«a'. Furthermore, due to the assumption that the left square is a
pullback there exists a unique map o’ : B — A” with " o ¢” = h and
g oa” = a'. The whole situation is summarised in the following diagram

Thus «’ is a mediating arrow from (h, k) to (f o g,a). To show uniqueness
of o with this property assume that o : B — A” with " o a = h and
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f'og oa = k. But then we have also that ¢’ o g oa =goa”’oca=goh
and, therefore, it follows that o/ = ¢’ o @ by uniqueness of mediating arrows.
Thus, again by uniqueness of mediating arrows it follows that o = «”.

For the reverse direction suppose that the outer rectangle is a pullback. For
showing that the left square is a pullback suppose that goh = a’ ok for some
maps h: B — K and k: B — A’. Then we have also fogoh = fod ok =
ao f"ok. Thus, there exists a unique arrow o : B — A” with h = a” o o and
flok = f'og o« as the outer rectangle is assumed to be a pullback. The
situation is summarised in the following diagram

B

where k = ¢’ o a follows from uniqueness of mediating arrows to the right
pullback. Thus « is a mediating arrow from (h, k) to (a”,¢'). For uniqueness
of a with this property suppose that h = a” o § and k = ¢’ o f. Then also
f'ok = f"og op and, therefore, we have o = by uniqueness of mediating
arrows to the outer pullback. O

Next we will define quite generally what is a limit for a diagram or a functor.
Later we will show that a category has limits for all small diagrams iff it “has
limits” in the sense of Definition 7.4.

But before we have to define precisely what we mean by a “diagram” in a
category which in turn requires the notion of graph to be defined next.

Definition 7.6 (graphs)

A (directed) graph is a tuple G = (Go, G1,d§, d{) where Gy and Gy are sets
of nodes and edges, respectively, and d§,dS : G; — Gy are functions called
source and target, respectively.
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For graphs G and H a graph morphism from G to H is gwen by a pair
f = (fo, f1) where f; : G; — H; for i=0,1 satisfying

di' o fr = foo diG
for i=0, 1. O

Notice that graphs and graph morphisms give rise to a category Graph where
composition of graph morphisms is defined componentwise, i.e. (g o f); =
gi o f; for i=0,1, and idg = (idg,,idg,). Obviously, the category Graph is
isomorphic to the functor category Set®” where G is the category

do

d

V E

with two objects E (“edges”) and V' (“vertices”) whose only non-trivial ar-
rows are dg and d; from V to E.

Moreover, notice that every category C can be understood as a (possibly very
large) graph by forgetting composition and identities.

Next we will define what is a diagram in a category C and what are natural
transformations between diagrams “of the same shape”.

Definition 7.7 (diagrams)

Let C be a category and G = (G, G1,dS,dF) be a graph. A diagram in C
of shape G is a graph morphism D : G — C (where C is understood as a
graph).

For diagrams D, D’ : G — C a natural transformation from D to D’ is a
family 7 = (17 : D(I) — D'(I) | I € Gy) such that for every edge e : I — J
in G (i.e. do(e) = I and di(e) = J) the diagram

D(J) — D'(J)
TJ
commutes. We use the notation 7 : D — D’ for stating that T is a natural
transformation from D to D’.
Diagrams of shape G and natural transformations between them form a cate-
gory Diag(G, C) where composition is defined componentwise, i.e. (Too)r =
771007, and (idD)]:idD(I). <>
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In order to formulate a notion of limit for diagrams of shape G we need as
an auxiliary notion a functor A% from C to Diag(G, C) assigning to every
object X in C “the constant diagram in C of shape G with value X”.

Definition 7.8 Let C be a category and G a graph. Then the functor AE :
C — Diag(G, C) sends an object X € Ob(C) to the diagram AS(X) with

ASX)(I) =X for I € Gy and
A%(X)(e)=idx  foree Gy

and a morphism f : X — Y in C to the natural transformation AS(f) :
AS(X) — AS(Y) with AE(f); = f for I € Go. O

Now we are ready to define what is a limit cone for a diagram D : G — C.

Definition 7.9 (limit)

Let G be a graph and D : G — C be a diagram of shape G in the category
C. We define Cone(D) as the slice category ASLD where a morphism from
cone 7" 1 A(X') = D to cone 7 : A(X) — D is a C-morphism f: X' — X
making

commute in Diag(G,C).
A limit cone for D is a terminal object in Cone(D). O

We recommend it as an exercise(!) to verify that 7 : AZ(P) — D is a limit
cone for diagram D : G — C if and only if the contravariant functor

Diag(G,C)(A(—), D) : C°? — Set
is representable, i.e. there exists a natural isomorphism
Ye(P) 2> Diag(G, C)(A(-), D)
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We now will explicitate the above definition of limit which despite its con-
ciseness and elegance might be a little bit difficult to grasp when seeing it
the first time. First recall that a natural transformation 7 : A(X) — D is
nothing but a family of C-morphisms (77 : X — D(I) | I € Gy) such that

commutes for all edges e : I — J in G;. (These commuting triangles
are thought of as the “side faces of the cone 7”7 explaining the terminol-
ogy “cone”.) Now for cones 7 : A(X) — D and 0 : A(Y) — D over D a
morphism from (Y, o) to (X, 7) is nothing but a C-morphism f : Y — X
such that

commutes for all I € Gj.

From these considerations it should have become clear that products, equalis-
ers and pullbacks are particular instances of the general notion of limit. Next
we show that products and equalisers suffice for guaranteeing the existence
of limits for arbitrary (small) diagrams.

Theorem 7.2 A category C has limits for all (small) diagrams if and only
if C has (small) products and equalisers.

Proof: Suppose C has (small) limits. Then, it has in particular limits for
diagrams of the shape A([I), the discrete graph with A(1)y = I and A(1); =
(), whenever I is small. Thus C has products of I-indexed families of objects
for all small I. Furthermore, limits for diagrams of shape

_
[ ] > ©®
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provide equalisers as there is an obvious 1-1-correspondence between mor-
phism g : X — A with f; o g = f; 0 g and cones

X
PR
A / B
fo

(the latter being determined already by g because h = fy 0 g = fy0g).
For the reverse direction assume that C has (small) products and equalisers.
Suppose D : G — C is a diagram with G a small graph. We define

A= ba) and B := ][] D(dle)
IeGo eeGy

and f,g: A — B as the morphisms with

Te O f = Tay(e) and Te 0 g = D(€) 0 Tay(e)
for e € G1. Let m : P — A be an equalizer of f and g. We will show that
[y = Trom (I € Gy)

is a limiting cone for D. First we show that = (u; | I € Gy) is a cone. For
that purpose suppose e : [ — J is an edge in G. Then we have

D(e)our=D(e)omjom=m,0ogom=m,0 fom=myom= i

as desired. Suppose 7 : A(X) — D is a cone over D. We have to show that
there is a unique morphism h : X — P such that

proh =t

for all I € Gy. As puy = wyom the desired h has to satisfy m;omoh = 7; for
all I € Gy. As this requirement determines m o h uniquely and m is monic
it follows that A is determined uniquely. It remains to show the existence of
h with this property. Let o : X — A be the unique arrow with 7; o a = 77.
Thus, it suffices to show that « factors through m via some h. This, however,
is guaranteed if we can show that a equalises f and g, i.e. 1,0 foa = w090
for all e € G;. For this purpose suppose e : [ — J in G. Then we have

meofoa=my0a=17=D(e)or;=D(e)omjoa=m.0g0a

as desired. O

By inspection of the above proof we get that

34



Corollary 7.1 A category C has limits for all finite diagrams iff C has finite
products and equalisers.

As functors to C are particular cases of diagrams in C in the sense of Defi-
nition 7.7 it is clear that limits for diagrams subsume limits for functors. As
products and equalisers are limits for functors it follows from Theorem 7.2
and Corollary 7.1 that a category has all small/finite limits iff it has limits
for all functors F' : D — C where D is small/finite.
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8 Adjoint Functors

Because of its great importance for our treatment of adjoint functors we
recall the notion of representable presheaf and give a simple characterisation
of representability.

Theorem 8.1 (characterisation of representability)
Let C be a (small) category. Then

(1) a (contravariant) presheaf F' : C® — Set is representable, i.e. iso-
morphic to Yc(I) = C(—, 1) for some I € Ob(C), iff there exists an
x € F(I) such that for every y € F(J) there exists a unique morphism
u:J—1IinCwithy=F(u)(x)

(2) a (covariant) presheaf F' : C — Set is representable, i.e. isomorphic
to C(1,—) for some I € Ob(C), iff there exists an x € F(I) such that
for all y € F(J) there exists a unique morphism w : I — J in C with

y = F(u)(x).

Proof: We just prove (1) and leave the (analogous) argument for (2) to the
reader as an exercise(!).

Suppose F' is representable, i.e. there exists a natural isomorphism ¢ :
Ye(I) S F. Then 2 = ¢(id;) € F(I) has the desired property as for
y € F(J) the morphism ¢;'(y) is the unique arrow w : J — [ with
y = F(u)(z) which can be seen as follows. We have

F(u)(z) = F(u)(er(id;)) = ¢, (Yc(I)(w)(id) = ps(u) = ¢s(e5 (1) =y

and if y = F(v)(x) then

07 (y) = 05 (F(v)(2)) = Ye(I)(v)(¢r ' (2)) = Ye()(v)(idy) = idjov =v.

For the reverse direction suppose that x € F(I) such that for every y €
F(J) there exists a unique v : J — [ with y = F(u)(z). Then by the
Yoneda lemma there exists a unique natural transformation ¢ : Y¢(I) —
F with ¢;(id;) = . From the proof of the Yoneda lemma we know that
ws(u) = F(u)(x). Thus, due to our assumption about x we know that ¢ is
a bijection for all J € Ob(C) and, therefore, the natural transformation ¢ is
an isomorphism in C. O
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Definition 8.1 (category of elements)
Let C be a (small) category.

(1) For a (contravariant) presheaf F : C°® — Set its category of ele-
ments Elts(F') is defined as follows: its objects are pairs (I,x) €
[icob(c) (1), its morphisms from (J,y) to (I, z) are the C-morphisms
u:J — I withy = F(u)(z) and composition and identities are inher-

ited from C.

(2) For a (covariant) presheaf F : C — Set its category of elements
Elts(F) is defined as follows: its objects are pairs (I, x) € [[;copic) (1),
its morphisms from (I, z) to (J,y) are the C-morphisms u : [ — J with
y = F(u)(x) and composition and identities are inherited from C.

Notice that for a contravariant presheaf I : C°® — Set the category Elts(F)
is isomorphic to the comma category F°P|1 (where [P : C — Set°?). Sim-
ilarly, for a covariant presheaf F' : C — Set the category Elts(F) is iso-
morphic to 1} F. Alternatively, for a contravariant presheaf F' : C°° — Set
the category Elts(F) is isomorphic to YclF and for a covariant presheaf
F : C — Set the category Elts(F') is isomorphic to (Yceed F)°P. The verifi-
cation of these claims we leave to the reader as an exercise(!).

Using the terminology of Definition 8.1 we can reformulate Theorem 8.1 quite
elegantly as follows.

Theorem 8.2 Let C be a small category. Then F : C°® — Set is repre-
sentable iff EIts(F') has a terminal object and F : C — Set is representable
iff Elts(F') has an initial object.

Proof: 'We prove the claim just for contravariant F'. For covariant F the
argument is analogous by duality.

By Theorem 8.1 F' is representable iff there exists an « € F'(I) such that for
every y € F(J) there is a unique arrow u : J — I with y = F(u)(x), i.e.
iff (I,z) is terminal in Elts(F). Thus F is representable iff Elts(F') has a
terminal object. O

Based on the notion of representability we are ready to define the notion of
adjointness.
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Definition 8.2 (left and right adjointable)

A functor F : A — B is called right adjointable iff for every B € Ob(B) the
functor Yg(B) o F°P = B(F(—), B) : A°® — Set is representable.

A functor U : B — A is called left adjointable iff for all A € Ob(A) the
functor A(A,U(—)) : B — Set is representable. O

Obviously, due to Theorem 8.1 a functor F' : A — B is right adjointable iff
for every object B in B there exists a morphism ep : F(UpB) — B such that
for every object A in A and f : F(A) — B there exists a unique morphism
g:A— UyB with f =ep o F(g) as indicated in the diagram

€B

UyBB F(U,B) B
g F(g) \
A F(A)

A typical example is the diagonal functor A : C — CxC sending X to
(X,X) and f to (f,f). That A is right adjointable means that for every
(A,B) € Ob(CxC) there exists an object P in C together with 45 =
(m1,m) = (P, P) — (A, B) such that for every (f,g) : A(C) — (A, B), ie.
f:C — Aand g:C — B, there exists a unique morphism A : C' — P with
(m1,m) 0o A(h) = (f,g), i.e. mpoh = f and m o h = g, as indicated in the
diagram

P e ™
h hh

e

C (C,C)

It is easy to see (exercise!) that C has binary products if and only if the
functor A : C — CxC is right adjointable.
More generally, a category C has limits of diagrams of shape G if and only
if the functor

A& : C — Diag(G, C)
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is right adjointable, i.e.

limD AS(imD) =——~ D
b AE(h) <
X AZ(X)

A further example, particularly interesting from a “logical” point of view,
is the following characterisation of function spaces. Let A be a set. Then
the functor (—)xA : Set — Set (sending f : Y — X to fxA:YxA —
XxA : (y,a) = (f(y),a)) is right adjointable, i.e. there exists a set B4
together with a map € : BAxA — B such that for every f : OxA — B there
exists a unique map g : C — B“ with € o (gxA) = f. Naturally for B4
one chooses the set of all functions from A to B and defines € : BAxA — B
as the evaluation map sending (f,a) to f(a). Now given f : CxA — B
the unique map g : C — B# with € o (gxA) = f is obtained by defining
g(c)(a) = f(c,a). One readily checks that ¢ is determined uniquely by this
requirement. Accordingly, we may write A(f) for denoting this unique map
g. The situation is summarized in the following diagram

3

B4 BAx A B

C CxA
whose shape should be already quite familiar.
Next we consider examples for functors which are left adjointable. Let U :
Mon — Set be the functor sending a monoid M to its underlying set U (M)
and a monoid homomorphism h : M — M’ to the function h. As U forgets
the monoid structure it is often called “forgetful functor”. This forgetful
functor U is left adjointable as for every set X the functor Set(X,U(—)) :

Mon — Set is representable via nx : X — U(X*) where X* is the monoid
of words over X whose binary operation is concatenation of words

T1T2 ... Tp " Y1Y2 .- - Ym = T122 .. - TpY1Y2 - - - Ym
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and whose neutral element is given by the empty word (often denoted as
). The map ny sends x € X to the word z consisting just of the single
“letter” x. It is easy to verify that for every monoid M and every function
f: X — U(M) there exists a unique monoid homomorphism h : X* — M
(sending x1xs . .. 2, to h(z12o. .. xy) = f(x1)- f(22)- ...  f(x,) and the empty
word to h(e) = 1y, the neutral element of the monoid M). The situation is
summarized in the following diagram

Nx

X U(X*) X
2 U(h) h
U(M) M

Actually, for every equationally'® defined notion of algebraic structure (as e.g.
group, ring, vector space (over a fixed scalar field k) etc. the forgetful functor
to Set is left adjointable where for every set X the map ny : X — U(FX)
is the inclusion of the set X of generators into the underlying set of the free
algebraic structure FX over X.

Definition 8.3 (adjunction)
An adjunction is a tuple (F,U, ) where F' : A — B and U : B — A are
functors and ¢ is a family

o)

vap:B(F(A),B) = A(A,U(B))
of bijections natural in A and B, i.e. the diagram

PAB

B(F(A), B) A(A,U(B))
B(F(f),9) A(f,U(g))

B(F(A"), B') Py A(ALU(B)

10Notice, however, that fields are an exception! Actually, there is no free field over the
empty set of generators. If there were a free field F' then it would have to be isomorphic
to Zs as the hypothetical unique morphism from F' to Zs has to be one to one. However,
there is no homomorphism from Zs to Q and, therefore, there cannot exist a free field.
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commutes for all morphisms f: A"’ — A in A and g : B — B’ in B.
We write F AU iff there is a ¢ such that (F,U, ) is an adjunction. O

Obviously, in the above definition the condition on ¢ can be formulated
more concisely as the requirement that ¢ is a natural isomorphism from
B(F(—1), —2) to A(—1,U(—3)) in the functor category Set*”*®.

Now if F': A — B is right adjointable then using strong choice principles one
can augment F' to an adjunction (F,U, ) as follows. For every B € Ob(BB)
choose amap ep : F(UyB) — B representing B(F'(—), B). The object part of
U is defined by putting U(B) = UyB. The morphism part of U is defined by
sending every map g : B — B’ in B to the unique arrow U(g) : UyB — Uy B’
making the diagram

FUB) —2 . B
F(U(g)) g
F(UB) ——— B

commute. We recommend it as an exercise(!) to show that the so defined U
is actually a functor, i.e. preserves composition and identities. The natural
isomorphism ¢ is defined at A € Ob(A) and B € Ob(B) by sending an arrow
f: F(A) — B to the unique arrow ¢4 g(f) : A — U(B) making the diagram

€B

FUB B

F(@A,B(f)) 5

FA

commute. As ep represents B(F(—), B) the mapping ¢ p is a bijection
between B(F'(A), B) and A(A,U(B)). We recommend it as an exercise(!) to
verify that ¢ is actually a natural transformation.

Analogously, every left adjointable functor U : B — A can be augmented to
an adjunction (F,U, ) choosing for every object A in A an arrow 14 : A —
U(FyA) representing the presheaf A(A,U(—)).
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Moreover, for every adjunction (F,U, ) one can show that the functors F
and U are right and left adjointable, respectively. An element representing
A(A,U(—)) is given by na = pa ra(idpa), called unit of the adjunction at
A, and an element representing B(F(—), B) is given by ep = ¢y g(idus),
called counit of the adjunction at B. One can show (exercise!) that the so
defined 7 and ¢ are natural tranformations, i.e.

n:ldy = UF and e: FU = Idg
respectively, satisfying the so-called “triangle equalities”
epoFn=idp and Uesony =idy

i.e. the diagrams

ja
rA2" FurA vB 5 yrUB
\ EFA \ USB
FA UB

commute for all A € Ob(A) and B € Ob(B), respectively.!!

Conversely, from natural transformations n : ldy = UF and € : FU = Idg
satisfying the triangle equalites ep o F'p = idp and Ue o npy = idy one can
construct a natural isomorphism ¢ : B(F(—1),—2) — A(—1,U(—3)) such
that (F, U, ) is an adjunction with 14 = @4 pa(idpa) and ep = @,}}B,B(idyg)
simply by putting wa,5(f) = U(f) o na.

Before studying properties of adjunctions we observe that adjoints are unique
up to isomorphism.

Theorem 8.3 (uniqueness of adjoints)
The right adjoints of a functor are all isomorphic and so are its left adjoints.

Proof: Suppose (F,U, ) and (F,U’, ') are adjunctions. Let € and &’ be the
corresponding counits of the adjunctions. We define a natural transformation

e g. the commutation of the first triangle follows from

warAleraoFna) = puraralera)ona =idypaonra =nra = vara(idra)

because ¢4, r4 is one-to-one
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t: U = U as follows: for B € Ob(B) let 15 : U(B) — U'(B) be the unique
arrow in A such that €5 o F((1p) = ep. Notice that ¢p is an isomorphism
whose inverse is given by the unique arrow (' satisfying ep o F(15') = €ly.
That ¢ = (tB)peobm) is a natural transformation can be seen as follows.
Suppose that g : B — B’ then we have

e o F(U'(g)otp) =epoFU'goF(tp) =gocpoF(ip) =gocp
and
e oF(ipolU(g)) =égoF(tg)oFUg=¢cp o FUg=goep

and, therefore, also €’y o F'(U'(g) o tp) = €z 0 F(1p 0 U(g)) from which it
follows that U'(g) o tp = tp 0 U(g) as desired.

Analogously, one proves that left adjoints of a functor are unique up to
isomorphism. 0

Theorem 8.4 Right adjointable functors preserve colimits and left adjointable
functors preserve limits.

Proof: We just prove the first claim as the second one follows by duality.
Thus, suppose that F' : A — B is right adjointable, i.e. for all B € Ob(B)
there is an arrow eg : FUB — B such that for all f : FA — B in B there
is a unique arrow g : A — UB in A such that eg o F'lg = f. Now suppose
D : G — Ais adiagram in A with colimiting cocone p: D = A(A). We will
show that
Fp = (F(ur) : F(D(I)) = F(A))1e,

is a colimiting cocone for FoD. First we show that Fu is a cocone. For
that purpose suppose u : I — J in G. Then we have Fuy o F(D(u)) = Fu;
because pyoD(u) = pur (as pis a cocone over D) and F preserves composition.
Thus, it remains to show that Fu is a colimiting cocone for FoD. For that
purpose suppose 7 : FoD = A(X). For I € Gy let o7 : D(I) — UX be the
unique arrow satisfying ex o F(o;) = 7;. We show that o : D = A(UX).
For w: I — J in G we have

exoF(oj)=11=7170F(D(u)) =¢ecxoF(o;)o F(D(u)) =¢ex o F(os0D(u))

and, therefore, also o0; = 00 D(u). Accordingly, there exists a unique arrow
h:A— UX with houy = oy for all I € Gy. Thus, for all I € G, we have

€XOFhOF,u[:€XOF0']:T[
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from which it follows that & = ex o F'h is a mediating arrow from Fu to 7.
We have to show that k is unique with this property. Suppose k&' : FA — X
with & o Fu; = 77 for all I € Go. Then there exists b’ : A — UX with
ex o FFh' = k'. Then for all I € Gy we have

exoF(Wour)=exoFhoFur=%koFu;=1=c¢exoF(or)

from which it follows that h'opu; = oy for all I € Gy. Thus, we have h = h/ (as
i is a colimiting cocone) and, accordingly, also k =ex o Fh =ecx o Fh/ =k
as desired. O

Next we characterise some properties of a functor under the assumption that
it has a right adjoint.

Theorem 8.5 Suppose F' 41U : B — A is an adjunction with unit n :1d =
UF. Then

(1) F is faithful iff all na are monic
(2) Fis full iff all na are split epic, i.e. naos =id for some s : UFA — A
(3) F is full and faithful iff n is a natural isomorphism.

Proof:
ad (1) : For morphisms fi, fo : A” — A in A we have

naofi=mnaofo ifft UFfiony=UFfyony it Ffi=Ff

from which it follows that F' is faithful iff all n4 are monic.

ad (2) : If F is full then for all A € Ob(A) there is a map sy : UFA — A
with F(s4) = epa : FUFA — FA. Thus, we have idypa = p(epa) =
o(idpa o F(s4)) =na o sa as desired.

For the reverse direction suppose n40s4 = idypa for all A € Ob(A). Suppose
g: FA — FA. We show that g = Ff for f =spoUgona. As F 14U it is
equivalent to show that Ug o na» = UF'f o na which can be seen as follows

UFfona=naof=mnaosaolUgonas=Ugonun
ad (3) : immediate from (1) and (2). O

Actually, claim (3) of Theorem 8.5 can be strengthened as follows.
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Lemma 8.1 If F HU : B — A and UF s isomorphic to |dy then n is a
natural isomorphism, too.

Proof: Let ¢ : |d = UF be a natural isomorphism. Then 7 is an isomorphism
as for every A the arrow 74 is inverted by ja = Lzl oUepq0UF1y which can
be seen as follows. We have

jaona=ty oUepaoUFtpona =13 oUepaonupaota =1y 0ta=ids

and from this it follows that

1 tonaojaois = (naturality of )
=1, oUFjaoUF1p0ns = (naturality of +™1)
:]AOLAOLZIOT]A:
=jJaomna =idy
and therefore ngojs =140 LZI = idyra. ]

We leave it as an exercise(!) to formulate and verify the dual analogues of
Theorem 8.5 and Lemma 8.1.
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9 Adjoint Functor Theorems

Already back in the 1960ies P.J.Freyd proved a couple of theorems provid-
ing criteria for the existence of adjoints under fairly general assumptions.
The exposition of Freyd’s Adjoint Functor Theorems given in this section
essentially follows the presentation given in [ML].

We need the following two lemmas whose easy proof we leave as a straight-
forward exercise(!) to the reader.

Lemma 9.1 Let C be a category with small limits and U : C — B a functor

preserving small limits. Then for every object B in B the comma category
BlU has small limaits.

Lemma 9.2 Let C be a locally small category and U : C — B a functor.
Then for every object B in B the comma category BlU is locally small, too.

The key idea of the general Adjoint Functor Theorem (FAFT) is to establish
the existence of a weakly initial object from which there follows the exis-
tence of an initial object under the assumptions of local smallness and small
completeness.

Definition 9.1 An object W of a category C is called weakly initial iff for
every object A of C there exists a morphism from W to A. O

Lemma 9.3 Let C be a locally small category having all small limits. Then
C has an initial object if and only if C has a weakly initial object.

Proof: Obviously, every initial object in C is also weakly initial in C.

Conversely, suppose that W is weakly initial in C. Let ¢ : I — W be an
equaliser of all endomorphisms of W which exists because C(W, W) is small
and C has all small limits. We show that [ is initial in C. Let A be an object
in C. Then there exists a map f from W to A and thus foi: I — A. For
uniqueness suppose that fi, fo: I — A. Let e : E — I be an equaliser of f;
and fo. As W is weakly initial there exists a map p: W — E. As i equalises
all endomorphisms of W we have i =70eopoi. As 1t is monic it follows that
id; = eopoi. Thus, we have also e o poioe = e from which it follows that
poioe = idg as e being an equaliser is monic. Thus e is an isomorphism
(with inverse p o ¢) from which it follows that f; = f, as desired. O
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Theorem 9.1 (General Adjoint Functor Theorem (FAFT)) Let C be a lo-
cally small category with small limits. Then a functor U : C — B has a left
adjoint iff U preserves small limits and satisfies the following

Solution Set Condition For every object B of B there exists
a small family (f; : B — U(X;))ier such that for every map
g: B — U(X) for some i € I there is a map h : X; — X with

g="U(h)o f;.

Proof: Due to Theorem 8.4 a functor U preserves limits whenever it has a
left adjoint F'. Moreover, for every B € B the unit ng: B - UFB of F U
at B is initial in BJU from which it follows that the solution set condition
holds.

Suppose that U preserves small limits and the solution set condition holds.
For U having a left adjoint it suffices to show that for every B € B the
comma category BlU has an initial object. This, however, follows from
Lemma 9.3 because BlU is locally small by Lemma 9.2, has all small limits
by Lemma 9.1 and the solution set condition gives rise to a weakly initial
object in BlU by taking the product of the small family (f;);c; in B{U. O

Notice that the solution set condition is actually necessary as can be seen
from the following counterexample. Let C = Ord®® where Ord is the large
poset of (small) ordinals considered as a category. Let U be the unique
functor from C to the terminal category 1. Obviously, all assumptions of
Theorem 9.1 are satisfied with the exception of the solution set condition.
Now if U had a left adjoint this would give rise to an initial object in C which
does not exist as there is no greatest (small) ordinal.

Next we discuss a few applications of FAFT.

First we show that for every category A of equationally defined algebras (and
all homomorphisms between them) the forgetful functor U : A — Set has
a left adjoint F, i.e. that free A-algebras always exist. Every equationally
defined class A of algebras is locally small and has small limits which are
preserved by U. Thus, the assumptions of FAFT are satisfied. The solution
set condition is also valid for the following reason. Let I be a set. Then for
every A € A every function f : I — A factors through the least subalgebra
of A generated by the image of I under f. As up to isomorphism there is
just a small collection of algebras in A which are generated by a subset of
cardinality less or equal the cardinality of I there is up to isomorphism just
a small collection of maps f : I — A such that A is the only subalgebra of A
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containing the image of I under f. Thus, the forgetful functor U : A — Set
has a left adjoint F'.

From universal algebra one knows that the map 7; sending elements of 1
to the corresponding generators in U(F([)) is one-to-one provided A con-
tains algebras of arbitrarily big size. This can be shown also by the following
“abstract nonsense” argument without any inspection of the actual construc-
tion of the free algebra F'(I). Suppose n(i) = n;(j) for some i,j € I with
i # j. Let A be an algebra with A > |I|. Then there exists a function
f I — U(A) which is one-to-one. Thus, by adjointness there exists a ho-
momorphism h : F(I) — A with f = U(h) o n; rendering n;(i) = n1(j)
impossible because we have h(n;(i)) = f(:) # f(j) = h(n1(j))-

Notice, however, that the forgetful functor from the category CBool of com-
plete Boolean algebras to Set does not have a left adjoint because there
exist!'? arbitrarily big complete Boolean algebras generated by a countable
subset. As CBool is locally small and has small limits preserved by the
forgetful functor U this counterexample illustrates again the necessity of the
solution set condition.

Next we consider the forgetful functor U from CompHaus to Set where
CompHaus is the full subcategory of Sp on compact Hausdorff spaces.
FAFT is applicable because CompHaus is locally small and has small limits
which are preserved by U. Let I be a set. Then every map f : I — U(X)
factors through f[I], the closure of the image of X under f. Thus, for
verifying the solution set condition it suffices to consider only maps f: I —
U(X) with dense image. For any such map f the size of X is bounded by
the size of P?(I) for the following reason. Define e : X — P?(I) by sending
z € X to the collection of all J C I with z € f[J]. For showing that
e is one-to-one suppose x; and w9 are distinct elements of X. Then there
exist open disjoint sets U; and U, with x; € U; for ¢ = 1,2 from which it
follows that f~1[U;] € e(x2) and f~'[Us] & e(z1). But for i = 1,2 we have
x; € f[f~[U;]] since for every open neighbourhood V' of z; the sets f[I] and
U; NV have non-empty intersection (as f[I] is dense in X by assumption).
Thus f~'U;] € e(z;) for i = 1,2 and, therefore, since f~1[U;] & e(xy) and
F7HUs] & e(xy) it follows that e(x1) # e(z2) as desired. Up to isomorphism
there is just a small collection of compact Hausdorff spaces with cardinality
less or equal 22" As CompHaus is locally small up to isomorphism there

1235 has been shown in R. Solovay New proof of a theorem of Gaifman and Hales
Bull. Amer.Math.Soc.72, 1966, pp.282-284
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is just a small collection of continuous maps in CompHaus that start from
I and have dense image. Thus, the solution set condition holds for U from
which it follows by FAFT that U has a left adjoint. By an even simpler
argument it can be shown (exercise!) that the forgetful functor from Haus,
the category of Hausdorff spaces and continuous maps, into Sp has a left
adjoint, i.e. that Haus forms a full reflective subcategory of Sp.

Next we prove the Special Adjoint Functor Theorem providing a criterion
which is easier to check than the solution set condition but requires slightly
stronger assumptions.

Definition 9.2 A family (C;)icr of objects in a category C is called cogen-
erating iff maps f,g: Y — X in C are equal whenever for all i € I it holds
that ho f =hog for all h: X — C;. O

Lemma 9.4 Let C be a locally small category with small limits and infima
of arbitrary families of subobjects. If C has a cogenerating family (C;);er then
C has an initial object.

Proof: Let 0 be the intersection, i.e. infimum, of all subobjects of [, ., C;.
Suppose f,g : 0 — X. Then the equaliser e : ¥ ~— 0 of f and g is an
isomorphism because 0 is already the least subobject of [],., C;. Thus, it
follows that f = g.

For initiality of 0 it remains to show that for every object X of C there exists
some morphism from 0 to X. Consider the pullback

y——[[c

_ iel
g f
Xr— C;
m g h:ECi

where m; 5, om = h and m;;, o f = m;. As the family (C;);es is cogenerating
for C it follows that m is monic and, therefore, the map n is monic, too, by
Lemma 7.2. As Y is a subobject of [[..; C; there is a map k from 0 to Y
and, therefore, we have go k : 0 — X as desired. 0
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Theorem 9.2 (Special Adjoint Functor Theorem (SAFT)) Let C be a locally
small category with small limits, infima of arbitrary families of subobjects and
a cogenerating family (C;)ier. Then for locally small categories B a functor
U : C — B has a left adjoint iff U preserves small limits and infima of
arbitrary famailies of subobjects.

Proof: Of course, if U has a left adjoint then it preserves all limits, i.e. in
particular small limits and arbitrary intersections of subobjects.

For showing the reverse direction suppose that U preserves small limits and
arbitrary intersections of subobjects. We will show that for all objects B of
B the comma category BlU has an initial object from which it then follows
that U has a left adjoint. From Lemma 9.1 and 9.2 it follows that B{U
is locally small and has small limits. As C has and U preserves arbitrary
intersections of subobjects it follows that BJU has arbitrary intersections
of subobjects, too. As B is locally small the collection | J,., B(B,U(C})) is
small, too, and one easily shows that it provides a cogenerating family for
BlU. Thus, it follows by Lemma 9.4 that BJ{U has an initial object. 0

In most examples the extra assumption of subobjects being closed under
arbitrary intersections is redundant as in these cases the categories under
consideration are well-powered in the following sense.

Definition 9.3 A category C is well-powered iff for every object A of C the
poset Subc(A) of subobjects of A is small. O

Obviously, if a category C is well-powered and has small limits then C has
also arbitrary intersections of subobjects. Moreover, if U : C — B preserves
small limits then U preserves'?® also arbitrary intersections of subobjects.
This gives rise to the following even more useful version of the Special Adjoint
Functor Theorem (SAFT).

Theorem 9.3 Let C be a category which is locally small, well-powered and
small complete. If C admits a small cogenerating family and U : C — B with
B locally small then U has a left adjoint iff U preserves small limits.

13From preservation of pullbacks it follows that monos are preserved, too.
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Proof: The claim is immediate from Theorem 9.2 because if C is well-powered
and U preserves small limits then U preserves also arbitrary intersections of
subobjects. O

As an illustration of the power of SAFT we show that the inclusion U of
the category CompHaus of compact Hausdorff spaces into the category
Sp has a left adjoint § called Stone-Cech compactification. Obviously, both
CompHaus and Sp are locally small, have small limits and are well-powered.
Due to Urysohn’s Separation Lemma continuous maps to the space [0, 1]
separate points in compact Hausdorff spaces. Thus, by Theorem 9.3 the
forgetful functor U has a left adjoint 5. Unwinding the proof of SAFT
one can see that for a space X its reflection'* to CompHaus is given by
nx : X — B(X) where 5(X) is the closure of the image of the map

nx X = Xz (f e f(2)

with X =[] resp(x,0a[0; 1] (which is compact by Tychonoff’s Theorem).

144 left adjoint to a full and faithful functor is commonly called a reflection
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10 Monads

Every adjunction F' 4 U : B — A induces a so-called monad (T,n, 1) on A
where T' = UoF : A — A, n : Idy — T is the unit of the adjunction and
p:T? — T is given by puy = Uepy. Using the triangular equalities for unit
n and counit ¢ of the adjunction F' 4 U it is a straightforward exercise(!) to
show that (7,7, ) is a monad in the sense of the following definition.

Definition 10.1 (monad)
A monad on a category C is given by a triple (T,n,pn) with T : C — C,
n:lde =T and p: T? — T satisfying the following equalities

pony=idp=poTn and poTlpu=popur

as tllustrated by the diagrams

T T
T e I T3 B e
H ur H
T T2 T
L

The natural transforms n and p are called unit and multiplication of the
monad, respectively. O

Of course, there arises the question to which extent every monad is induced
by an adjunction. The answer will be positive but in most cases there is
not a unique such adjunction even up to isomorphism. But we will show
that there is a minimal and a mazximal solution to this problem, the so-
called Kleisli category Cr and the so-called category CT of Eilenberg-Moore
algebras, respectively.

But before we will give a few examples of monads which shall provide some
intuition for this notion. Let C be some category of algebras (e.g. Mon,
Grp, Ab etc.) and U be the forgetful functor from C to Set. As seen in
the previous section this forgetful functor U has a right adjoint F': Set — C
sending X to the free algebra over X. Then for "= UF we have that T'(X)
is the underlying set of F(X), i.e. T(X) = X* in case of C = Mon. The
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function nx : X — T'(X) inserts the generators into the generated algebra,
i.e. in case C = Mon we have that nx(x) is the single letter word consisting
of the letter . More complex is ux : T*(X) — T(X) sending a term ¢ over
T(X) to the term pux(t) over X by interpreting the generators occuring in ¢
as elements of T(X). In case C = Mon the operation p sends wy ... wy in
X" withw; =1 ... 2ip, 10211 ... T10y - Th1 ... Ty, in X*. Notice that
in computer science this operation is called “flattening” (of lists).
Generally, in computer science monads play an important role because they
allow one to capture so-called “computational effects” as for example non-
termination. Consider the functor L : Set — Set (called lifting) sending X
to L(X) = X+{x} where x is a distinguished element (representing nonter-
mination). For f : X — Y the map L(f) : L(X) — L(Y) behaves on X
like f and sends * to *. Let nx be the function including X into X+{x}
and px : L?(X) — L(X) be the function sending the “two different “x’s” of
L*(X) to * and elements of X to themselves. One readily checks that this
defines a monad on Set for which we will see later on that it captures non-
termination (because the Kleisli category Set; will turn out as isomorphic
to the category of sets and partial functions).

Slightly more refined examples of “computational monads” are the following
ones.

Fix a set R of so-called “responses” and let T : Set — Set be the functor
sending X to T(X) = RF" and f: X =Y to

T(f)=R" : 6= (pr d(pof)
ie. T(f) = A\p:R®" Nf:RY.¢(Az:X.p(f(z))) in the language of simply typed

A-calulus as familiar from functional programming. The unit nx : X — REY
sends # € X to the map nx(z) : RN — R : p+ p(x) and the multiplication
x is given by R"rX | i.e.

px(®) = Ap:RY . D(ngx (p) = AR .@(Ap: R .(p))

in A-calculus notation. This monad is called “continuation monad” as a
“computation” ¢ € REY is thought of as a “generalised point of X" described
by its “response” ¢(p) to an “observation” or “continuation” p. We leave it
as an exercise(!) to show that the continuation monad is induced by the
adjunction R 4 (R())%P : Set°® — Set.

Another example is the so-called state monad which is described as follows.
Fix a set S of states and define T(X) = (XxS)° whose elements ¢ are
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thought of as “elements of X with a side effect” because given a state s € S
applying c to it gives rise to a pair ¢(s) = (z,s’) where € X is the resulting
value and s’ is the (possibly) altered state after executing ¢ in state s. The
unit of the state monad is given by nx(z)(s) = (x, s) sending x € X to the
side-effect free computation s +— (z,s). Its multiplication p is given by

px(C) = As:5.m (C(s))(m2(C(s)))

where C': S — (X x8)%xS. We leave it as an exercise(!) to show that the
state monad is induced by the adjunction (-)xS - (-)° : Set — Set.

Notice that just for ease of exposition we have defined the above computa-
tional monads on Set. However, for the purposes of denotational semantics
they should rather be defined on the cartesian closed category PreDom
of predomains'® and Scott continuous functions between them (which does
contain Set as a full subcategory). Moreover, the monads 7' : PreDom —
PreDom should be “enriched over PreDom” in the sense that the mor-
phism parts of T" are themselves continuous functions in PreDom. Notice
that this latter requirement makes sense for all cartesian closed categories C.
Such monads are usually called “strong monads” where the “enrichment” is
often referred to as “the strength of the monad”.

Next we will describe the construction of the Kleisli category Cr for a monad
T on C.

Theorem 10.1 (Kleisli category)

Let (T,n, p) be a monad on a category C. Then we may construct a category
Cr, the so-called Kleisli category for T, with the same objects as C but with
Cr(A, B) = C(A,TB) where composition in Cr is given by

gocy f=pcoTgof

as illustrated in the diagram

T
B —-9 . 1°C
Nod
f He
A TC
goc, f

15 A predomain is a partial order with suprema of w-chains. A Scott continuous function
between predomains is a monotonic mapping preserving suprema of w-chains.
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where ¢' = pe o Tq is called the “lifting of g”. In Crp the identity on A is
giwen byna : A — TA inC.

Proof: Straightforward equational reasoning using the defining equations for
a monad. The details are left as an exercise(!) to the reader. U

Remark Notice that one may equivalently define monads in terms of lifting
()T (instead of multiplication) in the following way. One postulates a function
T : Ob(C) — Ob(C) together with maps 14 : A — T'A and a lifting operation

()" : C(A,TB) — C(TA,TB)
for all A, B € Ob(C) satisfying the requirements
(1) na® =idra
(2) floma=f

(3) (gho f)f =gloff
forall f: A— TBand g: B — TC in C. One easily checks (exercise!)
that requirements (1), (2) and (3) are satisfied for the lifting operation (-)}
as defined in the proof of Theorem 10.1. Similarly one checks that from data
T, n and (-) satisfying conditions (1), (2) and (3) one can define a monad
by putting T(f) = (npo f) for f: A — Bin C and s = idp4". We leave it
as an exercise(!) to show that these two processes are inverse to each other.

Next we will show that every monad (7,7, 1) on C is induced by an adjunc-
tion Fpr 4 Uyp : Cr — C.
Theorem 10.2 Let (T, n, p) be a monad on C. Then putting for f : X —Y
mCandh: X —Y inCr

Fr(X)=X  and  FPr(f)=nvof

Ur(X)=TX and Ur(h) = py o T'(h)
gwes rise to an adjunction Fr 4 Ur : Cp — C inducing the original monad

(T, ).

Proof: 1t is a straightforward exercise(!) to verify that Frr and Ur are actually
functors. The natural isomorphism ¢ is given by

oxy Cr(Fr(X),Y) > C(X,Ur(Y)): f— f.

We leave it as an exercise(!) to verify that ¢ is actually natural. 0
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Theorem 10.3 Let FF 4 U : D — C be an adjunction and (T,n, ) the
induced monad. Then there exists a unique functor K : Cp — D with F =
KoFr and Upr = UoK as illustrated in

D
C Cr C
Fr Ur

Proof: For X € C we have K(X) = K(Fr(X)) = F(X). Forh: X - Y
in Cp, ie. h: X = TY in C, we have U(K(h)) = Up(h) = py o T'(h) from
which it follows that U(K(h))onx = py oT(h)onx = puy onry oh = h
and accordingly K (h) = epy o F'(h) as follows from the universal property of
nx. We leave it as an exercise(!) to the reader to verify that the so defined

K is actually a functor from Cy to D and, moreover, satisfies the equalities
F = KoFp and Ur = UoK. O

Thus Fr 4 Ur may be considered as the initial factorization of the monad
T into an adjunction inducing it. Next we will construct a terminal such
factorization for every monad T'.

Theorem 10.4 (Eilenberg-Moore algebras)

Let (T,n, i) be a monad on C. Then an (Eilenberg-Moore) algebra w.r.t. T
(or T-algebra) is a pair (A,«) where A is an object of C and o : TA — A
making the diagrams

i Ta

A TA T?A TA
Q na Q
A TA A
0]

commute. An algebra morphism from (A,«) to (B, ) is a morphism h :
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A — B in C making the diagram

Th
TA TB
a s
A B
h

commaute.
Eilenberg-Moore algebras and their morphisms give rise to a category CT with
composition and identities inherited from C.

Proof: Trivial verification left to the reader as an exercise!. O

Notice that for every object A in C from the defining equations for a monad it
follows that (T'A, j14) is an algebra w.r.t. T', namely the free algebra generated
by A as follows from the next theorem.

Theorem 10.5 Let (T,n, 1) be a monad on C. Then putting

FUX)=(TX,px)  and  F'(f) =T(f)
UT(A,a) = A and UT(h)=h

gives rise to an adjunction FT 4 UT : CT — C inducing the original monad
(T,m, w).-

Proof: We leave it as a straightforward exercise(!) to the reader to verify
that F'T and UT as defined above are actually functors.

For showing that F©' 4 U” we construct the desired natural isomorphism ¢ as
follows: an h € CT(FT(X), (A, )) issent to p(h) = hony € C(X,UT (4, a)).
That the so defined ¢ is actually a natural transformation is left to the reader
as an exercise(!). The map ¢ is one-to-one as if hy, hy : FT(X) — (A, ) are
algebra homorphisms with ¢(h) = @(hs), i.e. hy o nx = hg o ny, then we
have

hi=hiouxoTnxy =aoThiolny =aoThyoTny =hsouxolTnx = hy
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For showing that ¢ is onto suppose f : X — A = U?(A,a). Then aoT(f) :
FT(X) — (A, ) as can be seen from the following commuting diagram

T2 T
rex L ey To g
125'¢ A o
TX TA A
Tf «

because T(aoT(f)) = TaoT?f and p(aoT(f)) = aoT fonx = aonaof = f
as desired.

Obviously, the unit of F*' 4 U7 is the original ). For (A4, ) we have g(4,0) = @
and thus UTepry = pux. Thus F7 4 U7 induces the original monad. O

Theorem 10.6 Let (T,n,p) be the monad on C induced by an adjunction
F AU :D — C. Then there exists a unique functor L : D — CT making the
diagram

FT ur
C cr C

commute.

Proof: We determine the functor L from the requirements (1) F7 = Lo F
and (2) U = UT o L. From (2) it follows that L(g) = U(g) for all morphisms
g in D and that L(A) is of the form (U(A),a4). From (1) it follows that
L(F(X)) = FI'(X) = (T'X,ux). For determining the structure map a
of L(A) consider the algebra morphism L(e4) : L(F(UA)) — L(A) where
ea: FUA — Ais the counit of FF 4 U at A. As UT(L(e4)) = U(ea) and
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L(F(UA)) = FT(UA) = (T(UA), i) we have

r
vrorua LY rppa
HU A Q4
UFUA UA
€A

and, therefore, it follows that
ag=0apoUFUcyoUFnya=UcpoppaoUFnyy=Uey

because puya = Ucppa.
According to these consideration the object part of L is given by

L(A) = (UA, Us,)

and its morphism part by L(g) = U(g).
First we show that (UA,Ue,)) is actually an algebra. That

Uegonua =idya

is just one of the triangle equalities of the adjunction (F,U,n,¢). That

r
vrorua LV rra
Uerva Uea
UFUA UA

€A

follows from functoriality of U and naturality of € : FU = Id.
That L is functorial follows from functoriality of U and L(g) = U(g).
Requirement (1) holds as for X € Ob(C) we have

LIF(X)) = (UFX,Uspx) = (TX, nx) = FT(X)
and for f: X — Y in C we have
L(F(f)) =UE(f) =T(f) = F'(f) -



Requirement (2) holds as for A € Ob(D) we have
UT(L(A) =UT(UA,Uey) =UA
and for g: A — B in D we have

UT(L(g)) =U"(U(g)) = Ul(yg) .

Thus, we have shown that L is actually the unique functor from D to CT
with Lo F=FT and UT o L = U. U

If U : Mon — Set is the forgetful functor and F' - U its left adjoint then
for the induced monad T' = UF one readily checks that Set” is equivalent
to the category of monoids and their homomorphisms and that Set; is the
full subcategory of free monoids. As not every monoid is free the comparison
functor Set, < Set” is not essentially surjective.

Beck’s Monadicity Theorem

There is a famous theorem of J. Beck characterising those adjunctions F' H
U : D — C where the functor L of Theorem 10.6 is an equivalence, i.e. those
adjunctions whose right adjoint—up to equivalence—is a forgetful functor
for a category of algebras. A functor U : D — C is called monadic iff it
has a left adjoint F such that the comparison functor L : D — CT is an
equivalence where 7' = U F' is the monad induced by F' 4 U. For formulating
Beck’s Monadicity Theorem we need the following terminology.

Definition 10.2 A pair f,g : A — B is reflexive iff they have a common
section, i.e. an morphism s: B — A with fos=idg =gos.

A pair f,g : A — B is called contractible iff there exist a map q : B — C
and sections t and s of f and q respectively making the diagram

B A B
|l
Q B Q
5 q
commaute.
IfU : D — C then a pair f,g: X — Y s U-contractible iff Uf,Ug : UX —
UY is a contractible pair in D. O
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Notice that for a contractible pair f,g : A — B the map ¢ is necessarily a
coequalizer of f and g.

Theorem 10.7 A functor U : C — D is monadic iff the following conditions
hold

(1) U has a left adjoint
(2) U reflects isomorphism

(3) C has coequalizers of reflexive U-contractible pairs and U preserves
them.

Proof: For a proof of Beck’s Theorem see e.g. section 3.3. of [BW1] or Chapter
VI of [ML]. O

As shown in Chapter VI of [ML] for every category A of equationally defined
algebras the forgetful functor U : A — Set is monadic. As shown in [ARV]
categories of equationally defined algebras correspond to those monads 7" on
Set for which the functor 7' : Set — Set is finitary, i.e. preserves filtered!®
colimits.

Using Beck’s monadicity theorem one can show that P : Set°®® — Set is
monadic. Its left adjoint is P : Set — Set°®. Thus Set°” is equivalent
to the category of algebras for the ‘double dualization’ monad P? on Set.
The category Set®? itself is equivalent to the category of complete boolean
algebras whose morphisms preserve infinite joins and meets.

Taking instead of P? the filter monad on Set one obtains the category of
continuous lattices and Scott continuous maps preserving arbitrary infima.
As shown in [BW1] for the ultrafilter monad on Set its category of algebras
is equivalent to the category CompHaus.

It is easy to see that the category of algebras for the covariant powerset monad
P : Set — Set is equivalent to the category of complete sup-semi-lattices
with sup-preserving maps as morphisms.

16 A category is filtered iff every finite digram in it admits a cocone. A filtered colimit
is a colimit for a diagram whose shape is a filtered category.

61



Part I CATEGORICAL LOGIC

62



11 Cartesian Closed Categories and A\—Calculus

First we recall the definition of exponentials and introduce the notion of a
cartesian closed category.

Definition 11.1 A category C is called cartesian closed iff C has finite prod-
ucts and exponentials, i.e. for all A, B € Ob(C) there exists an object B4 in C
together with a morphism € : BAx A — B such that for every f : C x A — B
there exist a unique map \(f) : C — B4 with f = co (A(f)xA) as indicated
i the diagram

B BYx A B
ML A4l A
C CxA
We write ccc as an abbreviation for “cartesian closed category”. O

Notice that C is a ccc iff it has finite products and for every A, B € Ob(C)
the presheaf C((—)x A, B) is representable.

Recall that for maps f: A — B, g: C — D in C the map f X ¢ is defined
as the unique morphism h : A x C' — B x D making the diagram

A" Axc- 2 ¢
h g

\l
™ T2
Bx D

B D

commute, i.e. f X g = (f omy, gom). Moreover, for f; : B — A; (i=1,2) and
g : C'— B it holds that

(f1, f2) 0 g = (f109, f209)

because m; o (fi0g, foog) = fiog = m o (fi, f2) o g for i=1,2.

The following claim is easy to show and will be used very often subsequently.
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Lemma 11.1 In a cartesian closed category C we have

A(f)og=Afo(gxA))
for morphism f:C X A— B andg: D — C in C.

Proof: Left as an exercise! O
The following are examples of ccc’s

(1) the category Set of sets and functions

(2) the category Pos of posets and monotone functions

(3) the category Cpo of chain complete posets and (Scott) continuous
functions.

Nonexamples are the categories of (abelian) groups, vectors spaces and topo-
logical spaces.!”

11.1 Exponentials in Presheaf Categories

A very wide class of ccc’s is provided by categories of presheaves, i.e. cate-
gories of the form C for some small category C. Such categories have small
limits (that are computed pointwise) and, thus, in particular all finite prod-
ucts. We will show next that C has also all exponentials.

The Yoneda lemma tells us how exponentials have to look like provided they
exist. Let A and B be objects in C. Then by Yoneda we have for all objects
I in C that R R

BA(I) = C(Ye(I), BY) = C(Ye(I)x A, B)

where the second isomorphism is due to the assumption that C is cartesian
closed. The morphism part of the presheaf B4 can be read off from the

1"In abelian groups and vector spaces 0 2 1 and, therefore, there is precisely one mor-
phism from A to B whenever B4 exists. A proof that Sp is not cartesian closed can be
found on pp.353-355 of vol.2 of [Bor] as proof of his Proposition 7.1.2.
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following commuting diagram
C(Y(I)xA, B) — C(Y(I), BY) —— BA(I)

C(Y(u)x A, B) C(Y(u), BA) BA(u)

—~

Y Y

C(Y(J)xA, B) — C(Y(J), B*) — BA(J)

where v : J — I in C. Yoneda tells us also how to construct the natural
isomorphism

X: C((=)xA, B) = C((-), BY

as from commutation of the diagram

C(CxA, B) A C(C, BY

~

C(cx A, B) C(c, BA)

~ A N
E(Y(I)xA, B) =L E(Y(1), B
— pretending that Ay(;) is identity — we get that
1 Pei@)],(ua) = 75(Cu)(c), a)

forall 7: CxA— B,ce C(I),u:J — I and a € A(J). As the representing
element ¢ : BAx A — B has to satisfy Aga(e) = idga we get from (1) that

(2)  erlp.a) = ¢i(idr,a)
for o : Y(I)xA — B and a € A(I).

The following theorem says that the above considerations actually give rise
to exponentials.

Theorem 11.1 Let C be a small category. Then the category of presheaves
C = Set™ over C is cartesian closed. For A, B € C their exponential B is
given by

BAI)=C(Y(I)xA,B)  and  B*u)=C(Y(u)xA, B)
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for I € Ob(C) and v : J — I in C. The counit € : BAxA — B (also called
evaluation map) is given by

er(p,a) = p(idr, a)

for ¢ € BA(I) and a € A(I). For 7 : CxA — B its exponential transpose
A7) : C — B4 is given by

(MT)1(e)] ,(u, a) = 75(C(u)(c), a)
force C(I),u:J—1in C and a € A(J).

Proof: Tt is an easy exercise (left to the reader) to check naturality of ¢ and
A(7) as defined above. It remains to verify that

(B) eo(M1)xA)=T1 forall 7: CxA — B and
(n) AMeo(oxA) =0 for all o : C — B4
(

i.e. that € o ((—)xA) is a natural bijection inverse to A as desired.
Condition () holds since

[5 o (/\(T)XA)L(C, a) =er(A(1)1(c),a)) =
= A(7)1(c)(id, a) =
= 77(C(ids)(c),a) =
= 77(c,a)
and condition (1) holds since we have
Ae o (oxA))i(e)(u,a) = (e 0 (0xA))(C(u)(c), a) =
(), a) =

idy,a) = (naturality of o)

= 5J(0J( (u
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where v : J — 1. |

Admittedly, the construction of exponentials in presheaf categories may ap-
pear as somewhat complicated at least at first sight. However, they tend to
look much nicer in particular cases like the following ones.

(1) Suppose C is a group, i.e. a category G with a single object x all whose
morphisms are isomorphisms. Then for objects A and B in G according to
the general construction above the underlying set B“(x) of the exponential
B consists of all natural transformations 7 : Y(¥)x A — B. Obviously, such
a 7 is uniquely determined by the map t : A(x) — B(x) : a — 7(1,a) where
we write 1 for id, because by naturality of 7 we have

7(g,a) = 7(g, A(9)(A(g")(a))) = B(g)(7(1, A(g")(a))) = Blg)(t(A(g")(a)))

i.e. 7(g,—) = B(g)otoA(g~"). Moreover, one easily checks that for arbitrary
functions ¢ : A(x) — B(x) there is a unique natural transformation 7 with
7(1,a) = t(a), namely 7(g,a) = B(g)(t(A(g7*)(a))).'® Thus, the exponential
B# in G is isomorphic to the set B(x)4®) on which G acts by sending t €
B(x)A®) to BA(g)(t) = B(g) ot o A(g™") for g in G."?

It is an instructive exercise(!) to explicitate how the global elements 1 — B4
correspond to the morphisms from A to B in G.

18We have to show that

B(h)(1(g,a)) = T(Y(x)(h)(g), A(h)(a))
for which purpose we explicitate both sides of the equation. For the left hand side we have
B(h)(7(g,a)) = (B(h) o B(g) o to A(g~"))(a)
and for the right hand side we have
T(Y()(h)(9), A(h)(a)) (Tégh,A(h)(a)) = (B(gh) ot o A((gh)™)(A(h)(a)) =
(B

= (B(h)oB(g)otoA(g™))

(gh)
Eg;z) otoA(g~) o A(h™h)) o A(h))(a) =

and thus both sides of the equation are actually equal as desired.
9This action is actually contravariant as

BA(gh)(t) = B(gh)oto A(h™"g™") = B(h)oB(g)otoAlg™ Yo A(h™") = (B (h)o BA(9)) (1)

due to the contravariance of A and B.
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(2) Let 2 be the ordinal 2 considered as a category. We write a : 0 — 1
for the only nontrivial arrow of 2. One readily checks (exercise!) that 2 is
isomorphic to the comma category Set]Set whose morphisms are commuting
squares of the form

Xli,yl

I 4

Koo

For objects X = (X1, X, Xo) and Y = (Y}, Y, Yy) their exponential YX can
be constructed as follows

(YX)O = YE)XOv
(Y5)1 ={(fo. /1) € Y7xYM | Yoo fi = foo X}
(Y)alfo, f1) = fo-

The evaluation map € : YX x X — Y is given by

co(fox) = f(x)  and  ei((fo, /1), 2) = fi(2) .

We leave it as an exercise(!) to verify that these data do actually satisfy the
required conditions.

11.2 Categorical semantics of typed A-calculus in ccc’s

We now define a formal language, the typed A-calculus, and show how it
serves as a so-called internal language for cartesian closed categories. Over
the last 25 years the typed A-calculus (originally invented in the 1930ies
by A. Church) has experienced a renaissance in (theoretical) computer sci-
ence as a foundation for functional programming. Objects of a ccc appear
as interpretations of type expressions of the typed A-calculus and its terms
are interpreted as morphisms of the ccc under consideration. Contexts, i.e.
variable declarations I' of the form x1:A1,...,2,:A,, get interpreted as the
cartesian product of (the interpretations of) the A; and variable z; in context
I’ gets interpreted as the projection on A;.
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But before describing the interpretation of typed A-calculus in ccc’s we care-
fully define its syntax.

The types (or type expressions) of simply typed A—calculus are defined in-
ductively from a collection of base types via the following rules

e every base type is a type
e if A and B are types then A—B is a type.

These are the type expressions of traditional typed A-calculus. For the pur-
poses of an interpretation in cartesian closed categories, i.e. from a semantical
point of view, it turns out as convenient to close types under the following
two additional rules

e 1is a type (also called unit type)
e if A and B are types then Ax B is a type.

Contexts are expressions of the form
.fEliAl, ce ,:CnIAn

where Aq,..., A, are type expressions and xi,...,x, is a list of pairwise
distinct variables. The purpose of a context xq:A1,...,z,:A, is to declare
the variables x4, ..., x, together with their types Aq,..., A,. We use captial
Greek letters I', A, ... as (meta)variables ranging over contexts.

Let C be a cartesian closed category. For interpreting the type expressions
in C we first fix an assignment of [B] € Ob(C) for bases types B which is
extended to arbitrary type expressions via the following inductive clauses

o [A—B] =[A] — [B]
e [AxB] =[A] x [B]
[ J [[1]] = 1@

where X —Y stands for the exponential Y~ in C and 1¢ is a chosen terminal
object in C. Contexts are interpreted as cartesian products, i.e.

[x1: Aq, o xy s A = [Ad] x -+ x [A,]
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Next we will define the terms of typed A-calculus. Terms not only have a
type but are also defined relative to contexts in which their free variables are
declared. We write

'kt A

for the judgement that t is a term of type A in context I'. Traditionally, one
would call already ¢ a term but, actually, one needs context I' to determine
the meaning of ¢ (as we shall see the type A of ¢ will be determined uniquely
by ¢t and T"). The interpretation of I' - ¢ : A will be a morphism from [I'] to
[A] in C, i.e.
[THt:A]:[T] — [A]

and will be defined by structural recursion over terms. We will now intro-
duce the various term formation rules together with the clauses fixing the

interpretation of the constructed terms.
First of all variables declared in the context are terms, i.e.

(Var)

A, x, Ay A
which is interpreted as
T . [[.Tl : Al,...,xn : An]] — [[A,L]]

i.e. projection on the i-th component.
Explicit definition of functions is provided by the rule

Iz:A+t: B \
' Ax:At: A—B

where

[T Az:At: A»B] = MN[T,x: A t: B])
ie.co([I'F Ax:At: A=»B] x [A]) =[I',z: A+t B].
Application of functions to arguments is provided by the rule
I'-t: A—>B 'kFs: A
'Ft(s): B

(App)

where the resulting term is interpreted as

[TEt(s)] =co([L'H¢],[TF s])
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Notice that we have written I' - ¢ and I' F s instead of I' - ¢t : A—B and
I' F s, respectively, which is justified by the fact that for derivable judgements
I' - s: A the type A is determined uniquely simply because for each term
former there is precisely one introduction rule.

This pleasant feature will be preserved by the remaining rules which we
introduce next.

The following rule allows one to construct pairs

I'kt: A T'kHs: B
['F(ts): AXB

(Pair)

where the constructed term will be interpreted as
[T'F (t,s): AxB = ([l Ft: A],[I'Fs: B])
The following two rules (for i=1, 2)

Fl_t:A1><A2
CEm(t): A;

roji)

allow one to select components of pairs. Terms constructed by these rules
will be interpreted as

[[F H 7Tl(t) . Az]] = T; O HF it A1><A2]]

with m; : [A;1] % [A2] — [A;] the respective projection maps in C.
The unique element of 1 may be constructed by the rule

—— (Unit)

'Ex:1

where [I' = : 1] =!jry, the unique morphism from [I'] to 1¢ in C.

Up to now we have not considered equality between terms which we will do
next. However, for this purpose we need a notion of substitution which on
the semantical level will be interpreted as composition of morphisms in C.
Let ' =2y : Ay,..., 2, : A, and A be contexts. A substitution o : A — T’
is an n-tuple 0 = (ty,...,t,) such that A - ¢; : A; for i=1,...,n whose
interpretation in C is given by

[o] = ([AFt],...,[AFt.]) : [A] = [T] .
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Now for I' - ¢ : A applying substitution o : A — T to it gives rise to a term
A F t[o] : A whose interpretation is given by

[AFtlo]: Al =['Ft:A]ofo: A —=T]

and which can be obtained syntactically by replacing (simultaneously) every
free occurrence of x; by t;, i.e.

tlo] = tlty, ... th/x1, ..., 2y

for which we often employ the more readable notation t[t/], where, of course,
one has to rename bound variables of ¢ in such a way that substituting ¢; for z;
in t does not bind free variables of ¢;, i.e. we employ capture-free substitution
as it is commonly called.

That capture-free substitution actually amounts to composition on the se-
mantical level is the contents of the following lemma.

Lemma 11.2 (Substitution Lemma)
Whenever 't : A and o : A = T then

[AFtlo]: Al =T Ft: A]o[o]

Proof: We first show the claim for variable substitutions v = (t) where all
t; are variables declared in A. Obviously, such variable substitutions are
interpreted as target tuplings of projections.
We proceed by induction on derivations of I' - ¢ : A. All cases are trivial
with exception of the rule (\) for which we exhibit the argument. Suppose
as induction hypothesis that for sequent I',x:A F ¢t : B it holds that [A
tlv] : B] = [, z:AF t: A]o[v] for all variable substitutions v : A — T', z: A.
Let v = (vq,...,v,) : A = I' be a variable substitution. Then we have
[T Az:At] o o] = MN[T,x:AEt])) o [v] =
= AM[I', z:A = t] o ([u] xiday)) =
= N[, z:AFt]o[[{vi,...,vn,2)]) = (ind.hyp.)
= M[A,z: A t[U,2/Z, z]]) =
= [AF Xz At[v/Z]] =
= [AF Az:At[v]
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where (vy,...,v,,2) : A;x: A — T,z : Ais again a variable substitution.
Now we prove the claim for general substitutions ¢ : A — I'. Again we
proceed by induction on derivations of I' - ¢ : A. Again all cases are trivial
with exception of the rule (\) for which we exhibit the argument. Suppose
as induction hypothesis that for sequent ', x:A - ¢t : B it holds that [A
tlo] : B] = [[',2:AF t: A] o [o] for all substitutions o : A — I',z:A. Now
suppose T = (ty,...,t,) : A — I'. Then we have
[T FAz:At]o[r] = A([T,z:AEt]) o [r] =

L,z AEt] o ([r]xidy) = (%)
[T, z:Abt]o[(ty,...,ty,x)]) = (ind.hyp.)

— ([, wA - 1, 2/, 2]]) =

= [AF \z:At[L/7]] =
= [A F Az At]7]]

::A(
::A(

where (t1,...,tn,x) : A,z : A — T',x : A. Notice that in (x) we have used
that [A,z: A ;] = [AF ;] om where 7 : [A] x [A] — [A] as ensured by
the already established claim for variable substitutions. 0

Next we will show that the (5) and (n) rule (as defined below in Theo-
rem 11.2) of typed A-calculus are valid under interpretations in arbitrary
cartesian closed categories. For this purpose consider an arbitrary, but fixed
cce C together with an arbitrary, but fixed assignment of objects of C to base

types.

Theorem 11.2 (Soundness of typed A-calculus)

(1) IfT,z:Abt:B and Tk s: A then [T+ (Az:At)(s)] = [T + t[s/x]],
i.e. the rule

(B) TFA\z:At)(s)=t[s/x]: B
holds.

(2) IfT+t: A=B then [I'F Ax:At(x)] = [T & ] for fresh x, i.e. the rule

(n) T'FXe:At(z)=t: A—=B
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holds.

Proof:
ad (1) : Let ' = z1:Aq, ..., 2,:A, and

f=[lzAkFt:B] and g=[[Fs:A]

then

I F (AL ($)] = = 0 (A(f), 9) = £ 0 (A(f) xidpa) o {idr), 9) =

= fo idy.g) = [0, w:A F 6] o [(,5)] =

= [k tfs/x]]
where the last equality follows from the Substitution Lemma 11.2.
ad (2) : Let ' = z1:Aq, ..., 2,:A, then

[T'FAz:At(x)] = AT, 2:A F t(2)]) =

= Ae o ([I' - t]xidpay)) =

=[['F1]
where the second equality follows from [I',z:A F t] = [[' F ¢] o7 (due to
the Substitution Lemma 11.2) and [I',2:A F z] = 7. O

Traditionally, the (typed) A-calculus is often considered without the rule ()
(because A\x:A.t(x) is considered anyway as more explicit than ¢). On the
semantical level this can be simulated by considering the following weakening
of the notion of cartesian closedness. One just requires for all objects A and
B a (weak) exponential object B4 together with an evaluation morphism
e:BAx A — B and for every f : C x A — B a chosen morphism \(f) :
C — B4 satisfying f = ¢ o (A(f) x id4) (without claiming that there is no
other morphism g with f =e o (g x id4) !) where these choices are required
to satisfy the constraint

AMf)oh=A(fo(hxida))

for all h : D — (' in order to guarantee the validity of the Substitution
Lemma. Categorically, this means that there is a (natural) section

C((—)xA,B) — . ¢((-), BY

of the natural transformation € o ((—) x id4) : C((—), B4) — C((—=)x A, B).
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Completeness of Typed A-Calculus w.r.t. CCCs

For typed A-calculus one may construct a term model, the so-called classifying
model, where two terms (in context) receive the same interpretation if and
only if they are provably equal. Moreover, every morphism in the classifying
model arises as interpretation of some term, i.e. the model is universal®
w.r.t. syntax.

The objects of the classifying model C are the contexts of typed A-calculus and
the morphisms from A to I' = x1:A4;,...,x,:A4, are tuples 7 = (t,...,t,)
with A F ¢; : A; for i=1,...,n modulo provable equality, i.e. (ti,...,t,)
and (t),...,t) get identified iff A F ¢; = t; : A; is provable for i=1,...,n.
Composition in C is given by (syntactical) substitution, i.e. for o : © — A the
composite Too : © — I' is given by (t1[0],...,t,[0]). Binary products in C
are given by juxtaposition, i.e. I' x A =T', A (where, of course, the variables
declared in I and A have to be made distinct by appropriate?! renaming) and
a terminal object in C is provided by the empty context. For contexts I' =
x1 AL Ay and A = y1:By, . . ., Y By their exponential Al is given by
the context fi:B,",..., fm:Bm' where B;' = Aj—Ay—...—A,—B;. The
evaluation map

AT XxT -S4+ A

is given by € = (fi(z1) ... (zn), ..., f(21) - .- (T0))-

Obviously, the interpretation of typed A-calculus in C which interprets base
types B as x:B has the property that types and contexts get interpreted as
themselves and that I' ¢ : A gets interpreted as the equivalence class of (t)
modulo provable equivalence. Accordingly, the interpretation of I' H ¢ : A
and ' ¢ : Ain C are equal if and only if ' - ¢ = ' : A is provable. The
model C is also universal because a morphism from A to I' as given by the
equivalence class of a substitution 7 = (¢4, ..., t,) arises as the interpretation
of this substitution 7.

From these considerations the following theorem is immediate.

20This terminology comes from semantics of programming languages where a model M
is called universal for a language L iff every object in M arises as interpretation of some
program (i.e. closed term) of £. Compare this with the notion of Turing universal meaning
that for every computable function there is a program denoting it. From the latter point
of view universality is a property of a language w.r.t. a given model whereas the former
use of universal rather expresses a property of a model w.r.t. a given language!

2lactually, we consider contexts up to renaming of the variables bound in them.
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Theorem 11.3 (Completeness of typed A-calculus) If I' -t = s : A holds
in all cartesian closed models then I' =t = s : A is provable.

Notice that our proof of completeness would not work if we required that all
ccc’s are wellpointed in the sense that morphisms f,g : A — B are already
equal if foa=goaforalla:1— A (which is the case for all set theoretic
models).?

22Nevertheless, the typed A-calculus is actually complete w.r.t. well-pointed models.
The proof of this fact, however, requires a more intelligent technique and can be found
in H. Friedman FEquality between functionals pp.22-37, Lecture Notes in Math., Vol. 453,
Springer, Berlin, 1975.
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12 Elementary Toposes

The aim of this section is to introduce a class of categories, called elementary
toposes, which are “well-behaved” to such an extent that they allow one to in-
terpret (almost) all constructions which can be found in “real” mathematics
traditionally based on set theory (see [LR]). As we have seen in the previous
section in cartesian closed categories one may construct arbitrary function
spaces. However, e.g. for the development of analysis, one also needs power
objects P(A) which “internalize” the collection of subobjects of A analo-
gously to the way how the exponential B4 “internalizes” the collection of all
morphisms from A to B. In particular, this implies that the object 2 = P(1)
of so-called truth values is available in an elementary topos. From this one
will be able to construct the usual logical operations on €2 like A, =, V,V, 3
and —.

Elementary toposes were originally introduced by F. W. Lawvere and M. Tier-
ney during a collaboration in winter term 1969/1970 at Dalhousie University
in Canada.

Definition 12.1 (elementary topos)
An (elementary) topos is a category E such that

(1) E has finite limits
(2) E has all exponentials
)

(3) E has a subobject classifier, i.e. a mono t: 1 — Q such that for every
subobject m : P — A there exists a unique morphism ., : A — Q
(called the classifying morphism for m) such that

1

I

A——Q
Xm

P— .
l_l

m
is a pullback square. O
Notice that elementary toposes might be equivalently defined as cartesian

closed categories E for which there exists a monomorphism t : 1 — € for
which the following conditions hold
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i) pullbacks of t along arbitrary morphisms (with codomain ) in C exist
and

ii) for every mono m : P — A there exists a unique (classifying) map

X : A — Q with
P——1
"
m t
A——Q
X

ie.m =\t
At first sight this definition appears as somewhat weaker because it does not
(explicitly) require the existence of pullbacks. The existence of the latter,
however, follows from the fact that E automatically has all equalisers which
can be seen as follows. Suppose f,g: B — A in E. Let 4 = (id4,id4) :
A — AxA be the diagonal on A and eq, : AxA — €2 be the classifying map
for 4. Consider the diagram

where the right square and the outer rectangle are pullbacks. Then by
Lemma 7.3 the left inner square is a pullback, too, from which it follows
that e is an equaliser for f and g.

The paradigmatic®® example of an elementary topos is Set where Q = {t,f}
andt:1— Q: %+ t. For a subobject m : P — A its classifying morphism
is the function x,, : A — Q where x,,(z) = t iff z € m[P], i.e. x is in the
image of P under m. In Set for every y : A — € one may always choose the
canonical pullback

X ({t})

A

— 1
- |
t

Q
Xm

23We will soon see that there is a lot of other elementary toposes, in particular presheaf
Py -
categories C = Set®” for small categories C though these are definitely not the only ones!
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where m is an inclusion, i.e. m(z) = « for all arguments x of m.

Such a notion of inclusion, however, is not available in arbitrary elementary
toposes because, firstly, morphisms in a topos in general are not just set-
theoretic functions and, secondly, there is no universal notion of equality for
elements of different objects (if m : P ~— A and a : 1 — P then it does
not make sense to ask whether ¢ : 1 — P and moa : 1 — A are equal
because they are different morphisms in the topos!). The latter observation
is the reason why subobjects of A are conceptualized as equivalence classes
of monos into A as in the following

Definition 12.2 (subobjects)

Let C be a category. A subobject of A € Ob(C) is a monomorphism into A.
For subobjects m : P »— A and n : Q ~— A we say that m is contained in n
(notation m < n) iff there exists a morphism f: P — Q withno f =m as

illustrated in the diagram?*
P / Q
A
A

and we say that m and n are equal as subobjects (notation m ~ n) iff m <n
and n < m. We write Subc(A) for the collection of subobjects of A modulo
the relation ~. If C has pullbacks (of monomorphisms along arbitrary mor-
phisms in C) then Subc extends to a functor Subc : C°° — Set by putting
Subc(f)([m]~) = [f*m]~ where f*m is the pullback of m along f. O

Notice that Subc is a contravariant functor to Set only if C is well-powered,
i.e. if Subc(A) is small for all objects A in C, which, however, can always be
achieved by assuming sufficiently many Grothendieck universes. Moreover,
all conditions on Subc that we consider in the context of toposes can be
reformulated in a purely elementary way avoiding any reference to collections
of the form Subc(A) (see e.g. the presentation in [McL]). However, assuming
the existence of Subc as a presheaf allows one to express the existence of a
subobject classifier in terms of representability of Sub¢ from which it follows
immediately that subobject classifiers are unique up to isomorphism.

24necessarily f is unique with this property and itself a monomorphism!
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Lemma 12.1 Let C be a category with pullbacks (of monos along arbitrary
morphisms). Then C has a subobject classifier iff Subc : C°® — Set is a
representable presheaf.

Proof: It t : 1 — € is a subobject classifier for C then the natural transfor-
mation ¢ : Y¢(€2) — Sube with to(idg) =t is an isomorphism in C.

For the reverse direction suppose that ¢ : Y¢(€2) — Subc is a natural iso-
morphism. Let T : U — Q be an element of the equivalence class tq(idg).
Then for every m : P »— A there exists a unique morphism y : A — Q with
m ~ x*T, namely x = ¢;'([m]). It remains to show that U is terminal in C.
For every object A in C we have

A——U
I |

-
A——Q

giving rise to a map from A to U in C. For unicity assume that f;, fo : A > U
in C. Then we have

Ay —y
-
A U Q
fi T
for 1=1, 2 from which it follows by uniqueness of classifying maps that T-f; =
T - fo. Thus, as T is monic we get f; = fy as desired. O

From inspection of the proof it follows that a mono T : U ~— 2 is a subobject
classifier iff T = 1q(idg) for a natural isomorphism ¢ : Y¢(€2) — Subc. As
representing objects for Subc are unique up to isomorphism it follows that
subobject classifiers are unique up to isomorphism.

As not only the existence of a subobject classifier, but also the existence of
finite limits and exponentials can be formulated in terms of representability
of certain presheaves being an elementary topos is a property of a category
rather than (the requirement of) additional structure.

But notice that all these representability requirements can be expressed with-
out any reference to Set (as e.g. in C. McLarty’s book [McL]), i.e. in a purely
elementary way which can be formalized in first order predicate logic. Thus,
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the notion of elementary topos is independent from set theory as formalized
by the first order theory ZFC. As we shall see soon toposes are structures
which are strong enough to perform within them those usual set-theoretic
constructions (cartesian products, function spaces, power sets etc.) that are
needed in the actual practice of modern mathematics (analysis, algebra, ge-
ometry etc.). Thus, elementary toposes can be considered as a foundation for
mathematics alternative to (axiomatic) set theory. This view of foundations
has been forcefully propagated and developed by F. W. Lawvere since middle
of 1960ies already. For a most readable textbook account of his view see his
book Sets for Mathematics (CUP 2003) [LR] together with R. Rosebrugh.
The main difference between topos theory and axiomatic set theory lies in
the different choice of basic concepts. In the topos case the basic notions are
types (objects of the category) and functions between them (morphisms of the
category) which is in accordance with the practice of modern mathematics.
The basic assumption of ZFC is an untyped universe of all sets (which is a
bit disputable from an ontological point of view!) and a binary relation €
on this universe of sets telling which sets are elements of which sets. In ZFC
functions show up as a derived notion, namely as particular sets of pairs
where (following a suggestion of Kuratowski) a pair (z,y) is “implemented”
as the set {{z}, {z,y}}. Natural numbers are also “implemented” (following
a suggestion of J. von Neumann) as 0 = () and n+1 = n U {n}. All this
kind of coding necessitated by ZFC’s choice of basic notions makes it appear
as somewhat artificial in the sense that its basic concepts do not match the
basic concepts of actual mathematical practice.?®

A further most useful aspect of topos theory is that it allows for a great
variety of different models in contrast to ZFC for which it is fairly hard to
construct different models (as e.g. P. Cohen’s construction®® of forcing models
for ZFC where the Continuum Hypothesis fails).

The following theorem in one step provides us already with a great variety
of different models for the axioms for an elementary topos.

Z5Notice, however that set theory is much stronger than (the logic of) toposes even if
they are boolean, i.e. validate classical logic. The reason is the absence of ZFC’s replace-
ment axiom which allows one to transfinitely iterate P. In most of modern mathematics
this incredible strength of ZFC is not needed at alll However, there are exceptions like
D. Martin’s proof of Borel Determinacy!

26which, by the way, can be given a most understandable explanation in topos theoretic
terms (see [MM] but known already in the early 1970ies!)
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Theorem 12.1 For every small category C the category C = Set® of
presheaves over C is an elementary®” topos.

Proof: We have already seen in the previous section that C is cartesian
closed. Using Yoneda (again) we can easily find a candidate for the subobject
classifier €2 as it has to satisfy

(1) Q)= C(Ye(l),Q) = Subg(Ye(D))
for all objects I in C. This suggests to define () as

(2) Q=) = Subz(Ye(-))

i.e. the morphism part of {2 operates by taking pullbacks

Y@(u)_lS S
Yc<u>*l 1
Ye(J) o) Ye(I)

employing the fact that for subobjects m : P — A in C there exists a
canonical®® inclusion i,, : S,, < A where S,, is the image of P under m in
A. Canonical subobjects of Y¢(I) are called sieves of I and can be identified
with those sets S of morphisms in C such that for all v € S it holds that
cod(u) = I and wv € S for all v € Mor(C) with cod(v) = dom(u). Evidently,
for a sieve S of I and morphism u : J — I in C the sieve Y¢(u)™1S consists
of all morphisms v : K — J in C with uv € S.

Condition (1) also suggest us how to construct the classifying morphism
X : A— Qfor P— A. By naturality of the isomorphism @(Y@(I),Q) =
Subz(Ye(I)) we have

~

o~

C(4,Q) Subz(A)
C(a, Q) Subz(a)

Y

C(Ye(I),9) — Subga(Ye(1))

27 Actually, C is a Grothendieck topos, i.e. besides being an elementary topos it has small
limits and colimits and a small generating family, namely (Yc (1)) reob(c)-

28Notice that this is possible only because Set® is so close to Set and, therefore,
inherits enough structure from it!
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for all generalised elements a : Y¢(I) — A from which it follows that
(3) x(a) =a*P ={u:J—I| A(u)(a) € P}

according to our identification of (1) with Subz(Yc(I)). Condition (3) also
tells us how to construct the subobject classifier t : 1 — Q. As t is the
classifying map for the subobject id; : 1 — 1 it follows from (3) that

(4) t7(x) = Tr = {u € Mor(C) | cod(u) = I}

i.e. t picks the maximal sieve of I for every I € Ob(C).

We leave it as a straightforward exercise(!) to the inclined reader to verify
that t : 1 — Q as defined by (2) and (4) is actually a subobject classifier
where the construction of classifying maps is given by (3). O

Now let us look at € in some particular presheaf toposes.?”

Example 12.1 If I is a set then Q in Set! is given by the constant family
({0,1});er where t;(x) = 0 (assuming that 0 codes “true”). Notice that this
Q has 21 many global elements!

Example 12.2 Let C be the category 0 —— 1. In C the truth value object
Q up to isomorphism looks as follows: Q1) = {f,u,t}, Q(0) = {t,f} and
Q) is the identity on {t,f} and sends u to t (the “undecided” truth value u
corresponds to the sieve on 1 consisting of just o).

Example 12.3 If C is a monoid M (considered as a category) then € con-
sists of all right ideals in M, i.e. subsets I of M such that x € I and y € M
implies xy € I, and Qz)(I)={y e M | xzy € I}.

Example 12.4 If C is a group G then according to Ezample 12.5 the truth
value object Q of the topos C of G-actions has {G, 0} as underlying set because
G and 0 are the only right ideals in G which, moreover, are left invariant by
all actions of group elements.

The above examples are already sufficient for exhibiting the relations between
the notions introduced in the next definition.

29We leave it as an exercise(!) to explicitate the construction of exponentials in these
examples!

83



Definition 12.3 (2-valued, boolean, wellpointed)
Let C be a nonempty small category and E = C the corresponding presheaf
topos. Let f: 1 — Q be the classifying map for the subobject 0 — 1 in E.

e [ is 2-valued iff Qg has precisely 2 global elements, i.e. |E(1,Q)| = 2.
e [E is boolean iff [t,f] : 14+1 — Q is an isomorphism.

e [E is wellpointed iff morphisms f,g : A — B in E are already equal
whenever fa = ga for all global elements a of A, i.e. for alla:1 — A
mn E. O

Obviously, for all (nonempty) sets I the topos Set’ is boolean but not 2-
valued if I contains more than one element. On the other hand for every
monoid M the truth value object Q of the topos M of right M-actions (see
Example 12.3) contains just 2 global elements, namely M and ), (why?) and,
accordingly, is 2-valued whereas [t,f] : 1+1 — € is not an isomorphism if M
contains non-trivial right ideals (as e.g. the monoid (N, +,0)), i.e. M is not
boolean in such cases. Thus, the properties “2-valued” and “boolean” are
independent in contrast to common superstition!

One easily checks that C is 2-valued iff C(J, ) is inhabited for all I, J € C.
First notice that subobjects of 1 in C correspond to sieves in C, i.e. collections
S of objects in C such that J € S whenever u : J — I and I € S. Thus
C is 2-valued iff every nonempty sieve in C coincides with Ob(C). If all
hom-sets of C are inhabited then all nonempty sieves in C coincide with
Ob(C). For the reverse direction consider for every I € C the nonempty
sieve S; = {J € C | C(J,I) # (0} which by assumption has to coincide with
Ob(C) and thus all C(J, ) are inhabited.

For every group G the topos G of G-actions is both boolean and 2-valued
(see Example 12.4). But if G is nontrivial then G is not wellpointed as the
representable object G = Y () has then no global elements but admits more
than one endomap (namely, by Yoneda, as many as there are elements in the
group G).

However, if a (presheaf) topos is wellpointed then it is 2-valued and boolean
as we shall see next.

Theorem 12.2 Let C be a nonempty small category and E = C the cor-
responding presheaf topos. Then E is 2-valued and boolean whenever E s
wellpointed.
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Proof: Assume that E = C is wellpointed.

Suppose E is not 2-valued, i.e. there exists a further global element u: 1 — €2
besides t and f. Let ¢ : U ~— 1 be the subobject classified by u. The maps
toi and f o4 are different as they classify different subobjects of U, namely
U and 0, respectively. Thus, by wellpointedness there exists a global element
u: 1 — U separating t ot and f o¢. Obviously, the map u is an isomorphism
from which it follows that U = 1 in contradiction to the assumption t # u.
Thus E is 2-valued.

Let x : 2 — Q be the classifying map for the monomorphism [t, f] : 141 »— €.
As t,f <q [t,f] it follows that t*[t,f] = id; = f*[t,f]. Thus yot=t= yof
from which it follows by wellpointedness that y = toln. Thus, we have
t,f] = idg and, accordingly, the map [t, f] is an isomorphism, i.e. the topos
[E is boolean. 0

Notice that Definition 12.3 makes sense already for arbitrary elementary
toposes because one can show (see e.g. [MM]) that they have all finite colim-
its, that 0 — 1 and that [t,f] : 1+1 — Q. Moreover, wellpointed elementary
toposes all have the following property which makes them behave like Henkin
models for higher order logic (see Chapter 13)

Lemma 12.2 [If E is a wellpointed topos then non-initial objects of E have
global elements.

Proof: Suppose A is an object of E. The unique morphism 0 — A is a mono
classified by f and it is an isomorphism iff A is initial. Thus A is non-initial
iff t4, = to!, and f4 = tol, are different in which case by wellpointedness of
A there exists an a : 1 =+ A with tyoa #f40a. O

A topos E is called localic if the subobjects of 1g constitute a generating
family for [E. Typical examples are presheaf toposes of the form P where P is
a posetal category as e.g. the one considered in Example 12.2. One readily
checks (reusing the second part of the proof of Theorem 12.2) that if a localic
topos is 2-valued then it is also boolean.

Finally, we leave it as an exercise(!) to show that for small categories C the
presheaf topos C is boolean iff C is a groupoid, i.e. all morphisms in C are isos.
Thus C is boolean and 2-valued iff C is a connected groupoid (“connected”
meaning that all homsets of C are inhabited). As Set’ is wellpointed iff
|I| =1 (why?) it follows that C is wellpointed if and only if C is equivalent
to 1, the trivial nonempty category.
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13 Logic of Toposes

We will show how to interpret higher order constructive (intuitionistic) logic
(HOL) in an arbitrary elementary topos E which remains fixed throughout
the whole section.

Definition 13.1 For A € Ob(E) let <, be the partial order on Subg(A)
where [mq] <a [ma] iff there exists a (necessarily unique) monomorphism m
with mom = my. Via the canonical isomorphism E(A, ) = Subg(A) we
consider <4 also as a partial order on E(A,Q), the set of predicates on A,
putting x1 <a x2 iff [Xit] <a Dt]- %

Pullbacks along arbitrary morphisms of [E preserve this order.

Lemma 13.1 Let f : B — A be a morphism in E. Then Subg(f) = f* :
Subg(A) — Subg(B) and, therefore, also E(f,Q) : E(A,Q) — E(B,) are
monotonic w.r.t. the order defined in Definition 13.1.

Proof: Consider the diagram
[TAL — A

frm m

[TAs — A,

_

frme ma

B—— A
f

where m; = mgom. The claim for Subg(f) follows from the fact that f*m; =
f*moo f*m.

Then monotonicity of E(f, ) follows from the fact that x; o f classifies f*m;
whenever y; classifies m;. [

In the following we write t4 as an abbreviation for to!,.

Lemma 13.2 Let y : A — Q and a : I — A. Then x oa = t; iff a factors
through the mono m : P — A classified by x.
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Proof: If x o a = t; = to!; then there exists a (necessarily unique) morphism
f:I— Pwithmo f=a(and !po f =!7). On the other hand if mo f =a
then yoa=yomo f=tolpof=tol; =t U

Next we show that Subg(A) has binary meets w.r.t. < and that these are
preserved by pullbacks along arbitrary morphisms f: B — A.

Lemma 13.3 Let A : Q x Q — Q be the classifying map for the monomor-
phism (t,t) : 1 — Q x Q, i.e.

] —1
(t,t)]_l [t
QxQ AN Q
Then for x1,x2 : A — Q it holds that N\ o (x1,Xx2) = ta iff x1 =ta = X2.

Proof: Obviously, we have x; = tq4 = x2 iff (x1,x2) factors through (t,t)
which in turn by Lemma 13.2 is equivalent to A o (x1, x2) = ta. O

Next we introduce an equality predicate for arbitrary objects of E.

Definition 13.2 (equality predicate)
For A € Ob(E) let eq, : A x A — Q be the classifying map for the diagonal
da = (ida,ida) : A = A X A. For eqq : Q2 x Q — Q we often write <. O

Lemma 13.4 Let aj,as : I — A. Then eqy 0 (a1, as) = t; iff a = as.

Proof: By Lemma 13.2 we have eq 4 o (a1, as) = tr iff (ay, as) factors through
5A, 1.e. a; = Q9. O

Thus, in particular, for x1, x2 : A — Q we have < o (x1, x2) = ta iff x1 = xo.

Lemma 13.5 Let x1,x2: A—>Q anda: 1 — A. Then yioa=t;=x20a
if and only if N\ o (x1,x2) 0 a = t;.

Proof: By Lemma 13.3 we have y;0a =t; = x20a iff Ao(xj0a,x20a) = t;.
The claim follows as (x; © a, x2 0 a) = (X1, x2) © a. O
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Theorem 13.1 (conjunction)

For every A € Ob(E) the poset Subg(A) is a N-semilattice w.r.t. <, i.e.
has finite infima, that are preserved by Subg(f) : Subg(A) — Subg(B) for
arbitrary morphisms f : B — A in E. Moreover, if x1, x2 : A — Q classify
subobjects my : Py ~— A and my : Py — A, respectively, then A o (x1,X2)
classifies the infimum of my and ms.

Proof: Let x1 and yo be the classifying maps for m; and ms, respectively.
Let m : P — A be the subobject classified by A o (x1,x2). We show that
m is the infimum of m; and ms. By Lemma 13.2 and Lemma 13.5 for all
n:@Q — A wehave n <4 miff Ao (x1,x2) on = tg iff x1 0n = tg and
X20n =tg iff n <4 my and n <4 my. Thus m = my A my as desired.

Now suppose f: B — A. Then Ao (x1,x2)0of =Ao(x10f,x20 f) classifies
both f*m and the infimum of f*m; and f*msy. Thus f* preserves meets of
subobjects. O

Instead of A o (x1,x2) we usually write y; A x2 in accordance with the fact
that it is the infimum of y; and x5, in E(A, Q).

Next we introduce implication as a binary operation on ().

Definition 13.3 (implication)
Let = : Q x Q — Q be defined as < o (A, m) where mp : Q X Q — Q is the
projection on the first component. O

Again, for reasons of readability, we often write y;=-x2 as an abbreviation
for = o (x1, x2).

Lemma 13.6 Let x1,x2: A — Q then x1 <a x2 iff = o (x1, x2) = ta.

Proof: For x1,x2 : A — € we have

= 0 <X1, X2> =1y iff (Lemma 134)

Ao (X1, X2) = X1 iff
X1 <4 X2

where the second equality follows from the fact that in arbitrary posets = <y
iff x is the infimum of x and y. 0
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Lemma 13.7 For maps x1, x2 and x from A to Q) we have

XA X1 <4 X2 iff X <A X1=X2

Proof: Let m : P — A, my : P, — A and my : P, — A be the subobjects
classified by y, x1 and x», respectively. Then we have

X <4 X1=X2 iff (Lemma 13.2)
(x1=x2) om = tp iff (Lemma 13.6)
x1om<pyxzom iff (xi o m classifies m*m;)
m*my < m*my iff (m o (—) order reflecting)
mom*my; < mom*my iff (mom*m; = m A my)
mAm; <4 mAms iff (as m Amy <4 m holds anyway)
mAmy <4 ms iff (as m A my is classified by x A x1)
XA X1 <4 X2

i.e. the poset Subg(A) has Heyting implication®. O

Notice that pullback functors f* preserve Heyting implication because we
have = o (x1,x2)ca = = o (x10a,x2o0a) for arbitrary a : I — A.

Summarizing we have

Theorem 13.2 InE every Subg(A) is a poset with finite infima and Heyting
implication which structure is preserved by f~' : Subg(A) — Subg(B) for all
f:B— AimnE.

Proof: For conjunctions and implication the claim is immediate from the
previous lemmas. Every Subg(A) has a greatest element id4 classified by
ts. Preservation of greatest elements is immediate from t4 o f = tg for all

f:B— A O

Next we will introduce universal quantification over objects in [E.

30A poset H with binary meets admits Heyting implication iff for all a,b € H there
exists a necessarily unique a=b € H such that

r<a=b iff zAa<b

for all z € H.

89



For that purpose and also later on the following notational convention turns
out as necessary and useful. If f : A — B is a map in E then we write
"f':1— B* as an abbreviation for

A1xA 3 AL B)

called name of f because it exhibits f : A — B as a global element of the
exponential BA.

Definition 13.4 (universal quantification)
We define V4 : Q4 — Q as the classifying map for 't4', i.e.

1—1
- 1l_| [
ty t

0o — e Q
Va

for all objects A of E. O
Lemma 13.8 Forp: I — Q% we have Vaop=t; iffeo (pxida) = trxa.
Proof: Obviously V4 op = t; iff the map p factors through 't4" (via !;) which
in turn is equivalent to eo(('t4 o !;)xid4) = co(pxida), i.e. tyxa = co(pxidy)
because € o ((‘ta o!y)xidy) =ta om0 (I;xida) = trxa. O
Theorem 13.3 For allp: 1 — Q% and x : I — Q we have

xorm <yxa €o(pxidy) iff X <f Vaop
where m: IxA — I is the first projection.

Proof: Let m : P — I be the subobject classified by y. Then we have

X <y Yaop iff (Lemma 13.2)
Viopom =tp iff (Lemma 13.8)
o ((pom)xida) = tpxa iff
go(pxidy) o (mxidg) = tpxa iff

xom <yxa €0 (pxida)
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where the last equivalence follows from Lemma 13.2) and the fact that yonw
classifies the subobject mxid4 (as (xom)*t = m*x*t = 7"m = mxids). O

The following equivalent variant of Theorem 13.3 will turn out as more useful
when we consider proof rules for the internal logic.

Theorem 13.4 Let o : IXA — Q and ¥ : I — Q be maps in E. Then for
Va(p) = VYao () it holds that

Yo <ixa iff v <rValp)

where w: I X A — I is the first projection.

Proof: Immediate from Theorem 13.3 instantiating p by A(¢). O

The Internal Language

We have seen that in an elementary topos E one can interpret the logical
operations T (truth), A (conjunction), = (implication) and V4 (universal
quantification over A). We next will introduce a formal language, called
internal language of E 3!, which is based on typed M-calculus and contains
constants for denoting the objects and morphisms of [E including the above
mentioned logical operations T, A, = and V4.

More precisely, the internal language of E is the typed A-calculus over the
collection Ob(E) of base types augmented by a constant of type B4 for ev-
ery morphism f : A — B. As E is cartesian closed it is obvious how to
interpret the internal language of E in the cartesian closed category E (a
constant for object A will be interpreted as A and a constant for morphism
f: A — B will be interpreted as "f' : 1 — B?4). The terms I' - ¢ : Q of
type €2 in context I' are called propositions in context I' and will be inter-
preted as morphisms [I'] — g, i.e. as subobjects of [I'] via the isomorphism
Subg([T']) = E([I'], Q). If T is a context and I' F ¢; : ©Q (i=1,...,n) and
I'F ¢ : Q are propositions in context I' then we write

Cle,...,onkb e

31The internal language of E is also often called the Mitchell-Bénabou language because
the internal language was introduced beginning of the 1970ies originally by Jean Bénabou
and later (independently) by W. Mitchell.
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for the judgement

[CEe ] A A TR <y [THe]

where the left hand side is the (finite) meet of the [I'Fp;] in E([I'], 2). Often
we write ® as an abbreviation for the list ¢, ..., ¢, under which convention
the general form of judgements is a sequent

LDk

where I' = xy : Ay,...,x, : A, is called variable context and ® = ¢q,..., 0,
is called propositional context or context of assumptions.

Next we formulate a few proof rules stating closure properties of sequents
valid in arbitrary elementary toposes E. As we shall see later these proof
rules are complete in the sense that they are strong enough to characterise
validity in all elementary toposes.

We begin with a few structural rules of fairly “bureaucratic” nature, (almost)
too trivial to be found worth mentioning in informal reasoning but, never-
theless, absolutely necessary for formalizing even the most basic derivations.

Structural Rules

c:A—=T T |dky Lok
(Subst) ——— (Weak)
A | @lo] - ¢[o] @ pky
T ® o0 ok T | By, 01,00 @y F
200 w(Contr) [ 21,91 02 22 w(Perm)
| RN ) [ [ @y, 00,01, P2 F ¢
ke Q oy T|d ok
S ALLP | PFo T'[®,0 (Cut)
Flebe IR

Next we turn to the proper logical rules describing how to use the connectives
T, A\, = and the quantifiers V4.

Notice that for sake of readability we employ the notation Vx:A.p instead of
the more clumsy (but “official”) notation V4 (Az:A.¢).
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Logical Rules

M F'|®Fp; T|PF g )
L|o-T T|®F o Aps
C|®F o1 Aps C|®F o1 Aps
(EA1) (EN2)
Lok ¢ [k e
Lo,k Lok p=v IR
— (I=> (E=)
F|oFp=v L|oFvy
Io:A|PF p(x ' ®FVr:Apr
| &+ o(x) ) | o( )(EV)
I'|®FVa:Ap(x) [z A | ®F o(x)

Notice that in the last two rules for V we (implicitly) assume that for the ;
in @ it holds that I' - ¢; : Q.

The attentive reader may have noticed the absence of the logical connectives
1 (falsity), V (disjunction) and 3 (existential quantification). But due to
a nice trick going back to B. Russell and D. Prawitz we may define these
further logical operation as follows

(L) L=VpQop
(V) @V =VpQ (p=p)A(Y=p)=p
(3)  dr:Ap(x) =Vp:Q. (Vo:A.p(z)=p)=p
which is possible only because in contrast to first order logic we have quan-

tification over ) available. It is a straightforward, but most instructive ex-
ercise(!) to verify the following derived rules

— (1)

T|®, L+
(Ivyq) (IVs)
DOF @V T[®F @V
L|®FoiVes TP, T|d ok

T'|®Fy

(EV)
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L'|®F pt) ) |k Jz:Ap(x) TyxA| @ p(x)k1
L |®F 3o:Apx) Loy

(E3)

where in the last two rules for 3 we assume (implicitly) that T', x:A F p(z) : Q,
F'Ey:Qand TFHt: A
We leave it as an exercise(!) to show that in E we have

(I) oA | @ p(z) F o it  T|o,3rn:Apx)-y

(I) T,z:A|®,¢F ¢(x) it  T|D,¢FVaAp(z)
for'F¢:Qand I'x:AF ¢ Q.
Reinterpreting the rules for L, V and 3 back to the (arbitrary elementary)

topos [E we observe that

Theorem 13.5 For all elementary toposes E

(1) the posets Subg(A) contain least elements 1 4 that are preserved by f=*
for arbitrary maps f : B — A in E

(2) the posets Subg(A) have binary joins that are preserved by f= for ar-
bitrary maps f : B — A in E

(3) for all subobjects r : R — C'x A there exists a subobject Ia(r) : [ — C
such that for all subobjects m : P — C' it holds that

Ja(r) <e¢m iff o <coxam™m

where m: C'x A — C' is the first projection and, moreover, for all maps

f:D — C inE it holds that f*34(r) = Io((fxida)*r).

Proof: From validity of rule (L) it follows that Subg(A) contains a least
element | 4 classified by [z:A F L]. Validity of the rule (Subst) guarantees
that f*1 4 = 1 for all morphisms f: B — A in E.
For existence of binary joins in Subg(A) suppose that m and n are subobjects
of A classified by ¢ : A — Q and ¥ : A — €, respectively. One easily checks
that

vA|leVio if xA|eF6 and mA|[YEO

for all z:A F 6 : Q. From this observation it follows that m Vv n is classified by
x: At V. Validity of the rule (Subst) entails that f*(mVn) = f*mV f*n
for all morphisms f: B — A in E.
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Suppose the subobject r : R — CxA is classified by p : CxA — Q in
E. Let J4(r) be defined as [[2:C F Jz:A.p(z,x)]]. From the equivalence (I)
above and the Substitution Lemma 11.2 it follows that for every subobject
m : P »— C it holds that J4(r) <¢ m if and only if r <gya 7*m. That
f3a(r) =2 J4((f xid4)*r) is immediate from the validity of the rule (Subst)
in [E. 0

Notice that in the proof of Theorem 13.5 we have made essential use of rea-
soning in the internal logic of [E in order to establish some purely categorical
properties of E. It is a typical phenomenon of working in topos theory that
one jumps back and forth between categorical/diagramatic reasoning and
logical reasoning valid in the internal logic. Of course, one usually chooses
the point of view allowing the more transparent argument.

To illustrate the usefulness of the internal point of view we further analyse
what Theorem 13.5(3) says in purely categorical terms. Instantiating the
subobject r by (f,id4) : A — CxA, the graph of f: A — C, condition (3)
of Theorem 13.5 says that J4((f,id)) is the least subobject i : I — C with

A e

<f;idA>[X [@
CxA——C

™

1

i.e. the image of f : A — C. From leastness of i it follows (exercise!) that
e is a strong epi, i.e. e is an epi such that m is an isomorphism whenever
e = mg for some monomorphism m. One easily checks that e : A — [ is
a strong epi in this sense iff 34((e,id4)) = id; (exercise!). Thus, condition
(3) of Theorem 13.5 tell us that in E every map f factors as a strong epi
followed by a monomorphism and that such factorisations are stable under
pullbacks along arbitrary morphisms in E. Categories with finite limits and
such pullback stable (strong epi/mono) factorisations are traditionally called
reqular. On the other hand in every regular category C we have existential
quantification as given by the (strong epi/mono) factorisation of m o r. One
easily checks (exercise!) that in a topos E the image of f : A — C'is classified
by (the interpretation of) z : C'F Jx:A.z=f(x). This allows us also to show
that in an elementary topos every epimorphism is strong: suppose ¢ : A — C
is epic then by validity of the rule (Subst) we have

[z:CF3v:Az=e(x)]oe=[z': AL Fr:Ae(2)=e(z)] =ta =tcoe
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from which it follows that
[z:CF Jz:Az=e(x)] = te

i.e. that e is a strong epimorphism. Thus, every topos is balanced in the
sense that a morphism is an isomorphism whenever it is epic and monic (as
a monic strong epimorphism necessarily is an isomorphism).

We suggest it as a further exercise(!) to verify that in a topos E a subobject
r: R»— CxA is (isomorphic to) the graph of a map from A to C iff for the
classifying map p: C'xA — €0 the judgement

r:A|F3Cop(z,x)
holds in E where, as usual, 3'z:C.p(z, z) stands as an abbreviation for
32:C. (p(z,2) ANVZ:C.(p(2, 2)=2=2"))

i.e. unique existence. Thus, in an elementary topos E the following Aziom of
Unique Choice

(AC!) VR :P(BxA).(V:A3y:B.R(y,x)) = 3f:BAVx:A.R(f (), 7)

holds for all objects A and B in E, saying that functional relations from A
to B coincide with functions from A to B.
Adding the following two valid axiom schemes

(Extaw)  Vf,g: BY (VoA f(v)=g(x)) = f=g
(Extprop) Yu, v : Q. (usv) = u=v

makes our version of constructive (intuitionistic) higher order logic complete
w.r.t. interpretation in elementary toposes.

Above we have tacitly assumed the validity of the usual equality axioms for
= whose verification we leave to the inclined reader as an exercise(!). We
just notice that in presence of quantification over powerobjects one could
introduce equality on A as a derived notion defining

x=4y = VPP(A).(P(z)=P(y))

which idea goes back to the baroque philosopher G.W.Leibniz whose point
of view was that objects are equal iff they share the same properties.
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As a further illustration of the power of the internal logic of toposes we show
how it can be used to prove the existence of finite colimits in toposes. First
of all the initial object of E is (up to isomorphism) given by the subobject
0 »— 1 classified by uw:1 F L : §, i.e. the least subobject of 1. If A and
B are objects of the topos then their categorical sum A+ B appears as the
subobject of P(A)xP(B) classified by the predicate

P:P(A),Q:P(B) b (3lz:A.P(z) v 3ly:B.Q(y)) A (Va:A, y:B.~(P(z) AQ(y)))

A coequalizer of f,g: A — B can be constructed as follows: first define (via
universal quantification over P(BxB)) the least equivalence relation R on
B with R(f(a),g(a)) for all a € A (all understood in the internal sense) and
then take as coequaliser of f and g the (strong) epi ¢ : B — @ appearing in
the (strong epi/mono) factorisation

B—L. @

P(B)
where p: BXxB — () is the classifying map for the subobject R — BxB.

As a further application of the internal logic of toposes consider the following
extensivity property of (binary sums).

Theorem 13.6 (extensivity of sums)
Suppose the squares

Blﬂ,Al Bzﬂw‘b

[ e

J——1 J —1
/ /

commute in an elementary topos E. Then both squares are pullbacks if and
only if the square

_|_
B,+B, g1tg2 At Ay
[51, b2] \ \ [ah a2]
J I
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15 a pullback.

Proof: Employ the following construction of pullbacks using the internal logic
of E : given maps f : A — C and g : B — C in E then their pullback is
given by the subobject P »— AX B classified by x:A,y:B & f(x) =¢ g(y).

Details are left to the reader. 0

Kripke-Joyal Semantics

We have seen already how to interpret higher order logic in a topos where
a formula ¢ in context zq:A1,...,x,:A, gets interpreted as a subobject of
Ay x -+ x A,.32 This has the disadvantage that the most pleasant illusion of
“elements” is totally lost. Well, for non-wellpointed toposes E one certainly
does not know a predicate ¢ : A — 2 when knowing the collection of global
points a : 1 — A of A with poa = t. But, obviously, the predicate ¢ : A — )
is fully determined by the collection of all generalised elements a : I — A
satisfying ¢ (notation a Ik ¢), i.e. ¢ o a = t;. Now Kripke-Joyal semantics
exploits this observation by specifying (by structural recursion over @) the
collection of all generalised elements a with a I ¢ thus reestablishing the
form of the Tarskian definition of truth.

Before giving the clauses of the Kripke-Joyal semantics we state the following
two principles holding for IF (often called forcing relation)

Monotonicity IfalFg¢fora:l — Aand u:J — I then au - ¢
Local Character Ifa:1 — A ande: J — I epic with ae I ¢ then a I .

whose straightforward verification we leave as an exercise(!) for the reader.

Theorem 13.7 (Truth Conditions a la Kripke-Joyal)
In an elementary topos E for predicates p,v : A — ) and generalized ele-
ments a : I — A we have that

(T) alFta always holds

(N) alkpAYiffalkp and alk

32Notice that at least from now on we often drop the semantic brackets [-] when they
are clear from the context. Moreover, in the end the distinction between object and
metalanguage is not the greatest insight of logic after all!
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(=) alk =9 iff for allu: J — I, aul- ¢ implies au |- ¢
(L) alFfaiff =0

(V) alb oV iff there exist jointly epic maps u: J — I and v : K — I,
i.e. [u,v] 1 J+K — I epic, such that au Ik ¢ and av I+ 1)

and for predicates p : Cx A — Q and generalised elements ¢ : [ — C we have
(V) clFVYa(p) iff exida Ik p
(3) cl-3alp) iff {ce,a) Ik p for some epie:J — [ and a: J — A.

Proof: Clause (T) is trivial and clause (A) follows from Lemma 13.3. Clause
(L) is left as an easy exercise!

(=) : Suppose a IF p=>1. Then by monotonicity for all w : J — I we have
au IF =1 from which it follows by Lemma 13.7 that pau <; ¥au. Thus, if
au - @, i.e. pau = t;, then Yau = t;, i.e. au I- 1. For the reverse direction
suppose that for all v : J — I, au IF ¢ implies au IF . By Lemma 13.6 for
a IF = it suffices to show that pa <; 1¥a. Let m : P — I be the subobject
classified by pa. Then we have pam = tp. Thus, by assumption it follows
that vam = tp and, therefore, for the subobject n : Q — I classified by a
we have that m <; n, i.e. pa <; ¥a as desired.

(V) : First observe that for subobjects m : P — X and n : @ — X of
an object X in E with m Vn = idx then m and n are jointly epic, i.e.
[m,n| : P+Q — X.

For p,9 : A — Q let m and n be the corresponding subobjects of A and m/’
and n’ their pullbacks along a : I — A as depicted in

P'_|—>P Q_|—>Q
L

/
m/
[ —— I ——

a

Now suppose that a - V), ie. pa Vpa = (pVip)a = t;. Then m'vn' = id;
as m’ and n’ are classified by ¢a and 1a, respectively. Thus, by the above
observation m’ and n’ are jointly epic. Moreover, we have pam’ = tp and
tan’ = tg. Thus, the desired claim holds putting v = m’ and v = n'.

For the reverse direction suppose that u : J — I and v : K — [ are jointly
epic with au I+ ¢ and av IF 9. Then au and av factor through m and n,
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respectively. Accordingly, we have that both au and av factor through mvn.
Thus, their source tupling a o [u,v] = [au, av] factors through mvn as well
from which it follows that pVipoao [u,v] =ty k. Thus, finally pVipoa = t;
because [u, v] is epic.

(V) : First notice that Va(p) o ¢ = V4(po (exid4)). Thus, by Theorem 13.4
clFVa(p) is equivalent to po (e¢xida)) = trxa, i.e. cxida IF p as desired.

(3) : Let r: R— CxA be the subobject classified by p and let

/
R — im(7r)

2 [m’
C

be the (strong epi/mono) factorisation of 7r where by Theorem 13.5 the
subobject m’ is classified by J4(p).
Suppose ¢ IF 3 4(p). Then ¢ factors through m’ via some map u : I — im(7r),
i.e. ¢ = m'u. Now consider the diagram

v

J R+ OxA
- e
e e
I

™

\

— im(7r) —— C
u m

and let a : J — A be the map with rv = (ce, a). Thus, the map (ce, a) factors
(via v) through the subobject r classified by p, i.e. {(ce, a) IF p as desired.

For the reverse direction suppose e : J — [ is an epi and a : J — A with
(ce,a) IF p. Then (ce,a) factors through r via some map v : J — R, i.e.
(ce,a) = rv. Then ce = mrv = m/e’v from which it follows that ce IF J4(p)
because J4(p) classifies m’. Thus, due to the local character of I from
ce IF J4(p) it follows that ¢ I J4(p) because e is epic. O

We suggest it as an exercise(!) to show that for well-pointed toposes E the
above Kripke-Joyal semantics boils down to the usual Tarski semantics when
restricted to global elements. Since well-pointed toposes are 2-valued and
boolean for every o : A — Q2 and a : 1 — A either poa =tor poa = f.
Moreover, since in well-pointed toposes every non-initial object has a global
element a global truth value p : 1 — € equals t iff po!y = t4 for some non-
initial A. Moreover, in well-pointed toposes a morphism p : A —  equals
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ty iff poa = tforall a: 1 — A. Most of the clauses of Theorem 13.7
translate straightforwardly. Only the cases of disjunction and existential
quantification require a bit of thought. For illustration we just discuss the
case of existential quantification. Suppose p : C' x A — € then c |- J4(p) iff
there exists a : I — A with !; : I — 1 epic and p o (col;,a) =t. W.lo.g. we
may assume that [ is not initial since otherwise 0 = 1 and E is the trivial
topos where all propositions are true. But by Lemma 12.2 the non-initial
object I has a global element ¢ : 1 — I and thus p o (¢,ai) = T whenever
po(colya) =t. Thus clF J4(p) iff there exists a : 1 — A with (¢, a) IF p.

In case of presheaf toposes Kripke-Joyal semantics takes the following even
simpler form based on the observation that a predicate ¢ : A — Q is de-
termined already by the set of generalized elements a : Y(I) — A with
pa = ty(n.

Theorem 13.8 (Kripke-Joyal semantics for presheaf toposes)

Let E be a presheaf topos C for some small category C. If A is an object of E,
a€ A(I) and f : J — I is a morphism in C then we write alf for A(f)(a)
to make notation more readable. For predicates ¢ : A — Q and a € A(I) we
write I I @(a) iff a € P(I) for the subpresheaf P — A classified by .

Then for predicates p,v : A — Q and a € A(I) we have that

(T) I tu(a) always holds
(A) Tl (oAd)(a) iff T p(a) and I - (a)
(=) TIF (p=)(a) iff for all f:J — I, JIF o(alf) implies J IF (al f)
(L) TIF fa(a) never holds
(V) Il (oveb)(a) iff I I+ o(a) or I - (a)
and for predicates p: Cx A — Q and ¢ € C(I) we have
(V) II-Ya(p)(c) iff JIF p(clf,a) for all f+ J — T in C and a € A(J)
(3) I+ 3ulp)(c) iff I IF p(c,a) for some a € A(I).
Proof: Exploiting the 1-1-correspondence between A(I) and morphism from

Ye(I) to Ain C as ensured by Yoneda most of the claims are immediate from
Theorem 13.7. For (L), (V) and (3) one has to exploit the specific nature of
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presheaf toposes where 0(1) = 0, (PVQ)(I) = P(I)UQ(I) and where a map
e: A— Bisepiciff all e; : A(I) — B(I) are surjective functions.
Details are left to the reader as a straightforward exercise! OJ

Axiom of Choice in Toposes

We have seen already that the axiom of unique choice holds in every topos.
But what about

(AC) VR:P(BxA).(Vx:A3y:B.R(y,z)) = 3f:BAVx: A.R(f(x), x)
the general axiom of choice in higher order logic?

Theorem 13.9 (Diaconescu)
Every elementary topos validating (AC) is already boolean.

Proof: Let 0 and 1 be the two global elements of 2 = 141 as given by left
and right injection of 1 into 2. For ¢ € 2 we define

Vi={xe2]a=iV e} eP(2

for i=0,1. Thus it holds that YV e{V;, V1}.3z€2. 2 € V. From this instanti-
ating A by {Vo, V1} and B by 2 in (AC) it follows that

3f € 2V wve{Vy, Vi}.f(V) eV

Thus, it holds that (f(Vy) € Vo) A (f(Vi) € Vi), i.e. by definition of the V;
that (f(Vo)=0V ) A (f(V1)=1V ¢), from which it follows by distributivity
that

(f(Vo)=0A f(V1)=1) V¢

But the latter entails ¢ V = which can be seen as follows. Of course, ¢
entails ¢ V —. On the other hand f(V5)=0A f(V1)=1 implies = because if
@ then V =V} from which it follows that 0 = 1, a contradiction. 0J

Thus, unrestricted choice entails classical logic but not*3wice versa. See e.g.

Chapter VI of [MM] for boolean toposes not validating AC.
Validity of the logical scheme (AC) in a topos E is equivalent to the following
principle called Internal Aziom of Choice

33Notice that even the stronger theory ZF does not prove AC.
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(IAC) If e is epic then e? is epic, too, for all objects A of E.

as shown on pp.312-315 of [MM]. A stronger principle is the following prin-
ciple called External Axziom of Choice

(EAC) Every epimorphism e splits, i.e. there is a section s with e o s = id.

Obviously, (EAC) entails (IAC) because every functor preserves split epi-
morphism and thus, in particular, the functors (—)4 do. Notice that for
nontrivial groups G in the presheaf topos G the unique map from the rep-
resentable presheaf to 1 is a non-split epi because the representable presheaf
does not have any global element. As shown in 1.974 of [FS])

Theorem 13.10 A topos satisfies (EAC) if and only if it satisfies (IAC) and
1 is projective, i.e. every A with A — 1 has a global element.®*

Proof: Suppose E validates TAC and an object of E has a global element
whenever its terminal projection is epic. For showing that EAC holds suppose
e: B — A is epic. Consider the pullback diagram

c—% 1
_
D ridAT
B4 - A4
€A

where ¢’ is epic since it arises as pullback of e? which is epic by IAC. Thus
¢’ has a section s’ : 1 — C. Then the transpose s : A — B of ps' : 1 — B4
gives rise to a section of e as desired. 0

In a nontrivial well-pointed topos every object A with global support, i.e.
A — 1 epic, has a global element a : 1 — A since t4 and f4 are different.

Thus, by Theorem 13.10 well-pointed toposes satisfying (IAC) satisfy (EAC)
as well.

34Generally an object C'in E is called projective (or a choice object) iff E(C, —) : E — Set
preserves epimorphisms, i.e. for every epimorphism e : A — B and every g : C — B there
exists an f: C — A with eo f = g.

103



Natural Numbers in Toposes

The category Set; of finite sets and maps between them is an example of
a well-pointed topos satisfying (EAC). Thus, in order to guarantee the ex-
istence of some infinite type as e.g. the type of natural numbers we need a
further axiom.

The following definition of natural numbers object (NNO) like many other
notions in this field goes back to F.W.Lawvere.

Definition 13.5 (Natural Numbers Object)

A natural numbers object (NNO) in a category C with terminal object 1 is
an object N in C together with morphisms z : 1 — N (zero) and s : N — N
(successor) such that for all objects A in C and morphisms a : 1 — A and
t: A— A there exists a unique morphism h : N — A making the diagram

4=
P
1 N N
z s
commute. O

The intuition behind the definition of NNO is that for every a € A and
t: A — A there exists a unique sequence h : N — A such that

h(z)=a and h(s(n)) = t(h(n))

i.e. the definition of NNO captures the idea of iteration. We leave it as an
exercise(!) to the reader to show that in presence of exponentials (i.e. “higher
types”) from iteration one can derive the principle of primitive recursion
guaranteeing for all maps g: A — B and h : NxAxB — B the existence of
a unique map R(g,h) = f: NxA — B such that

f(z,a) =g(a)  and  f(s(n),a) = h(n,a, f(n,a))

for alln € N and a € A.
The definition of NNO not only guarantees the existence of sufficiently many
algorithmic functions but also the usual induction principle

35 Just as in ZFC which is modelled by the hereditary finite sets as long as one does not
postulate the infinity aziom.
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Theorem 13.11 (induction principle for NNOs)
Let E be an elementary topos with NNO N. If m : P — N s a subobject of
N such that

(1) z:1— N factors through m and
(2) som factors through m

then m s an isomorphism.
Moreover, the topos E validates the induction principle

(Indy) VP:P(N). P(z) = (Yn:N.P(n)= P(s(n))) = Yn:N.P(n) .

Proof: Let a: 1 — P with ma = z and t : P — P with sm = mt. Then
there exists a (unique) map h : N — P such that hz = a and hs = th. Thus
we have

from which it follows that mh = idy. But then also mhm = m from which it
follows that hm = idp because m is monic. Thus m is an isomorphism with
h as its inverse.

The verification of (Indy) is left as an exercise(!) to the reader. O

It is routine to show that the image of the NNO in Set under the functor
A : Set — C is again a NNO in C.

Axiomatizing the Category S of Constant Sets

The foundational claim of topos theory as forcefully promoted by Lawvere
(see [LR]) is that (most) mathematics can be performed in elementary toposes
with NNO. As we have seen there are plenty of different such toposes.

In order to get more “classical” one might also postulate booleanness or even
the axiom of choice. Lawvere has suggested (see e.g. [LR]) to axiomatize
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the classical category S of constant sets as an elementary wellpointed topos
admitting a NNO and satisfying the axiom of choice.

Notice, however, that not every such topos S will be isomorphic to Set as e.g.
S may be countable due to the Theorem of Lowenheim and Skolem (guaran-
teeing the existence of countable models for consistent theories formulated in
a countable language). But, actually, the category Set itself is also a relative
notion, namely e.g. some model of ZFC which again may be countable (from
the external point of view). Thus, in the end nothing (essential) is lost when
replacing Set by an arbitrary topos & of constant sets satisfying Lawvere’s
axioms.
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14 Some Exercises in Presheaf Toposes

An excellent reference for examples of and computations in presheaf toposes
is [PRZ] which we strongly recommend for this purpose.

A topos is called localic iff subobjects of 1 (called subterminals) generate in
which case we say that the topos is localic.

Lemma 14.1 Let C be a small category. Then C is localic iff C is posetal.

Proof: Suppose C is posetal. Then all representable objects of C are subter-
minal. Since representable objects generate it follows that C is localic.

For the reverse direction suppose C is localic. We show that every repre-
sentable object Y (I) is subterminal. For that purpose consider the subobject
S C Y(I) consisting of all w: J — I with uv; = uwvy for all vy, vy : K — J.
Let x : Y(I) — € be the classifying map for S. Suppose x # Ty(). Since
by assumption C is localic there exists a 7 : U — Y(I) with U subterminal
and x o1 # Ty. Thus there exists a map v : J — I with x;(v) # T, and
vwy = vwy for all wy,we : K — J, ie. v € S(J) but xs(v) # T, which
clearly is impossible since x classifies S C Y (7). Thus we have shown that
X = Ty and, accordingly, we have S = Y(I) from which it follows that
id; € S and therefore v; = vy whenever vi,vy : J — I. Since this holds for
all objects I of C it follows that C is indeed posetal. U

Corollary 14.1 If for a small category C the topos C s localic and 2-valued
then C ~ 1 and thus C ~ Set.

Proof: If C is localic then by the previous theorem C is posetal. If C were
not equivalent to the terminal category 1 then in C there would exist non-
trivial subterminals corresponding to nontrivial global elements of (2 which
is impossible due to the assumption that C is 2-valued. O

An alternative argument is the following one: if C is 2-valued then 0 and 1
are the only subterminals from which it follows by the assumption of C being
localic that C is wellpointed which we have already seen to entail that C is
equivalent to the terminal category.

Theorem 14.1 For a small category C the global sections functor I' : C—
Set has left adjoint A which in turn has a further left adjoint 7.
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Proof: The left adjoint A to I' sends a set S to the constant presheaf with
value S and f: S — T to the natural transformation A(f) with A(f); = f
for all I € C. The unit of A 4T at S sends z € S to the global element
ns(x) : 1 — A(S) with (ns(x));(x) = z. For f : S — T'(A) the unique
¢ A(S) — A with T'(¢) ong = f is given by ¢;(x) = f(x);(x) € A(I).

The left adjoint 7 to A sends a presheaf A to the set m(A) of connected
components of Elts(A). The unit n4 : A — A(7(A)) sends a € A to the
connected components inhabitated by a. Obviously, a natural transformation
¢ A — A(S) is constant on connected components and, therefore, the
unique f : m(A) — S with A(f) ong = ¢ sends a connected component of A
to the constant value of ¢ on it. 0

Theorem 14.2 Let C be a small category. Then T': C — Set has a right
adjoint V iff the terminal object in C appears as retract of a representable
object.

Proof: If T has a right adjoint then I' preserves colimits. Since 1 is a colimit
of representable objects and T" preserves colimits it follows that I'(Y(I)) # ()
for some object I in C. Thus there exists e : 1 — Y(/) exhibiting 1 as retract
of the representable object Y(I).

Suppose 1 appears as retract of some Y (7). Then there exists e : 1 — Y(I).
For every object J of C we havee; : J — [ and ejou =eg forallu: K — J
in C. In particular, for e; we have eje; = ey, i.e. e; is a retract. Next observe
that T'(A) = {a € A(I) | A(er)(a) = a} by sending a : 1 — A to ay(x).
Conversely, given a € A(I) with A(er)(a) = a this induces an o : 1 — A with
ay(x) = A(ey)(a) for objects J in C. Moreover, for f: A — B and a € A(])
with A(er)(a) = a we have B(e)(fr(a)) = fi(A(er)(a)) = fr(a). Thus, up
to isomorphism I' looks as follows: I'(A) = {a € A(I) | A(es)(a) = a}
and I'(f)(a) = f;(a). From now on we work with this isomorphic copy of
['. Define G : C — Set as G = ' o Y. More explicitly, we have G(J) =
{u:1 — J | uey = u} and G(v)(u) = vu for v : J — K in C. Then
the right adjoint to I' is given by V(S) = S%). Its counit at S is given
by €5 : I'(V(S)) — S : v — ~(er). Suppose f : I'(A) — S. We have to
show that there exists a unique ¢ : A — V(S5) with €5 0o I'(¢) = f, ie.
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¢r(a)(er) = f(a) for a € T'(A). By naturality of ¢ we have for u € G(J) that

A(7) 2% 560
A(u)\ \SG«»

A(I) — €D
b1
and thus for a € A(J) we have (since A(er)(A(u)(a)) = A(uer)(a) = A(u)(a)
and thus A(u)(a) € ['(A)) that

from which it follows that ¢ is determined uniquely f. Moreover, this obser-
vation tells us how ¢ has to look like provided it exists, namely

for a € A(J) and u € G(J). It is a straightforward exercise to show that the
so defined ¢ is actually natural. Moreover, for a € I'(A) we have

(es 0 T(¢))(a) = ¢r(a)(er) = f(Aler)(a)) = f(a)
and thus we have eg o I'(¢) = f as desired. O

For the reverse implication of Theorem 14.2 we have the following alternative
Proof: Suppose eg: 1 — Y (Iy). Let G =T oY : C — Set. The right adjoint
to I'is given by V(S) = S¥). The unit n4 : A — V(I'(A)) of the adjunction
' 4V at A is given by
(na)r(a)(i) = aci
fora: I — Aandi:1— I. It is a straightforward exercise to show that
the so defined 7 is actually natural. For showing that 7 is the unit of I' = V
we have to show that for ¢ : A — V(S) there exists a unique f : I'(A) — S
with V(f) ona = ¢, i.e.

¢1(a)(i) = [V(f) o na],(a)(d) = f(aoi)

109



fora: I —Aandi:1— 1. Fora:1— A wemay put a:=aol :[j - A
and then have

fla) = flaoey) = ¢r,(a)(en) = ¢r,(ao!sy)(eo)

from which it follows that f is uniquely determined by ¢. Now fora : I — A
and 7 : 1 — I we have

[V(f)ona],(a)(i) = flaoi) = by, (acioly,)(eo) = ¢1(a)(iols, 0e0) = ¢r(a)(i)
and thus V(f) ona = ¢ as desired. O

Notice that in case I' : C — Set has a right adjoint V we have I'A = ldget.
From Lemma 8.1 it follows that the counit 7 : ldses — I'A is a natural
isomorphism and thus by Theorem 8.5 the functor A is full and faithful.
By uniqueness of adjoints from I'A = ldget it follows that I'V = ldget and
thus by the dual versions of Lemma 8.1 and Theorem 8.5 that V is also
full and faithful and that e : I'(V(S)) — S is an isomorphism for all S €
Set. That’s what Lawvere calls a UTAO situation (for Unity and Identity of
Adjoint Opposites), i.e. L4 F - R with Fo L =Id = F o R where as above
from Lemma 8.1 it follows that both L and R are full and faithful.

For the Sierpiriski topos 2 the global sections functor is given by ['(A) = A(1).
Its right adjoint V is given by V(S)(1) = S and V(S5)(0) = {x}. The left
adjoint of T" is given by A(S)(0—1) = ids. The left adjoint 7 of A is given by
7m(A) = A(0). The functor 7 has a further left adjoint given by L(S)(1) =0
and L(S)(0) = S.

Let M, be the monoid whose elements besides the unit 1 are eg,..., e, 1
with e;e; =¢; for 1 <14, j < n.

The presheaf topos I\//[Il\consists of retractions and maps between them since
for an object X of M; the map rx(x) = x - eg is a retraction (because
rx(rx(z)) = x-ey-eg = x-eeg = x-ey = rx(z)) and for a morphism
f:X =Y we have f(rx(z)) = f(x-ey) = f(x) - ey = ry(f(x)). For X in
M, we have I'(X)={x € X |rx(z) =x}. Foraset S let A(S) be the set S
with right action of M given by x-eq = x for x € S. One easily checks that
AFTHFA, ie. that A and V coincide.?® Thus, also 7 coincides with T.
The presheaf topos My may be considered as the topos of reflevive graphs
where for an object X of M, the underlying set of X is thought of as the set

36The transpose of f : § — I'(X) is the morphism f : A(S) — X and the transpose of
g:T(X) — S is the morphism g : X — A(S) sending z € X to g(x) = g(z - ep)
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of edges and I'(X) = {z € X | x- ey = x = x - e1} is thought of as the set
of loops (which are identified with the nodes of the graph). Since for x € X
we have x - e;-e; = x - e;e; = x - ¢; it follows that x - ey and x - e; are loops
corresponding to the source and target node of edge x, respectively. Notice
that ['(X) is the set of global elements of X and for h : X — Y the map
['(h) is the restriction of h to I'(X) (which factors through I'(Y")). The left
adjoint A of the global sections functor I' sends a set S to the set S on which
M, acts as x - e; = x for © = 0,1. The right adjoint V to I' sends a set S
to the My-action V(S) whose underlying set is S x .S on which M acts as
(o, 1) - €; = (m;, ;) for i = 0,1. Notice that V(S) is the “chaotic” graph
where for all z,y € S there exists precisely one edge from x to y whereas
A(S) is the “discrete” graph with as few edges as possible. The left adjoint
7 to A sends X to the connected components of the graph X, i.e. I'(X)/~x
where ~y is the least equivalence relation on I'(X) containing all pairs of
the form (z - eg,z - e1). For f: X — Y the map [ respects ~x to ~y and,
therefore, the map «(f) : 7(X) — 7n(Y) : [z]~y — [f(z)]~, is well defined
and provides the morphism part of the functor 7.

Notice that for the topos of graphs G where G is the category

do
d

V E

the situation is different because I' : G — Set does not have a right adjoint
V since none of the representable objects of G has a global element. As

emphasized by F. W. Lawvere this may be seen as a qualitative distinction
between M, and G.
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15 Sheaves

Sheaves (germ. Garben) are discussed in detail in [MM]. Here we just give a
short introduction to this vast field, mostly without proofs.

Definition 15.1 Let X be a topological space and O(X) the lattice of open
subsets of X. A sheaf over X is a presheaf A: O(X)°® — Set such that for
every U € O(X) and sieve U on U with | JU = U every f :U — A has a
unique extension f: O(X)/U — A.

We write Sh(X) for the full subcategory of Set® ™™ on sheaves over X. ¢

Notice that a natural transformation f : 4/ — A amounts to a choice of an

f(V)e A(V) for all V' € U which is compatible in the sense that
AVAW s V)(f(V)=f(VNW)=AV W <= W)(f(W))

for all V,W € U. The requirement that f has a unique extension f :
O(X)/U — A along the inclusion of ¢ into O(X)/U amounts to the re-
quirement that there exists a unique a = f(U) € A(U) such that f(V) =
A(V = U)(a) for all V e U.

A typical example of a sheaf over X is R? where RY(U) is the set of all
continuous functions from U to R and R4V — U)(f) = f|V, the restriction
of f:U — R to the open set V C U. This makes sense also when replacing
R by an arbitrary topological space. In case of a discrete space I we write
A(T) for the ensuing sheaf. Obviously A(I)(U) consists of all locally constant
maps from U to I.

Theorem 15.1 For a topological space X the category Sh(X) is closed under
limits taken in Set®™% | is an exponential ideal in Set® )™ ie. BA is a
sheaf whenever A € Set®X)” and B € Sh(X), and Sh(X) is a topos where
QU)={VeoX)|VCU}, QU s UW)=VnNnWand T :1— Qs
gwen by Ty =U.

Proof: 1t is straightforward but tedious to verify the first two claims (see
[MM] for details).

It is easy to see that (2 is a sheaf. Suppose that A € Sh(X) and P is a subsheaf
of A. Then P — A is classified by the map x : A —  sending a € A(V)
to the greatest open subset V' of U such that A(V — U)(a) € P(V). Notice
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that for verifying the existence of a greatest such V' one needs that P itself
is a sheaf. ]

A. Grothendieck — motivated by some questions in algebraic geometry — has
generalised the notion of “topology” to arbitrary small categories C. We will
present the notion of Grothendieck topology a bit later on. First we present
the more accessible notion of coverage as used in [Joh].

Definition 15.2 A coverage Cov on a small category C assigns to every
object I of C a set Cov(I) of sieves on I such that for every S € Cov(I) and
u:J — I in C there exists R € Cov(J) with R C u*S.

A sheaf w.r.t. Cov is a presheaf A over C such that for every S € Cov(I) and
f:S — A there exists a unique f : Y(I) — A making the diagram

S——Y(I)
floo
N
A
commute. We write Shcoy(C) for the full subcategory of Set™ on sheaves
w.r.t. Cov. O

In the following we say that a “presheaf A has the sheaf property w.r.t. a
sieve S on I” iff every f: S — A has a unique extension to a f : Y(I) — A.
Recall also the fact that f: Y(I) — A extends f: S — Aiff foY(u) = f(u)
for all uw € S (identifying A(/) with @(Y(I), A) by Yoneda).

Next we prove to lemmas allowing one to augment a covering without chang-
ing the sheaves.

Lemma 15.1 Let Cov be a coverage on C and A a Cov-sheaf. If R is a sieve
on I and S € Cov(I) with S C R then A has the sheaf property w.r.t. R.

Proof: Suppose f : R — A. Since A is a sheaf there exists a unique f :
Y(I) — A coinciding with f on S. It remains to show that f coincides with
f also on R.

Let w:J — I in R. Then for all v: K — J in u*S we have

JoY(u)oY(v) = foY(uv) = fluv) = f(u) o Y(v)

where the second equality holds because uv € S. Since u*S contains a cover
(in the sense of Cov) it follows that foY(u) = f(u). Thus f extends f. O
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Lemma 15.2 Let Cov be a coverage on C and A be a Cov-sheaf. If R is a
sieve on I and S € Cov(I) such that u*R contains a cover in the sense of
Cov for allu:J — I in S then A has the sheaf property w.r.t. R.

Proof: Suppose f : R — A. Foru :J — [in S let ¢, : v*R — R be
defined as ¢,(v) = wv and f, = fop, : v*R — A. Then there exists
a unique morphism f, Y(J) - A with fuom = f, where m : 'R —
Y(Y). Let a, = ﬁ(id]). We next show that u — a, gives rise to a natural
transformation f: S — A. Suppose v : J — I'in Sand v : K — J. Let
¥ (uw)*S — u*S with ¥(w) = vw and n : (uww)*S — Y(K). Obviously, we
have f, ¥ = fu, and m o =Y (v) on as indicated in the following diagram

V() s Tl 4
Y(0) ¢‘ ¢
Y(K)«;(uv)*S

Thus we have ﬁOY(v)on = fuomoth = f,01) = fus = fuwon from which
it follows that f, o Y(v) = fu, (since A has the sheaf property w.r.t. (uv)*S)
from which it follows that f is actually a natural transformation from S to
A. Since A is a Cov-sheaf and S € Cov(I) there exists a unique morphism
f:Y(I) — A extending f along the inclusion S < Y(I). We will show that
f extends f and is unique with this property.
Let w : J — [ in R. Then for v : K — J in u*S we have uvv € RN S and
fuv = f(uv) = f(u) o Y(v) (notice that (uv)*S = Y(K) since uv € S) and
thus B

foYuoYv = foY(uv) = fu., = f(u)oY(v)
from which it follows that f o Y(u) = f(u) since u*S contains a cover in the
sense of Cov. Thus, we have shown that for all u € R we have foY(u) = f(u),
i.e. that f extends f as desired.
Suppose ¢ : Y(I) = A with go Y(u) = f(u) forall u € R. Let u:J — [ in
S. Then for v € u*R we have uv € RN S and fu, = f(uv) = f(u) o Y(v) and
thus

goY(w)oY(v) = goY(w) = f(ur) = f(u) o Y(v) = fuu = fuo Y(v)
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from which it follows that g o Y(u) = f, since by assumption u*R contains a
cover in the sense of Cov. Thus, we have shown that for all u € S we have
goY(u) = f, = f(u) from which it follows that g = f since S € Cov(I) and
A is a Cov-sheaf. Thus we have shown uniqueness of f. O

We have the following analogue of Theorem 15.1

Theorem 15.2 Let Cov be a coverage on a small category C. Then Shco, (C)
is closed under limits taken in Set® , is an exponential ideal in Set®™, i.e.
B4 is a sheaf whenever A € Set®™ and B € Shcov(C), and Shco, (C) is a
topos.

The subobject classifier €2 for Shco,(C) can be described as follows. For I €
C, Q(I) consists of all Cov-closed sieves on I, i.e. sieves S on I such that
w:J — I isin S whenever u*S € Cov(J), Qu)(S) =u*S and T;=Ty.

Proof: 1t is straightforward but tedious to verify the first two claims (see
[IMM] for details).

It is easy to see that 2 is a sheaf. Suppose that A € Shce, (C) and P is a sheaf
of A. Then P — A is classified by the map x : A — € sending a € A(V) to
the sieve x;(a) = {u: J — I | A(u)(a) € P(J)}. Notice that for verifying
that x(a) is closed one needs that P itself is a sheaf. O

A coverage Cov on C can be saturated to a so-called Grothendieck topology
on C which notion we define next.

Definition 15.3 A Grothendieck topology on a small category C is a cov-
erage J with Ty € J(I) for all I € C and satisfying the following locality
property

(L) if R is a sieve on I and S € J(I) with w*R € J(J) for allu:J — I
in S then R € J(I). O

Notice that the locality property entails that J(I) is upward closed within
sieves on /.

Obviously, Grothendieck topologies on C are closed under (componentwise)
intersections. Thus, for every coverage Cov there exists a least Grothendieck
topology J on C with Cov C 7. Notice that this way J is obtained from
Cov by an inductive definition which in general stabilizes at a very transfinite
ordinal.

The next lemma says that sheaves w.r.t. Cov and sheaves w.r.t. the induced
J coincide.
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Lemma 15.3 Let J be the least Grothendieck topology containing Cov. Then
a presheaf A € Set™ is a Cov-sheaf iff it is a J-sheaf.

Proof: Obviously, since Cov C 7 every [J-sheaf is also a Cov-sheaf.

For the reverse inclusion it suffices to show that the collection 74 of all sieves
S on some [ such that for all u : J — I, A satisfies the sheaf condition w.r.t.
u*S forms a Grothendieck topology. Obviously J4 is a coverage containing
all maximal sieves T;. So it remains to show that J4 satisfies the locality
property (L). Suppose R is a sieve on [ and S € Ja(I) with u*R € Ja(J) for
allu:J — I'in S. We have to show that R € Ja(I), i.e. that A has the sheaf
property w.r.t. to all reindexings of R. Let w: J — I. Then u*S € Ja(J)
and for all v : K — J in u*S we have v*u*R = (uv)*R € J4(K) since uv € S.
Thus by Lemma 15.2 the presheaf A satisfies the sheaf condition w.r.t. uw*R
as desired. 0

One can show that a subobject J of €2 in C is a Grothendieck topology if
and only if the classifying map j : Q — Q) for J —  satisfies the conditions

(G1) joT =T

(j2) joA=No(jx])

(i3) jej=1.
In an arbitrary topos [E it makes sense to consider maps 7 : {2 — € satisfying
the conditions (j1)-(j3). Such maps are called Lawvere-Tierney toplogies on
topos E. A mono m : P — X in E is called j-dense iff its characteristic
map y : A — € satisfies j o x = T 4. One then defines an object A of E to
be a j-sheaf iff E(m, A) : E(X,A) — E(P, A) is a bijection for all j-dense
monos m in E. One can show that the full subcategory E; of E on j-sheaves
is a topos and that the inclusion ¢ : E; — E has a finite limit preserving left
adjoint a called sheafification. Moreover, if j is the characteristic map for a
Grothendieck topology J on C then C; coincides with Shz(C). Accordingly,
the inclusion of Sh;(C) into C has a finite limit preserving left adjoint (also
called sheafification.
By definition a Grothendieck topos is a topos equivalent to one of the form

Sh7(C) where J is a Grothendieck topology on a small category C.
Grothendieck toposes can be characterized more abstractly as follows.

Theorem 15.3 E is a Grothendieck topos iff E is a locally small elementary
topos with small sums and a small generating family.
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Proof: See e.g. [MM]. O

For Grothendieck toposes Sh;(C) one can give a Kripke-Joyal semantics
which differs from the one for Set®” only for L, V and 3, namely as follows

(L) Tk Liffpe J(I)

(V) Ik (¢pV)(a) iff there exists a J-covering family (u; : [; — I);es such
that for all j € J, I, IF ¢(au;) or I; I+ 1(au;)

(3) I IF 3z:A.p(z,c) iff there exists a J-covering family (u; : [; — I);eys
and a family (a; € A(Ij))jeJ such that I; IF p(a;, cu;) for all j € J

where (u; : I; — I);es is J-covering iff the induced sieve on I is in J(I).
Thus, for disjunctions and existential statements it is easier to be valid in
Sh7(C) than in Set™ because it suffices for them to hold only “locally” and
they need not necessarily hold “globally”.
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